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Abstract: In this study, two different impact-angle-constrained guidance and control strategies using
deep reinforcement learning (DRL) are proposed. The proposed strategies are based on the dual-loop
and integrated guidance and control types. To address comprehensive flying object dynamics and
the control mechanism, a Markov decision process is used to solve the guidance and control problem,
and a real-time impact-angle error in the state vector is used to improve the model applicability. In
addition, a reasonable reward mechanism is designed based on the state component which reduces
both the miss distance and the impact-angle error and solves the problem of sparse rewards in DRL.
Further, to overcome the negative effects of unbounded distributions on bounded action spaces, a Beta
distribution is used instead of a Gaussian distribution in the proximal policy optimization algorithm
for policy sampling. The state initialization is then realized using a sampling method adjusted to
engineering backgrounds, and the control strategy is adapted to a wide range of operational scenarios
with different impact angles. Simulation and Monte Carlo experiments in various scenarios show that,
compared with other methods mentioned in the experiment in this paper, the proposed DRL strategy
has smaller impact-angle errors and miss distance, which demonstrates the method’s effectiveness,
applicability, and robustness.

Keywords: deep reinforcement learning; proximal policy optimization; guidance and control;
impact-angle constraint

1. Introduction

With the increasing complexity of flight vehicle mission scenarios, it is often required
that the flight vehicle can approach the target at the desired impact angle while accurately
hitting the target to meet special mission requirements [1–3]. The conventional guidance
law can no longer meet these mission requirements, so more and more researchers have
begun to study the guidance law with angle constraints. Constrained guidance was first
proposed by Kim et al. in 1973 [4], and, since then, various schemes have been proposed
to meet different needs, including the biased proportional navigation (PN) schemes [5,6],
sliding-mode variable structures [7,8], and optimal guidance laws [9,10]. However, sliding
mode guidance laws can easily generate chattering, whereas the optimal guidance law often
requires adopting certain assumptions, which can result in poor robustness. Therefore, it is
urgent to develop an efficient method to address the current problems in terminal descent
angle-constrained guidance and control.

In recent years, artificial intelligence technology has developed rapidly, and reinforce-
ment learning (RL) technology, with autonomous decision-making ability, has always
been regarded as a technological frontier in the field of artificial intelligence [11]. Deep
reinforcement learning (DRL) combines the autonomous decision-making ability of RL
with the feature extraction ability of deep learning. DRL has been demonstrated to show
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outstanding performance in decision-making for high-dimensional data [12,13]. Further-
more, compared to the aforementioned traditional method, DRL has a smaller model
dependency and higher transferability and is widely applicable to aerospace fields, such as
spacecraft rendezvous and docking [14,15], quadcopter flight control [16,17], and drone
collaboration [18]. Additionally, DRL has enabled the development of new approaches for
designing flying object guidance and control systems.

In [19], the authors proposed a Q-learning algorithm that uses intelligent decision-
making to establish an RL-based variable proportionality coefficient based on the PN guid-
ance law. By appropriately designing the reward function, this method could effectively
reduce horizontal and vertical separation. A guidance law designed using reinforcement
meta-learning (RML), which employs only the observation variables of the line-of-sight
(LOS) angle and its rate of change, was proposed in [20]. The RML optimization policy
mapped the stable LOS angle and its derivative directly to the commanded thrust for
the flying object’s divert thrusters. This policy was proven to perform better than the
augmented zero-effort misguidance policy when knowledge about a target’s acceleration
is not completely available. In [21], a reward-shaping pre-training method based on the
proximal policy optimization (PPO) algorithm [22], which does not require an accurate
model, was proposed. This method facilitated the fast training of intelligent agents that
can be used in new tasks, thus significantly improving the training efficiency and trajec-
tory performance. An end-to-end, model-free DRL guidance strategy based on the twin
delayed deep deterministic policy gradient (TD3) algorithm was introduced in [23]. Recent
studies have also used RL to solve problems in hit–defense games. In [24], the authors
established the Hamilton–Jacobi–Bellman (HJB) equation under the game-theoretic settings
and then introduced the extended disturbance observer (EDO) to estimate the target in-
formation. The optimal guidance command for the nonlinear system was approximated
using online RL. Reference [25] proposed an anti-interception guidance method based
on DRL and designed a new mechanism of repeated batch training to reduce the serious
error estimation problem in the critic network. In [26], a solution that could address the
uncertain no-fly zones faced by a high-speed flying object was introduced. This solution
involved predictive correction guidance, pre-training the inclination guidance model based
on supervised learning, and further upgrading the inclination guidance model based on RL.
This approach could effectively fulfill the adaptability requirements of future intelligent
decision-making systems in uncertain bypass scenarios. In [27], the PPO algorithm was
improved and then proposed to introduce a new objective of minimum overload regular-
ization optimization that directly inhibits the excessive movement caused by the guidance
strategy. Reference [28] applied DRL algorithms to integrated guidance and control for
three-dimensional, high-maneuverability flying object–target interception. By constructing
a multi-factor reward function, the agent was trained based on the deep deterministic policy
gradient (DDPG) algorithm to directly generate pitch and yaw fin commands to control
the flying object to intercept the target. The aforementioned methods primarily analyzed
the geometric relationship between the motion of a projectile, assuming the conditions
of a small angle of attack (AOA) and constant velocity, without considering the effects of
projectile dynamics and controllers. Furthermore, the primary constraint used in these
methods is the miss distance, and there was no constraint on the impact angle.

In [29,30], a model-based RML approach was employed to train a deep neural network
as a predictive model of guidance dynamics. The trained model was implemented into
the model predictive path integral control framework, and a novel guidance law suitable
for a variable speed interceptor, in a case where the actuator failed and the objective
was to intercept a maneuvering target, which considered the impact angle constraint
was introduced. In [31], a reasonable reward mechanism was designed to minimize the
longitudinal angle error and align the LOS angle to the expected value. Also, a distributed
exploration strategy was used to improve the exploration efficiency of the simulation
environment during the model training process. In [32], a guidance method based on
predictive correction considering the impact angle constraint was designed. Namely, deep
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supervised learning-based networks were designed to predict the impact angle in real-time
based on the mapping between the flight status and the guidance constraints. The PPO
algorithm was subsequently used to learn the bias corrections for impact-angle errors
based on the PN guidance law. In [33], based on the PN guidance law, the constraints
on the impact angle and the field of view angle were realized by using the DRL phased
learning bias command, and it was proved that the proposed method could be easily
extended to the model with additional elements such as rotational dynamics. However,
the above-mentioned methods were designed based on a simplified dynamics model of a
projectile and did not consider the influence of a control loop, resulting in an unnecessarily
complex design process.

Motivated by the previous investigations, in this study, a DRL-based guidance and
control model is constructed for an accurate interception guidance problem with impact-
angle constraints. Based on this model, two guidance and control strategies with impact-
angle constraints are designed.

The main contributions of this study are as follows:

(1) To consider the effects of comprehensive flying object dynamics and the control
mechanism, this study develops a Markov decision process model to address the
guidance and control problem. Two DRL guidance and control strategies with the
impact-angle constraint are proposed. The design of these strategies is based on the
principles of dual-loop and integrated guidance and control;

(2) An improved reward mechanism that includes the state component is designed. This
mechanism combines the sparse reward and dense reward to correct the impact-angle
errors while reducing the flying object–target distance. The designed dense reward
mechanism can ensure that when the state components of the state are near the target
value, the small improvement in the strategy can still obtain a large reward difference
so that the network can converge more easily to the optimal. Furthermore, the dense
reward mechanism can normalize the reward value and reduce the influence of the
scalar value of each different reward on the overall reward, which improves the
sparse reward problem. In addition, to address the negative effects of an unbounded
distribution on a bounded action space, this study modifies the PPO actor network’s
probability distribution by replacing the Gaussian distribution with a Beta distribution.
This is because Beta distribution sampling can constrain the sampling value in the
interval of [0, 1] so that the sampling action can be mapped to any desired action
interval;

(3) In order to ensure the applicability of the model to different impact angle controls,
we introduce the real-time impact-angle error into the state, which makes the agent
pay more attention to the impact-angle error rather than a certain impact angle in
the learning process. In addition, combined with an engineering background, we
designed a reasonable initialization training scenario to ensure that the guidance
control strategies can meet different scenarios and expected impact angles.

The remainder of this paper is organized as follows: the problem formulation is stated
in Section 2. The specific process of DRL-based guidance and control strategies with an
impact-angle constraint design method is given in Section 3. Section 4 is the verification of
the results of the proposed method, and the conclusion is described in Section 5.

2. Environmental Description

This study aims to use the DRL method to design guidance and control strategies with
impact-angle constraints, so it is necessary to transform the guidance and control problem
into the framework of RL. Firstly, it is necessary to establish the environmental model
required for the interaction of the agent in RL. The research object in this paper is a flying
object with qualitative homogeneity, which is an aerodynamically controlled vehicle whose
coupling between pitching and yawing channels can be omitted [34]. Hence, a guidance
model is developed for the longitudinal plane motion of a flying object and a target with
the background of air-to-ground guidance, as presented in Figure 1, wherein the model
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parameters defined as follows: x1o1y1 is a Cartesian inertial reference frame, M denotes the
position of a flying object, and T is the position of a target; ay is the normal acceleration; q is
the LOS angle, and ϕ is the lead angle; θ represents the ballistic inclination; R is the relative
distance between the flying object and the target; and V is the velocity.
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Figure 1. Illustration of the flying object–target geometric relationship.

For a stationary target, the two-dimensional relative kinematics between the flying
object and target can be expressed as follows [32]:{ .

R = −V cos(q− θ)
R

.
q = V sin(q− θ)

(1)

The relationship between the angles of the flying object in the longitudinal plane is
shown in Figure 2.
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In Figure 2, xb is the vertical axis of the flying object body; LOS represents the direction
of the line of sight; and ϑ and α represent the pitch angle and AOA, respectively. Similar to
the works of reference [35], the flying object dynamics are given as follows:

.
V = P cos α−cxqdS−mg sin θ

m
.
θ = P sin α

mV +
cα

yqdS
mV α +

cδ
yqdS
mV δz − g

V cos θ
.

ωz =
mω

z qdSL
Jz

ωz +
mα

z qdSL
Jz

α + mδ
zqdSL

Jz
δz

.
α = ωz −

.
θ

ay =
qdS(cα

yα+cδ
yδz)

m

(2)
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where m represents the flying object mass; ωz is the pitch angular velocity; Jz is the pitch
moment of inertia; P is the axial thrust of a flying object; S denotes the reference area;
L is the reference length; qd represents the incoming flow pressure, and qd = ρV2/2,
where ρ represents the air density at the flying altitude of the flying object; δz is the
elevator deflection angle; cx = cx0 + cα2

x α2 is the resistance coefficient; cx0 is the zero-
lift drag coefficient; cα2

x represents the derivative of the induced resistance coefficient to
α2; cα

y represents the derivative of the lift coefficient to the AOA; cδ
y is the derivative of

the lift coefficient to the elevator deflection angle; mα
z represents the derivative of the

pitching moment coefficient to the AOA; mω
z denotes the derivative of the pitching moment

coefficient to the dimensionless pitch angular rate; and mδ
z is the derivative of the pitching

moment coefficient to the elevator deflection angle.
In order to intercept the target with the expected impact angle, the terminal position,

and impact angle must satisfy the following relationships:

x f = xd, y f = yd, θ f = θd (3)

where the subscript “f ” indicates the final state, and the subscript “d” relates to the ex-
pected state.

3. DRL-Based Guidance and Control Design with Impact-Angle Constraint

The main aim of using DRL for solving guidance and control problems is to attain
the desired flying object’s motion state by studying the guidance instructions via the trial-
and-error method. There are two main approaches to the design of guidance and control
systems: one is to design the guidance loop and control loop separately and independently,
and another is to integrate the guidance and control loops into an overall control system.
Therefore, this study applies the DRL method to design two distinct guidance and control
strategies with the miss distance and impact-angle constraints.

Strategy 1 is double-loop guidance and control with the impact-angle constraint using
DRL (DLGCIAC-DRL). As shown in Figure 3, IMU represents the inertial measurement unit.
The DLGCIAC-DRL design includes the guidance and control loops, where the guidance
loop uses the DRL policy to acquire the acceleration command ayc, and the control loop
drives the servo motors to control the flying object’s motion based on the acceleration
command ayc.
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Figure 3. Block diagram of the DLGCIAC-DRL strategy.

Strategy 2 is integrated guidance and control with the impact-angle constraint using
DRL (IGCIAC-DRL). As shown in Figure 4, the IGCIAC-DRL strategy considers guidance
and control as a whole and is designed to generate elevator deflection angle commands di-
rectly using the DRL policy based on the relative kinematic information between the flying
object and target, as well as the attitude and acceleration information of the flying object.
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In the DLGCIAC-DRL strategy, the autopilot adopts the two-loop autopilot model
previously studied and proposed in [36]. The autopilot model has been proven to have
excellent control performance and will not be presented in detail in this paper.

3.1. DRL Model

The flight state of a flying object at two adjacent moments can be approximately
regarded as a transfer between the states under a given control command, and the flying
object’s state in the next moment is related only to its state at the current moment; thus, the
flight state of the flying object has a Markov property. By discretizing the flight process in
the time domain, the guidance process of a flying object can be approximately modeled as
a discrete-time Markov chain (DTMC). The specific design of the guidance process is to
add the decision-making command to the Markov chain of the flying object flight process;
therefore, the design process of the flying object guidance can be modeled as a Markov
decision process (MDP).

The MDP is a sequential decision process that can be described by a five-tuple denoted
by 〈S, A, P( . ), R( . ), γ〉. The specific model of the MDP for a guidance and control
definition is as follows [13]:

MDP


S : State set, S = {s1, s2, · · · sn}
A : Action set, A = {a1, a2, · · · an}
P(st+1|st, at ) : The state transition function of the environment
R(st, at, st+1) : The reward function of the environment
γ : Discount factor

The interaction process between the agent and the environment in the MDP is depicted
in Figure 5. The environment produces information describing the state st, and the agent
interacts with the environment by observing the state st and choosing action at. The
environment accepts the action at and transitions to the next state st+1, then returns the
next state st+1 and a reward to the agent. In this study, an agent cannot directly access the
transition function P(st+1|st, at ) and the reward function R(st, at, st+1) and can obtain
only specific information about its state st, action at, and reward rt by interacting with the
surrounding environment.
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Figure 5. The interaction process between the agent and the surrounding environment.

The guidance control problem represents a continuous control problem. In each round,
an agent observes its state st at time t and makes a decision on an action at to be taken
according to the current policy. The policy π defines the mapping from a particular agent
state to the corresponding action (π : a ∼ π(s)). The guidance control model defines the
next state under the performed action and obtains a reward from the environment. The
trajectory τ generated by the control loop from the initial state s0 to the final state sT is
expressed as follows: (s0, a0, r0), (s1, a1, r1), · · · , (sT , aT , rT).

According to the optimization objective, the reward is defined as a weighted sum of
all rewards on trajectory τ:

R(τ) =
T

∑
t=0

γtrt (4)

where γ ∈ [0, 1] represents the discount factor and T represents the state number of a scene
data trajectory.

The objective function J(τ) is defined as an expectation of the trajectory return, and it
is expressed as follows:

J(τ) = Eτ∼π [R(τ)] = Eτ∼π [
T

∑
t=0

γtrt] (5)

Before implementing the DRL algorithm for model training, it is necessary to define the
amount of information required for the interaction between an agent and the environment;
namely, it is necessary to define the state st, action at, and reward rt.

In the guidance and control problems with impact-angle constraints, the state vector
must fully describe a flying object’s motion and target geometry while considering the
guidance constraints. Therefore, the state vector is defined as follows:

st : [V, θ, ωz, ϑ, R, q, θerror, dq] (6)

where θerror = q− θd represents the error between the actual and expected values of the
impact angle.

In this study, one of the state components is designed as an angle error instead of a
specified impact angle. The idea of this modification is to encourage the RL to focus more
on the angle error rather than on the precise impact angle. In this way, the suitability for
different impact-angle requirements of the guidance model can be increased.

Standardizing the state vector is necessary to eliminate the impact of dimensionality
on neural network training. In this study, the mean and standard deviation of each state
component are used to standardize the state vector. The state vector normalization is
performed using the following formula:

st
i =

s′ti − µt
i

σti (7)
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where s′ti represents the components of the state vector before normalization; st
i represents

the components of the state vector after normalization; and µt
i and σt

i are the mean and
standard deviation of st

i, respectively; the µt
i and σt

i values are updated in the training
process through the single-step updating of the sampled data. Initially, their values may
exhibit significant deviation, but as the network deepens, they become increasingly close to
their true values.

The values of µt
i and σt

i are updated as follows:{
µt

i = µtold
i + (xn

i − µtold
i)/n

σt
i =

√
n−1

n (σtold
i)

2
+ 1

n−1 (µti − xni)
(8)

where µtold
i and σtold

i represent the expected value and standard deviation of the state
variables before the update, respectively; n is the current number of sampling steps; and
xn

i represents the state variables at the nth step of sampling.
In the DLGCIAC-DRL strategy, an agent obtains an acceleration command ayc by

sampling the probability distribution selected in the policy π. As a result, it configures the
action at as an acceleration command ayc. Therefore, to ensure safety, it is imperative to
constrain the acceleration command ayc as follows:

at : ayc ∈ [−amax
yc , amax

yc ] (9)

where amax
yc represents the upper limit of the acceleration command.

Similarly, in the IGCIAC-DRL strategy, an action can be designed as follows:

at : δzc ∈ [−δmax, δmax] (10)

where δmax represents the upper limit of the elevator deflection angle command.
In this study, policy π adopts the Beta distribution and normalizes actions to the range

of [0, 1] during the sampling process. Therefore, it is necessary to reverse the normalization
of action values during the interaction between an agent and its environment. The reverse
normalization formula for action values in the DLGCIAC-DRL strategy is given by:

ayc = amax
yc (2at − 1) (11)

Similarly, in the IGCIAC-DRL strategy, an action can be designed as follows:

ayc = δmax(2at − 1) (12)

The reward signal represents an objective that agents need to maximize. Therefore,
using a reasonable reward mechanism is crucial to achieving the optimal training effects
as this mechanism directly affects the convergence rate and even the feasibility of the RL
algorithms. In addition to constraining the impact angle, the guidance processes need to
also constrain the off-target deviation. This study designs the reward function as a function
related to the state components as follows:

ri,i∈s =
2

e|icur−itar |×Θ
− 1 (13)

where icur represents the value of the current state component, itar is the target value of the
state component of an intelligent agent, and Θ is the scaling coefficient of the intelligent
agent.

In order to describe the advantages of this reward function design in more detail, a
specific example will be given below to explain. For instance, for the Θ value of 0.02, the
reward function is shown in Figure 6.
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As shown in Figure 6, the closer the state component is to the target value, the greater
the reward value is. Moreover, the reward value changes dramatically near the target
value, which ensures that an agent can obtain a large reward difference even when making
decisions near the target value, which makes the network easier to converge to the optimal
solution. Moreover, the proposed reward function normalizes the reward values to the
range of [−1, 1], which is beneficial to reducing the impact of different scalar reward values
on the overall reward value and addressing the problem of sparse rewards. The total
reward value represents a weighted sum of the rewards of all relevant state components,
and it is defined by:

rt = ∑i∈s wi · ri (14)

where wi represents the weight coefficient, indicating the significance level of the ith state
component to the intelligent agent, and it satisfies the condition of ∑i∈s wi = 1.

In practical engineering, the main focus is on the impact-angle error and the distance
R between a flying object and a target, so the reward value can be calculated by:

rt = wθerror rθerror + wRrR (15)

Further, to increase the convergence speed of the training process, additional sparse
rewards are introduced in addition to the aforementioned reward. Therefore, the final form
of the reward can be obtained as follows:

rt =


rt + 20− R, R < 20 m
rt − 50, H > 6000 m
rt − 20, H = 0 ∩ R > 100 m

(16)

According to Equation (16), it can be observed that there is an additional reward of
20 − R when R is less than 20 m, an additional penalty of −50 when H is over 6000 m, and
an additional penalty of −20 when the H equals 0 while the flying object is still far from the
target, i.e., more than 100 m. These extra rewards and penalties contribute to improving
the training efficiency. The values of the relevant parameters of the reward function are
listed in Table 1.

Table 1. The values of the relevant parameters of the reward function.

θerror
tar Rtar wθerror wR Θ

0 0 0.8 0.2 0.2

3.2. PPO Algorithm and Enhancement

The PPO algorithm represents an on-policy method based on RL that uses an actor-
critic framework. The PPO employs a stochastic policy, denoted by πφ(at|st), where each
action is considered a random variable that follows a predefined probability distribution,
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and to implement the policy, the probability distribution should be parameterized. The PPO
uses the output of an actor network as the relevant parameters to select the corresponding
actions by sampling from the distributed set [22].

The PPO typically uses Gaussian distribution as a probability distribution for policy
sampling. However, due to the Gaussian distribution’s infinite range, sampled actions
are often restricted within the acceptable action boundaries, which can affect algorithm
efficiency. In view of that, this study proposes an alternative bounded probability distribu-
tion, the Beta distribution, to address this limitation. The Beta distribution is a probability
distribution determined by two parameters a and b, and the domain is [0, 1]. The sampling
value obtained through the Beta distribution must be in the interval [0, 1] so that the
experiment can map the sampling value in the interval [0, 1] to any desired action interval.
Beta distribution can be expressed as follows:{

f (x) = 1
B(a,b) xa−1(1− x)b−1, x ∈ [0, 1]

B(a, b) =
∫ 1

0 xa−1(1− x)b−1dx
(17)

The probability density function (PDF) and the cumulative distribution function (CDF)
of the Beta distribution are presented in Figure 7.
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As shown in Figure 7, using the Beta distribution for sampling can restrict actions
within the interval of [0, 1] so the sample values can be mapped to any desired action range,
which eliminates the detrimental effect of unbounded distribution on the action space that
is limited.

The PPO algorithm stores the trajectories obtained after sampling into a replay buffer.
The policy used in the sampling process is referred to as an old policy, denoted by
πφold(at|st), and it differs from the updated policy. To obtain the total environmental
rewards at each state, the expected return is typically expressed in the form of value func-
tions. Particularly, the state value function Vπ

χ (st) and the action value function Qπ
θ (st, at)

are defined as follows:
Vπ

χ (st) = Es0=st ,τ∼πφ

[
T
∑

t=0
γtrt

]
Qπ

θ (st, at) = Es0=st ,a0=at ,τ∼πφ

[
T
∑

t=0
γtrt

] (18)

The value of Qπ
θ (st, at) is strongly related to the value of Vπ

χ (st), which represents the
anticipated Q-value of a feasible action at for a policy πφ and a particular state st, and it is
calculated by:

Vπ
χ (st) = Eat∼πφ(st)[Q

π
θ (st, at)] (19)
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The critic network of the PPO learns the mapping relationship between a state st and
the value function Vπ

χ (st). Namely, the critic network takes a state st as input and generates
the value function Vπ

χ (st) as output. The PPO employs the advantage function Aπ(st, at)
as a reinforcement signal, which measures the superiority of a specific action in a particular
state compared to the average policy. The advantage function is defined by:

Aπ(st, at) = Qπ
θ (st, at)−Vπ

χ (st) (20)

This paper applies the generalized advantage estimation (GAE) method to estimate the
advantage function and reduce the variance of estimates while minimizing bias. Specifically,
GAE calculates the exponentially weighted average of all n-step return advantage functions:

Aπ
GAE(st, at) =

∞

∑
`=0

(γλGAE)
`δt+1 (21)

where λGAE represents the GAE parameter, and δt can be obtained by computing the
advantage function using the old critic network as follows:

δt = rt + γVπ
χold

(st+1)−Vπ
χold

(st) (22)

During the training process, the critic network’s parameters χ are adjusted to ensure a
close approximation of the output Vπ

χ (st) to the desired value Qπ
θ (st, at). Consequently,

the loss function of the critic network can be formulated as follows:

E(θ) =
1
Ts

Ts

∑
t=0
‖Aπ

GAE(st, at) + Vπ
χold

(st)−Vπ
χ (st)‖2 (23)

where Ts represents the size of a single batch update.
Further, the critic network’s parameters are updated as follows:

χ = χ− αχ∇χ J(χ) (24)

where αχ represents the learning rate of the critic network.
The actor network of the PPO algorithm takes the input state st and determines the

values of parameters a and b for the Beta distribution used by the policy πφ. The PPO
algorithm combines the benefits of the policy gradient (PG) and trust region policy opti-
mization (TRPO). By leveraging the concept of importance sampling, the TRPO considers
every policy update step as an optimization problem. The TRPO introduces a modified
surrogate objective function (SOF), which is expressed as follows:

J(φ) = 1
Ts

Ts
∑

t=0

[
πφ(at |st)

πφold (at |st)
Aπ

GAE

]
s.t. DKL

(
πφold , πφ

)
6 δ

(25)

where δ is a constant, and B is the Kullback–Leibler (KL) divergence between the old
and new strategies which is used to measure the difference in the probability distribution
between the old and new strategies.

Therefore, at each update of the policy, πφ(at | st) can be optimized using samples
collected by the old policy πφold (at | st) and the advantage function Aπ

GAE(st, at) estimated
by the old critic network.

The TRPO uses a constant A to constrain the magnitude of policy updates, but comput-
ing the KL divergence can be relatively complex in practice and, thus, difficult to implement.
In contrast, the PPO directly modifies the SOF via a clipping function to restrict the mag-
nitude of policy updates, which simplifies the computational process. To encourage the
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exploration using a variety of actions, in this study, the PPO objective function includes an
entropy regularization term, and it can be expressed as follows:

J(φ) =
1
Ts

Ts

∑
t=0

[min(rt(φ)Aπ
GAE, clip(rt(φ), 1− ε, 1 + ε)Aπ

GAE) + ςHt] (26)

where ε is the clipping parameter used for the constraint policy update; ς is the entropy reg-
ularization factor; Ht is the policy entropy; clip(rt(φ), 1− ε, 1 + ε) is a trimming function;
and rt(φ) is the ratio function; it is defined as follows:

rt(φ) =
πφ(at | st)

πφold (at | st)
(27)

Further, clip(rt(φ), 1− ε, 1 + ε) is defined as follows:

clip(rt(φ), 1− ε, 1 + ε) =


1− ε, rt(φ) < 1− ε

1 + ε, rt(φ) > 1 + ε

rt(φ), 1− ε ≤ rt(φ) ≤ 1 + ε

(28)

The relationship between the objective function J(φ) and the ratio function rt(φ) is
presented in Figure 8, where it can be seen that increasing the probability of the corre-
sponding action πφ(at | st) can increase the objective function’s value when Aπ

GAE > 0.
Nevertheless, if πφ(at | st) surpasses (1 + ε)πφold(at | st), the objective function will be
truncated and calculated as (1 + ε)Aπ

GAE(st, at), which obstructs πφ(at | st) from deviating
excessively from πφold (at | st). Analogously, when Aπ

GAE < 0, the similar changing trend
of the objective function can be observed.
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The updating formula of parameters φ of the actor network is as follows:

φ = φ + αφ∇φ J(φ) (29)

where αφ represents the learning rate of the actor network.
To ensure training stability in the later stages, this study decreases the learning rate

during the training process. The learning rate updating method is defined as follows:{
αχ = αχ(1− κ(Ttotal/Ttrain))
αφ = αφ(1− κ(Ttotal/Ttrain))

(30)

where κ represents the decay factor of the learning rate, Ttotal is the total number of training
iterations, and Ttrain denotes the current number of training iterations.
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3.3. Network Structure and Learning Process

In this study, both the actor and critic networks of the PPO algorithm represent a five-
layered structure consisting of an input layer, three hidden layers, and an output layer. Through
attempts, the specific parameters of the network structure for this study are determined, as
seen in Table 2. The numbers in the table represent the number of neurons in the layers.

Table 2. Network structural parameters.

Layer Actor Network Critic Network

Input layer 8 (state dimension) 8 (state dimension)
Hidden layer 1 64 64
Hidden layer 2 64 64
Hidden layer 3 64 64

Output layer 2 (parameters of the Beta
distribution) 1 (action dimension)

In every network layer except in the output layer, an activation function of hyperbolic
tangent (Tanh) is used to activate each layer of the networks and prevent input saturation,
defined as follows:

Tanh(x) =
ex − e−x

ex + e−x (31)

Since the parameters of the Beta distribution are required to be larger than one, the
Softplus function is used in the output layer of the actor network. Namely, adding one
to the output value of the Softplus function ensures meeting the requirement for the Beta
distribution parameters as the output of the Softplus function is always larger than zero.
The Softplus function is defined as follows:

So f tplus(x) = log(1 + ex) (32)

The output layer of the actor network does not have an activation function. The
specific structures of the actor and critic networks are shown in Figure 9.
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As mentioned before, RL is a machine learning technique where an agent interacts
with the surrounding environment to maximize its reward by continuously learning and
optimizing its policy. During the agent–environment interaction, RL updates the agent
state st based on the motion equations and obtains an action at using the probability
distribution of the policy sampling. Then, it calculates the real-time reward based on the
state components. In a single learning process, first, the RL-based algorithm interacts Ns
times with the environment using the old policy to generate a trajectory sequence denoted
by τ : (s0, a0, r0), · · · , (sNs , aNs , rNs), where Ns is the length of the replay buffer used in
the PPO algorithm. Next, it stores the generated trajectory τ into the replay buffer. To
improve the training efficiency, this study performs batch training on the data acquired by
sequentially processing a number of Ts-length trajectories in the replay buffer.

In the actor network updating process, first, the advantage values are estimated using
Equation (23). Then, the action probability πφold (at | st) is calculated for the already taken
actions using the probability density function of the Beta distribution obtained from the
old policy φold. Next, the action probability πφ (at | st) is calculated based on the updated
policy φ. Then, the ratio of action probabilities rt(φ) is obtained to compute the objective
function using Equation (28). Finally, the Adam optimizer is employed to update the actor
network parameters and maximize the objective function value.

In the critic network updating process, the state value function Vπ
χ (st) value is calcu-

lated based on the updated critic network and the loss function using Equation (25). Then,
the Adam optimizer is employed to update the critic network parameters to minimize
the loss. During a single learning process, the network parameters are updated five times
based on the data stored in the replay buffer.

The PPO is a typical on-policy algorithm where the sequence trajectory τ generated
from the agent–environment interaction cannot be reused. After each learning iteration,
the replay buffer is cleared, and the learning process is repeated until the training process
is completed. The learning process of the proposed guidance and control strategy based on
the PPO algorithm is illustrated in Figure 10.
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4. Simulation and Analysis

Numerical simulations were conducted to evaluate the efficiency of the proposed
DRL-based guidance and control strategies with an impact-angle constraint. First, training
scenarios were designed based on an engineering background and reasonable hyperpa-
rameters were used to train the two strategies. Next, the training results were compared
and analyzed, and the two guidance control strategies were tested under different operat-
ing conditions. Then, Monte Carlo simulations were conducted with the introduction of
error models. Finally, the proposed guidance and control strategies were compared with
the biased proportional navigation-based angle constraints guidance (BPN-ACG) [5] and
trajectory shaping guidance (TSG) [9], both widely used in engineering.

4.1. Training Process

During the training process, the initialization of the environmental parameters was
performed at the beginning of each training epoch. For a good generalization capability of
the obtained guidance and control strategies, the training was conducted for different initial
states. In this research, the initial launch height of the flying object was about 2500 m, and
the lateral distance between the flying object and the target was about 5000 m. Considering
the engineering application scenario, the target position was set to (5000, 0), and the initial
position of a flying object was randomly selected in the green area shown in Figure 11.
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Table 3 presents the initial values of the state parameters during the model train-
ing process.

Table 3. The settings of relevant model training parameters.

Parameter Value

Initial horizontal coordinate of flying object position −500–500 m
Initial vertical coordinate of flying object position 2250–2750 m

Initial velocity V 180–250 m/s
Initial ballistic inclination θ −10–10◦

Expected impact angle θd −15–−80◦

In this study, the flying object’s parameters used in the experiments were as follows:
the mass of the flying object was m = 11.7 kg, the reference area was S = 0.0176625 m2, the
reference length was L = 0.55 m, the air density was ρ = 1.225 kg/m3, and the moment of
inertia was Jz = 0.5. The axial thrust of flying object P was set to a constant value of 90 N.
The relevant aerodynamic parameters are shown in Table 4. Further, to reduce the effect
of the integration step size on the miss distance, the training environment was updated



Aerospace 2023, 10, 954 16 of 25

using a fourth-order Runge–Kutta integrator. Particularly, when the flying object altitude
was above 0.6 m, the integration step size was set to 0.002 s; when the flying object altitude
was less than or equal to 0.6 m but larger than 0.06 m, the integration step size was set to
0.0002 s; when the flying object altitude was less than or equal to 0.06 m, the integration
step size was set to 0.00001 s.

Table 4. Related aerodynamic parameters.

cx0 cα2

x (rad−2) cα
y (rad−1) cδ

y (rad−1) mα
z (rad−1) mδ

z (rad−1) m
¯
ω
z (s·rad−1)

0.3092 16.4163. 15.2131 2.9395 −1.2864 −1.1976 −0.8194

The training iteration terminated when any of the following conditions were met:

(1) The flying object landed;
(2) The flying object attained an altitude of more than 6000 m;
(3) The maximum number for the training epoch had been reached.

Table 5 lists the relevant hyperparameters of the PPO algorithm.

Table 5. Hyperparameters for the PPO algorithm.

Parameter Value Parameter Value

The maximum number of
training epochs for the

DLGCIAC-DRL strategy
10,000 ς 0.01

The maximum number of
training epochs for the
IGCIAC-DRL strategy

15,000 Hidden layer size 64

Algorithm decision interval 0.02 s Optimizer eps parameter 1 × 10−5

Ns 1536 αχ 3 × 10−4

Ts 512 αφ 3 × 10−4

λ 0.95 κ 0.9

The number of times the
experience replay buffer data

are used for each update
5 ε 0.2

γ 0.99 Random seed 10

Following the proposed training plan, the DLGCIAC-DRL and IGCIAC-DRL strategies
were trained separately. The changes in the cumulative reward, miss distance, and terminal
impact-angle error of the two strategies during the training process are presented in
Figures 12 and 13.

The results in Figures 12 and 13 demonstrate the convergence of the reward val-
ues for the two strategies, as well as a gradual reduction in both the miss distance and
terminal impact-angle error with the introduction of autonomous learning. The DLGCIAC-
DRL strategy exhibited stability after approximately 3000 training iterations, whereas the
IGCIAC-DRL strategy required approximately 10,000 iterations to fully converge. This
was due to the control loop in the DLGCIAC-DRL strategy which had been designed in
advance, so the agent only needed to learn the guidance strategy in conjunction with the
established control loop, accelerating the training process. Although the IGCIAC-DRL
strategy simplified the design process by integrating the guidance and control loops, this
approach introduced a complex coupling relationship. In contrast to the DLGCIAC-DRL
strategy, the IGCIAC-DRL strategy had to learn the guidance and control strategy from
the beginning, which significantly increased the learning complexity and reduced the
convergence speed.
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4.2. Test Results
4.2.1. Comparative Analysis of the DLGCIAC-DRL and IGCIAC-DRL Strategies

After training, the actor networks of the two strategies were used as learned guidance
and control models. To verify the applicability of the two models, a series of scenarios
were constructed to perform simulation tests on the two guidance and control models. The
expected impact angle was set to 15◦, 30◦, 45◦, 60◦, and 80◦, and fifty randomly selected
initial states were simulated for each expected impact angle based on Table 3. Figure 14 is a
comparison of the simulation results under the different expected impact angles using the
DLGCIAC-DRL strategy.
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Figure 14. Comparison of simulation results under different expected impact angles using the
DLGCIAC-DRL strategy: (a) ballistic trajectory; (b) speed variation; (c) trajectory inclination; (d) ac-
celeration; (e) AOA and elevator deflection angle; and (f) pitch angle and pitch angular rate.

The statistics of the miss distance and terminal impact-angle error using the DLGCIAC-
DRL strategy are shown in Figure 15.

The comparison of simulation results under different expected impact angles using
the IGCIAC-DRL strategy is shown in Figure 16.



Aerospace 2023, 10, 954 19 of 25
Aerospace 2023, 10, x FOR PEER REVIEW 20 of 26 
 

 

 

Figure 15. The statistics of the miss distance and terminal impact-angle error using the DLGCIAC-

DRL strategy. 

The comparison of simulation results under different expected impact angles using 

the IGCIAC-DRL strategy is shown in Figure 16. 

  

(a) (b) 

  

(c) (d) 

Figure 15. The statistics of the miss distance and terminal impact-angle error using the DLGCIAC-
DRL strategy.

Aerospace 2023, 10, x FOR PEER REVIEW 21 of 27 
 

 

 

  
(a) (b) 

  
(c) (d) 

 
(e) 

Figure 16. The simulation results of the IGCIAC-DRL strategy: (a) ballistic trajectory; (b) speed 
variation; (c) trajectory inclination; (d) AOA and elevator deflection angle; and (e) pitch angle and 
pitch angular rate. 

The statistics of the miss distance and terminal impact-angle error using the 
IGCIAC-DRL strategy are shown in Figure 17. 

V(
m

/s
)

(d
eg

)

Figure 16. The simulation results of the IGCIAC-DRL strategy: (a) ballistic trajectory; (b) speed
variation; (c) trajectory inclination; (d) AOA and elevator deflection angle; and (e) pitch angle and
pitch angular rate.
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The statistics of the miss distance and terminal impact-angle error using the IGCIAC-
DRL strategy are shown in Figure 17.
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The statistical data on the impact-angle error θerror and miss distance of the two
strategies are given in Table 6.

Table 6. The statistical data on the impact-angle error and miss distance of the DLGCIAC-DRL and
IGCIAC-DRL strategies.

θerror (◦) Miss Distance (m)

DLGCIAC-DRL IGCIAC-DRL DLGCIAC-DRL IGCIAC-DRL

Maximum value 0.8292 0.5085 0.4626 0.4932
Average value −0.029 0.1476 0.1989 0.2199

Standard deviation 0.1762 0.2314 0.1299 0.1359
Mean squared error 0.0656 0.0751 0.0592 0.0668

As shown in Figures 14 and 16, both strategies could hit the target at the expected im-
pact angle, and the majority of flying object maneuvers were completed prior to guidance;
the guidance was achieved by an approximately linear impact method in the latter stages.
In Figures 14d,e and 16d, it can be seen that both strategies could constrain the normal accel-
eration and elevator deflection angle within the usable range. Also, in Figures 14f and 16e,
it can be seen that compared to the IGCIAC-DRL strategy, the DLGCIAC-DRL strategy
had a smaller range of pitch rate oscillation prior to guidance and a more stable guidance
performance due to the assistance of the control loop. Further, according to the results in
Figures 15 and 17 and Table 6, the terminal impact-angle error was within 1◦, and the miss
distance was within 0.5 m for both strategies. Particularly, the DLGCIAC-DRL strategy had
superior performance to the IGCIAC-DRL strategy, achieving a mean pitch angle error and
mean miss distance of −0.029 and 0.1989, while those of the IGCIAC-DRL strategy were
0.1476 and 0.2199, respectively. Overall, in the absence of interference, both strategies could
exhibit favorable performance.

4.2.2. Monte Carlo Simulations

The Monte Carlo simulation experiments were conducted to verify the feasibility of
the two strategies in engineering applications, considering factors such as aerodynamic
perturbation and sensor errors. Moreover, in the experiments, the TSG and BPN-ACG
methods were used for comparison. Following commonly encountered engineering appli-
cations, the terminal impact angle was selected from a range between 30◦ and 60◦, and the
flying object’s initial states were randomly set based on the values in Table 3. A total of
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1000 Monte Carlo simulations were performed for each method, and the error models used
during the simulation are presented in Table 7.

Table 7. Error models used in the Monte Carlo simulations.

Variables Type of Error Distribution Error Magnitude (2σ)

Resistance coefficient (cx) Gaussian 10%
Lift coefficient (cy) Gaussian 10%

Pitching moment coefficient (mz) Gaussian 10%
Pitching rotational inertia (Jz) Gaussian 10%

Pitch angle (ϑ)/deg Uniform (−1, 1)
Elevator deflection error Gaussian 10%

Thrust error Gaussian 10%

The ballistic trajectory of the Monte Carlo simulations is shown in Figure 18a, while
Figure 18b illustrates the results of the miss distance and terminal impact-angle error.
The results demonstrated that upon the introduction of the error model, the guidance
performance of the IGCIAC-DRL strategy decreased in comparison to the other methods,
having both the miss distance and the terminal angle error significantly reduced compared
to the other methods, indicating the weaker robustness of the IGCIAC-DRL strategy.
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Next, to analyze the guidance performance further, the Monte Carlo simulation process
was performed using specific statistical data on the terminal impact-angle error θerror and
miss distance given in Table 8.

Table 8. The statistical results of the Monte Carlo experiment.

θerror Miss Distance
DLGCIAC-

DRL
IGCIAC-

DRL TSG BPN-ACG DLGCIAC-
DRL

IGCIAC-
DRL TSG BPN-ACG

Maximum value 1.7159 8.0935 1.9243 2.0290 0.5274 13.0343 0.5714 0.9058
Average value −0.017 0.9456 0.0216 −0.103 0.1057 2.4751 0.1145 0.1281

Standard deviation 0.7149 3.3135 0.7418 0.7666 0.0775 2.1387 0.0808 0.103
Mean squared error 0.5384 11.8627 0.5500 0.5978 0.0161 10.6958 0.0174 0.027

The statistical results in Table 8 indicate that the DLGCIAC-DRL strategy had better
robustness against interference compared to the other three strategies, which was reflected
in its smaller values of both the maximum and average impact-angle error and miss
distance in comparison to the other methods. For the purpose of better visualization of
the results of the terminal impact-angle error and ballistic impact point distribution, a
statistical histogram is displayed in Figure 19. The majority of terminal impact-angle
errors of the DLGCIAC-DRL strategy were within a range from −1◦ to 1◦, whereas the
impact points of ballistic were mostly distributed between −0.25 m and 0.25 m, which
demonstrates the high stability against disturbance and scalability and practicality of the
proposed DLGCIAC-DRL strategy.
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4.3. Computational Cost Analysis

The actor network generated by training can be deployed in embedded hardware
as a real-time decision-maker for the flying object to generate guidance instructions in
real-time. In each decision, each weight parameter in each neuron corresponds to a basic
multiplication operation and an addition operation, each bias parameter corresponds to an
addition operation, and each neuron performs an activation function solution operation. In
addition, the output of the actor network in this paper includes the parameters a and b of
the Beta distribution. After the training is completed, the mean of the Beta distribution can
be used as the guidance command. The mean expression of the Beta distribution is:

Bmean =
a

a + b
(33)
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According to the actor network structure shown in Figure 9a, the number of various
computational operations required to perform a decision is shown in Table 9.

Table 9. The number of calculation operations required to perform a decision.

Calculating Operation Frequency

Multiplication operation 12,929
Addition operation 13,187

Activation function solving operation 258

Taking the commonly used STM32F407ZGT6 embedded platform as an example, its
built-in floating-point arithmetic unit performs a basic floating-point addition or multiplica-
tion operation on a 32-bit single-precision floating-point number which generally requires
3~4 clock cycles. Each clock cycle is about 5.95 ns, and the time required to perform a basic
operation on a single-precision floating-point number is about 17.85 ns~23.8 ns. Suppose
that the operation time of solving the activation function is 10 times the operation time
of performing the basic operation. Based on this, it can be estimated that the execution
time of a decision is about 663,925 ns, about 0.66 ms. It can be seen that the proposed
guidance control strategy based on RL can basically meet the real-time requirements of
guidance tasks.

5. Conclusions

This paper proposes two DRL guidance and control strategies named DLGCIAC-DRL
and IGCIAC-DRL. First, to ensure the high fidelity of the guidance and control model, it
is imperative to obtain an RL-based model of the guidance and control system by incor-
porating comprehensive flying object dynamics and a control mechanism. Additionally,
to enhance the model’s applicability, the real-time impact-angle error is incorporated into
the state vector. In addition, an improved reward mechanism is developed to decrease
both the flying object–target distance and the impact-angle error, while alleviating the
problem of sparse rewards in RL. The proposed mechanism facilitates the convergence
of the reward function. The study also uses the Beta distribution instead of the Gaussian
distribution to sample actions in the actor network. This substitution helps to alleviate
the negative effect of unbounded distributions on the bounded action spaces. Finally,
simulations are conducted in various scenarios, and a comparative analysis of the two
strategies is performed. Additionally, a Monte Carlo experiment is designed to assess their
robustness against interference.

The results indicate that the two proposed strategies can achieve impact-angle control,
but that the DLGCIAC-DRL strategy exhibited a stronger anti-interference ability and
greater applicability than the IGCIAC-DRL. They also show that the proposed impact-angle
constraint guidance and control strategies based on DRL have engineering application
value. In the future, the proposed method should be considered and extended to a three-
dimensional scenario and then transplanted into an embedded OS to further verify its
engineering practicability.
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