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Abstract

:

By using an array of pressure sensors distributed on the surface of an aircraft to measure the pressure of each port, the flush airdata sensing (FADS) system is widely applied in many modern aircraft and unmanned aerial vehicles (UAVs). Normally, the pressure transducers of the FADS system should be mounted on the leading edge of the aircraft, where they are sensitive to changes in pressure. For UAVs, however, the leading edge of the nose and wing may not be available for pressure transducers. In addition, the number of transducers is limited to 8–10, making it difficult to maintain accuracy in the normal method for FADS systems. An FADS system model for an unmanned flying wing was developed, and the pressure transducers were all located outside the regions of the leading edge areas. The locations of the transducers were selected by using the mean impact value (MIV), and ensemble neural networks were developed to predict the airdata with a very limited number of transducers. Furthermore, an error detection method was also developed based on artificial neural networks and random forests. The FADS system model can accurately detect the malfunctioning port and use the correct pressure combination to predict the Mach number, angle of attack, and angle of sideslip with high accuracy.
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1. Introduction


Intrusive booms are widely used on aircraft to measure their airdata, even for some unmanned aerial vehicles (UAVs) [1,2,3]. However, at a high angle of attack or during dynamic maneuvering, intrusive booms may lead to inferior handling qualities [4]. Furthermore, due to their intrusive nature, vibrations caused by aerodynamic force, poor alignment, and physical damage during operation or maintenance may significantly degrade the accuracy of the protruding probes, restricting their application to certain cutting-edge aircraft. To overcome these problems, in the 1960s, the National Aeronautics and Space Administration (NASA) began work on an embedded airdata sensing system. The prototype of the flush airdata sensing (FADS) system was first seen in the X-15. The FADS system has a very complex mechanical structure; however, its performance is very poor and, thus, it is not feasible to use this mechanical structure to estimate the airdata.



In the Shuttle Entry Air Data System (SEDA) project, Siemers et al. proposed using pressure sensor arrays distributed over the nose of a spacecraft to measure pressure values and predict airdata from those pressures [5]. In the 1980s, NASA demonstrated the feasibility of this approach through wind tunnel experiments. In the early 1990s, NASA installed the high-angle-of-attack flush airdata sensing system (HI-FADS) on the F-18 High Alpha Research Vehicle (HARV). Whitmore et al. [6] proposed the design and development of the whole HI-FADS system, including the system hardware, the airdata calculation algorithm, and the system calibration. Later, in order to improve the accuracy, Whitmore et al. [7] proposed a “Triples Algorithm” to calculate the angle of attack and the sideslip angle, where three ports on the vertical midline are used to calculate the angle of attack, and the sideslip angle can be calculated using any combination of pressure-measuring ports other than those located on the vertical midline. Therefore, for the Triples Algorithm, the locations of the pressure ports have some constraints. Although the Triples Algorithm used on the X-33 is more secure and stable than the nonlinear regression method developed previously, it still has some problems; for instance, the convergence and the stability of the method depend on the ratio of dynamic pressure (   q c   ) to static pressure (   P ∞   ), and some parameters also need to be calibrated. The error of the angle of attack and the sideslip angle are calculated by the FADS algorithm on the X-33 is ±0.5°. Recently, Jiang et al. [8] combined the Triples-Algorithm-based coarse estimation with least-squares-based precise estimation to establish a mathematical model for the FADS system of a Mars entry vehicle [9]. However, although the method could accurately predict the angle of attack and the sideslip angle, the errors of the Mach number and static pressure were relatively large. In recent years, Karlgaard et al. [10] proposed the use of an inertial navigation system (INS) to assist the FADS system in obtaining airdata. They proposed an algorithm that more closely couples INS with FADS, and the results were compared with those of the traditional FADS algorithm and another INS-assisted FADS algorithm [11]. It was found that the FADS algorithm could predict the Mach number more accurately with the help of the INS. In 2017, Millman improved the Triples Algorithm based on the potential flow model and strategic differencing of the Triples Algorithm [12], making the arrangement of the pressure measurement location in the FADS system far less restrictive than before. However, this method still has some constraints on the geometry of the nose and the locations of the pressure transducer.



Since the 1980s, artificial neural networks (ANNs) have been widely applied to construct surrogate models. Artificial neural networks have also been applied to FADS systems [13], where the pressure value at each pressure measurement port is taken as the input, the airdata parameters of interest (e.g., angle of attack, sideslip angle, Mach number) are taken as the output, and the neural network is used to establish a mapping relationship between the input and output vectors. Typically, the input–output relationship is very complex and highly nonlinear. The neural network used in the FADS has good real-time performance, good stability, and geometric independence, but it requires a lot of training data; furthermore, with the increase in the amount of data, the required training time will also increase. In the 1990s, Rohloff and Catton studied the feasibility of applying artificial neural networks to flush airdata sensing, and it was demonstrated that the mapping relationship between pressure values and airdata can be established by artificial neural networks [14]. Shortly thereafter, in 1998, Rohloff et al. put this idea into practice by constructing artificial neural networks to calculate static and dynamic pressures [15]. Their accuracy was comparable to that of the real-time FADS (RT-FADS) system developed by Whitmore et al. [4], with lower maximum and average errors. However, the fault-tolerance capability of the system was insufficient and needed to be improved. In 1999, therefore, Rohloff et al. proposed a fault-tolerant artificial neural network algorithm [16]. This algorithm combines the aerodynamics model and 20 artificial neural networks to estimate the static and dynamic pressure data separately according to different Mach ranges, and another artificial neural network is used to eliminate the errors of the angle of attack and sideslip angle. Meanwhile, it also gives the system a certain redundancy and fault management ability, and even if some of the transducers are out of order or damaged, the pressure combination containing the fault pressure signal can be easily eliminated. The results show that the accuracy of the system is comparable to that of RT-FADS [4]. Moreover, it has better stability than the FADS system based on the aerodynamics model. In 2015, Rohloff et al. [17] also proposed a fault detection algorithm for the previously developed neural network flush airdata sensing (NNFADS) algorithm. The fault detection algorithm uses chi-squared tests to filter the signals and detects the port combinations containing abnormal pressure signals. In addition, it was found that the new NNFADS system shows good generalization ability, and its accuracy can meet the necessary requirements, meaning that the neural network technology can be successfully applied to the airdata prediction of FADS.



Many traditional FADS algorithms, such as the Triples Algorithm, need to calibrate the angle of attack and sideslip angle. Crowther et al. proposed the use of artificial neural networks to correct these parameters [18]. They also studied the stability of the neural network when a single transducer malfunction occurs (where the pressure is zero), finding that the root mean square error increases when there is a transducer malfunction. In addition, the effects of different fault-handling methods were compared. Recently, the FADS system was applied and studied in not only some fighter and hypersonic aircraft but also in small unmanned aerial vehicles (sUAVs). They studied and tested the fault tolerance and fault robustness of the FADS system. Two methods for tackling the fault ports were studied: the first was to replace the faulty port with adjacent ports, while the other was to replace the wrong port readings with the corresponding outputs of an autocorrelated neural network. It was found that both methods can effectively reduce the root mean square error (RMSE) in predicting airdata. Recently, Jia et al. [19] proposed an error detection method by combining the interval-valued neutrosophic sets (IVNSs), belief rule base (BRB), and Dempster–Shafer (D–S) evidence reasoning for an FADS system. However, these methods generally rely on the aerodynamic model, which limits the locations of the transducers.



Normally, the pressure transducers of the FADS system are installed on the leading edge of the aircraft, where they are sensitive to the pressure when the Mach number, angle of attack, or sideslip angle changes. However, the leading edge of an aircraft may host other devices, such as radar or deicing systems; thus, it may not be possible to install the pressure transducers in this region. For an unmanned aerial vehicle with limited area—especially where pressure transducers cannot be installed on the leading edge of the wing and nose, plus the number of transducers is limited—it is difficult to directly use the aforementioned method to design the FADS system. In this study, an FADS system for an unmanned flying wing was developed, and the pressure transducers were all located outside the leading edge area. The locations of the transducers were selected using the mean impact value (MIV), and the ensemble neural networks were developed to predict the airdata. Furthermore, the fault port detection method was developed based on artificial neural networks and random forests. The FADS system could accurately detect the malfunctioning port and use the correct pressure combination to predict the Mach number, angle of attack, and sideslip angle with high efficiency and accuracy.




2. Port Location Selection


The positioning of the sensors is a key issue for the prediction accuracy of the numerical model, which needs to be tackled first. Normally, the leading edge of the wing and of the nose is preferable; however, for a flying wing, these regions may have already been taken up—for instance, the nose may host a radar system. Thus, a method for determining the positions of these sensors is required. Two methods are compared in this paper: one is the cost function proposed by Laurence III et al. [20], and the other is the mean impact value (MIV) [21]. Laurence III et al. suggested that high-priority locations should have a large range in pressure (the sensor noise/bias would therefore have less effect on the estimation of α and β), and that the pressure should respond smoothly to variations in α and β. Thus, two cost functions to select the positions of the sensors for an sUAV were proposed. The first cost function, which selects the preferred locations for the prediction of α, is as follows:


   J 1  = R M S E /  P r   








where   R M S E   is the root mean square error of the fit between pressure, α, and β, while    P r    is the difference between the maximum and minimum (for a specified grid point). The second cost function, which selects the preferred locations for the prediction of β, is as follows:


   J 2  = −     R M S E − R M S  E l    R M S  E u  − R M S  E l      × 0.2 +      P   r β    −  P   r   β  m i n          P   r   β  m a x       −  P   r   β  m i n           × 0.8  








where    P   r β      is the average range of pressure across the sideslips (averaged over all β for a given α),    P   r   β  m i n         and    P   r   β  m a x         are the minimum and maximum average sideslip ranges, respectively, and   R M S  E l    and   R M S  E u    are the lower and upper limits of acceptable   R M S E   values, respectively.



The mean impact value (MIV) is a good index to evaluate the relationship between variables in the neural network [22,23], and especially to reflect the degree of influence between the input variables and the output variables. The plus–minus and absolute values of MIV are related to the correlation direction and the degree of influence, respectively. In this study, the MIV was used to find the locations of the sensors. Two neural networks with 100 candidate pressure ports as inputs were used to calculate the MIV. The outputs of the two neural networks were the angle of attack and the sideslip angle, respectively. For each neural network, there are 15 neurons in the hidden layer. Particularly, the two networks should be well-trained using the method discussed in Section 3. The calculation of MIV based on a BP neural network is as follows:




	
The artificial neural network is trained with the original sample set S, and the prediction is evaluated;



	
Each variable is increased and decreased by 10% to generate two new sample sets, S1 and S2;



	
Taking S1 and S2 as inputs, the evaluation results of the trained artificial neural network are defined as    M i    and    D i   , respectively, where i is the ith evaluation;



	
The impact value    W i    indicates the degree of influence of each independent variable on the output variable, and it can be calculated as follows:


   W i  =  M i  −  D i   











	
Finally, the MIV is calculated by averaging


  M I V =    W 1  +  W 2  + ⋯  W N   N   
















where N represents the number of evaluations.



Since there are 100 candidate pressure ports, one should perform 100 calculations to determine the MIV for each input. The MIV can be sorted in descending order based on the absolute value, in which the first few independent variables have a great influence on the outputs of the artificial neural network. To avoid the location of the leading edge where the deicing system or radar is installed, 100 locations near the leading edge were selected on half of the aircraft, as shown in Figure 1. The first 10 port locations selected by the two methods were applied to train the artificial neural networks. These two neural networks have 100 inputs and 15 neurons in the hidden layer. The outputs include the angle of attack  α  and sideslip angle  β , where  α  ranges from −4° to 30°, and  β  ranges from −10° to 10°. The prediction errors are compared in Figure 2 and Figure 3, and the averaged error and maximum error are listed in Table 1. As can be seen in the figures and the table, both methods can select proper ports for the FADS system with high prediction accuracy; however, the error of the artificial neural network with ports selected by MIV is almost half that of the other method.




3. Flush Airdata System Based on Artificial Neural Networks


A mathematical model for a flush airdata system considering the error detection was proposed. The model mainly consists of two parts: one is the error detection module, which is discussed in the next section; the other comprises a series of artificial neural networks to predict the airdata. The major architecture of the flush airdata system is outlined in Figure 4. The pressure readings from the sensors are first read into the error detection module, which judges whether the combination of the pressures is correct. If it is correct, then the output is 0, and the artificial neural network Ann0 is activated to roughly predict the Mach number (Ma) and the angle of attack ( α ) with low accuracy; if not, then the output is the number of the error port—for instance, an output of 2 means that the pressure read from Sensor 2 is incorrect, and then the artificial neural network Ann2 is invoked, whereupon the pressure data from Sensor 2 are eliminated from the inputs. Based on the Ma and the absolute value of the angle of attack, another artificial neural network is then invoked to calculate the   α ,   β ,  and     M a    with high precision.



As shown in Figure 4, there are two types of artificial neural networks: one is named ANNx (x = 1~n; n is the number of ports); the other is named ANNx.y (x = 1~n, y = 1~4). An ANNx roughly estimates the Ma and  α  with lower accuracy in order to select the proper artificial neural network ANNx.y, while an ANNx.y predicts the airdata   α , β ,  and     M a    with high accuracy. The reason for doing so is that the flow separation characteristics are inconsistent at different altitudes and, thus, the pressure distributions are also different. As a result, using a single artificial neural network to predict the airdata requires more neurons in the hidden layer, which causes huge computational costs in the training stage and less efficiency in the prediction process.



The training of the BP ANNs is gradient-based [24,25]; therefore, once the initial weights are determined, most of these methods make the network converge to its local optimum rather than the global optimum. In order to minimize this issue, two optimization methods—genetic algorithm and particle swarm optimization—were applied in this study to ensure better initial weight and bias for a high-accuracy artificial neural network. Three fitness functions were defined in this study—namely, the maximum error    f 1  =  E  m a x    , the total absolute error    f 2  = ∑    E i     , and the sum of maximum error and average absolute error    f 3  =  E  m a x   + ∑    E i    / n  — in order to find the global optimal network.



3.1. Genetic Algorithm


The genetic algorithm (GA) [26] proposed by Professor Hollander is a parallel optimization algorithm based on genetic mechanisms and biological evolution theory, along with the biological evolution of the natural “Survival of the fittest”. When solving a problem with genetic algorithms, every parameter is encoded as a “chromosome” or individual. According to the fitness function, and by means of selection, crossover, mutation, and other operations, the parameters are optimized to maintain better adaptability, and by eliminating the individuals with poor fitness, the new population can not only inherit the information of the previous generation but also obtain better results. After the evolution of the limited generation, the parameters may converge to the global optima.



To improve the prediction accuracy of the neural network, the initial weight and bias were considered the genes for optimization. The total number of generations was 100, and the population size was 1000 for the GA. The general procedure of the training (as shown in Figure 5) is as follows:




	(a)

	
Design the structure of the network, i.e., the number of neurons in the hidden layer;




	(b)

	
Encode the weights into chromosomes (real values), and initialize the weight of the network;




	(c)

	
Define the fitness function;




	(d)

	
Evaluate the fitness function;




	(e)

	
Check whether the optimal solution meets the target; if it does, then go to Step j;




	(f)

	
Check the generation; if it reaches the maximum generation, then go to Step j;




	(g)

	
Selection using the roulette method—that is, a selection strategy based on the fitness proportion, where the selection probability of an individual    p i    is


   f i  = 1 /  F i   










   p i  =    f i     ∑  j = 1  N   f j     








where    F i    is the fitness of individual i, and N is the population;




	(h)

	
Crossover of the chromosomes with real values—that is, a crossover strategy for the kth chromosome    a k    and the lth chromosome    a l    at the jth gene, as follows:


         a  k j   =  a  k j     1 − b   +  a  l j   b        a  l j   =  a  l j     1 − b   +  a  k j   b        








where b is a random number between [0, 1];




	(i)

	
Mutate the chromosomes, and then go to Step d. The mutation for the ith chromosome at the jth gene is


   a  i j   =        a  i j   +    a  i j   −  a  m a x     ∗ f  g    r > 0.5        a  i j   +    a  m i n   −  a  i j     ∗ f  g    r ≤ 0.5        








where    a  m a x      and     a  m i n      are    the upper threshold and lower threshold of the gene    a  i j    , respectively, r is a random number between [0, 1],   f  g  =  r 2      1 − g /  G  m a x      2   ,      r 2    is a random number,  g  is the    g  t h     generation, and    G  m a x     is the maximum generation;




	(j)

	
Output the optimal weights and biases and use the Levenberg–Marquardt method to train the network until it is fully converged.










3.2. Particle Swarm Optimization


Dr. Eberhart and Dr. Kennedy [27] proposed the particle swarm optimization (PSO) method—an evolutionary computation technique based on the study of avian predation. It was inspired by the swarming behavior of birds; in the process of searching for food, individual birds gather near the food’s location through the transmission and intercommunication of the location information, and the process of searching for the food’s location can be regarded as the search for the global optimal solution. The final clustering is to find the optimal solution.



Particle swarm optimization (PSO) simulates birds in flocks by designing massless particles that have only two attributes: velocity and position. The velocity represents the speed of movement, while the position represents the candidates of the solution; the motion of particles in the solution space is similar to that of birds in their search for food. The bird is abstracted as a particle with no mass or volume in n-dimensional space, where the position of particle i is represented as the vector    X i  =    x 1  ,  x 2  , ⋯ ,  x N     , and the velocity is represented as the vector    V i  =    v 1  ,  v 2  , ⋯ ,  v N     . Each particle can be measured by the fitness function, which is defined based on the objective function. Thus, for each particle, the best presented location so far is saved, and it is deemed as the experience of the bird. The particle’s optimal fitness value is taken as the individual optimum, while the best of all the individual optima is taken as the global optimum. Each particle (bird) knows the best position for all particles found in the population so far, and this is defined as the peer experience. A particle’s velocity is therefore determined by its own experience and the experience of its companion in approaching the real global optimum in the solution space. The initial weight and bias of the neural network are optimized with 1000 particles. The general procedure of the training (as shown in Figure 6) is as follows:




	(a)

	
Design the structure of the network, i.e., the number of neurons in the hidden layer;




	(b)

	
Initialize the weight of the network;




	(c)

	
Define the fitness function;




	(d)

	
Evaluate the fitness function;




	(e)

	
Check whether the optimal solution meets the target; if so, then go to Step (i);




	(f)

	
Check the generation; if it reaches the maximum generation, then go to Step (i);




	(g)

	
Update the individual optimal value and the global optimal value:


        p b e s t  i  = f i t  i    f i t  i  < p b e s t  i        g b e s t = f i t  i              f i t  i  < g b e s t        








where   f i t  i    is the new fitness value,   p b e s t  i    is the individual optimum, and   g b e s t   is the global optimum;




	(h)

	
Update the position and velocity of each particle as follows:


   V  i d   k + 1   = ω  V  i d  k  +  c 1   r 1     P  i d  k  −  X  i d  k    +  c 2   r 2     P  g d  k  −  X  i d  k     










   X  i d   k + 1   =  X  i d  k  +  V  i d   k + 1    








where   ω = 1   is the inertia weight,   d = 1 , 2 , ⋯ , n  ,  k  is the current iteration,     V  i d     is the particle velocity,    c 1  = 1.49445   and    c 2  = 1.49445   are constants, and    r 1    and    r 2    are random numbers between [0, 1]. Then, go to Step (d);




	(i)

	
Output the optimal weights and biases, and use the Levenberg–Marquardt method to train the network until it is fully converged.










3.3. Tests and Comparisons


The artificial neural networks optimized by particle swarm optimization (PSO) and the genetic algorithm (GA) used 20 neurons in the hidden layer for the angle of attack and the sideslip angle, and 10 neurons for the Mach number, and there were nine pressure inputs for all of the networks. According to Whitmore’s Triples Algorithm, at least five ports are needed; in this study, considering the malfunction of the sensors, another four ports were added. The training sets included ~220,000 samples, of which 80% were used for training, 10% for validation, and 10% for testing. The data were partially derived from the wind tunnel tests and CFD simulations, based on which Kriging interpolation was used to further increase them. The GA and PSO each used three different fitness functions, and the accuracy of the algorithms was compared under different fitness functions, as shown in Figure 7, Figure 8 and Figure 9. A neural network with random initial weights and biases trained using the Levenberg–Marquardt method was also included in the comparisons, referred to as the “original network” in the figures and tables. In Figure 7, the errors of the predicted angle of attack for 3023 cases (not included in the training sets) by different artificial neural networks (ANNs) are compared, and in Table 2, the average and maximum error of the 3023 cases for different ANNs are compared. All of the optimized artificial neural networks had less average error than the original network; however, the two networks optimized with fitness function    f 2    had a larger maximum error than the original one. The artificial neural network trained with PSO and fitness function    f 1    showed the best accuracy, with a maximum error of less than 0.1°.



In Figure 8, the errors of the predicted sideslip angle for 3023 cases by different artificial neural networks are compared, and in Table 3, the average and maximum error for the different ANNs are listed. All of the optimized artificial neural networks showed better accuracy than the original network, except for the network optimized with the GA method and fitness function    f 3   , which had a larger maximum error than the original network. For the sideslip angle, two artificial neural networks trained with fitness function    f 2    showed the best accuracy; however, the artificial neural network trained with PSO and fitness function    f 1    ranked third overall. For those three artificial neural networks, the maximum errors were less than 0.1°.



In Figure 9, the errors of the predicted Mach number for 3023 cases by different artificial neural networks are compared, and in Table 4, the average and maximum error for the different ANNs are listed. Similar to the case for the prediction of angle of attack, all of the optimized artificial neural networks had less average error than the original network; however, two networks optimized with fitness function    f 2    had a larger maximum error than the original network. For the Mach number, the artificial neural network trained with PSO and fitness function    f 3    showed the best accuracy; however, the artificial neural network trained with PSO and fitness function    f 1    showed the second best accuracy overall. For both artificial neural networks, the maximum errors were less than 0.005.



Generally, by the optimization of the GA and PSO methods, the averaged error can be significantly decreased; however, an improper fitness function may increase the maximum error. The PSO method with the fitness function    f 1    showed the best performance overall; thus, the PSO method was used to train all of the remaining artificial neural networks, which had only eight inputs (i.e., one sensor malfunctioning).





4. Error Detection Method


The pressure transducers mounted on the surface of the aircraft may malfunction in flight due to contamination, icing, and other electronic problems. Therefore, the faulty sensor needs to be detected and then eliminated from the input in order to avoid the degradation of the prediction accuracy. The pressures from all of the ports are not independent. It is therefore possible to develop a classification method to find the single pressure that is inconsistent with the remaining pressure. In this section, four methods are proposed to detect the faulty port, namely, decision tree, random forest, artificial neural network with decision tree, and artificial neural network with random forest.



4.1. Decision Tree


The decision tree is a supervised machine learning method that can solve classification and regression problems, making it possible to classify the error pressure combinations based on the correct one. It is a hierarchical structure composed of nodes and directed branches. There are three types of nodes in the tree: a root node, the branches, and the leaf nodes. The decision tree contains only one root node; each branch in the tree is a splitting based on the entropy, and each leaf node is a class to which the sample belongs. The decision tree divides the search space into several non-overlapping regions and then it compares the attribute values on a branch and judges the child nodes according to the different attribute values. Finally, it obtains the decision results in the leaf nodes of the tree. There are three main decision tree algorithms, namely, the ID3 algorithm, the C4.5 algorithm, and the CART algorithm. In this study, the C4.5 algorithm was used to train the decision tree, while the CART algorithm was applied to generate the decision tree of the random forest.




4.2. Random Forest


The random forest algorithm is composed of several decision trees that vote for the final decision. The training sets of each decision tree are subsets of the original training sets and are generated based on the bootstrap method. By using the bootstrap method, training sets    S 1  ,  S 2  , ⋯ ,  S T    are generated randomly. Then, with each training set, the corresponding decision tree    C 1  ,  C 2  , ⋯ ,  C T    is trained. Each decision tree fully grows without pruning. In the prediction stage, for sample  X , each decision tree gives its result; thus, the classification results of each decision tree    C 1   X  ,  C 2   X  , ⋯ ,  C T   X    are obtained. Finally, by voting, the category with the most output in decision tree T is the category to which sample  X  belongs.




4.3. ANN and Decision Tree/Random Forest


To further increase the accuracy of the classification, an artificial neural network was used to assist the decision tree and random forest in finding the error port. Firstly, a vector   T (  t 1  ,  t 2  ,  t 3  , ⋯  t n  )   was defined, where n is the total number of ports, and n = 9 in this paper, and    t i    is the malfunction probability of port i. Therefore, when the pressure from port i is faulty,    t i  = 1  , and when the pressure from port i is 100% correct,    t i  = 0  . Then, an artificial neural network with the pressure from all ports as the input and T as the output was trained (Figure 10). In this study, 20 neurons were used in the hidden layer.



In the diagnosis process (as shown in Figure 11), after reading the pressure data, the artificial neural network is used to output the fault probability of each port. When the fault probability of the corresponding port is less than 40%, it is deemed as no fault, and the output is 0; if the fault probability of only one port exceeds 60%, this port is then deemed as the fault, and the output is its ID. If the fault probability of a port is between 40% and 60%, then the random forest or decision tree is used to judge again, and if the failure probabilities of several ports are more than 60%, the random forest is also used to judge again.




4.4. Error Definition


In order to generate the error samples in the training set, the meaning of pressure error must be defined. Normally, the relative precision of a pressure sensor is 0.1%; in this study, it was about 100 Pa. Therefore, we randomly chose one port and added or subtracted 100, 200, 300, 400, or 500 Pa; the prediction results are shown in Figure 12 and Figure 13. As can be seen in the figures, when the pressure error was less than 500 Pa, the prediction errors of the angle of attack and the sideslip angle were both less than 0.5°, which is within the range of the requirement of the flush airdata sensing system. According to this, if the pressure deviation from the real value is more than 500 Pa, the port is deemed to be faulty.




4.5. Tests and Comparisons


Four fault diagnosis methods for the FADS system using different machine learning methods were tested. In total, 6020 correct pressure combinations and 84,280 incorrect pressure combinations (by adding a random error larger than 500 Pa to a single port—were used. Of these combinations, 90,000 were randomly selected as training data, and the remaining 300 were used as test data. As can be seen in Table 5, when using two decision trees to form a random forest, there were 49 incorrect reports, and when the number of decision trees was increased to 500, the number of incorrect reports decreased to 1. However, 500 decision trees require a relatively high computational cost to maintain real-time characteristics, which are unavailable for the flush airdata system on an aircraft. When using the aforementioned artificial neural network, there were only five incorrect reports; upon further combining the decision trees, the number of incorrect reports decreased to one, which is the same accuracy as the random forest method with 500 decision trees, but with a much lower computational cost. When replacing the decision tree with a random forest with only two decision trees, the incorrect report vanished.





5. Results and Discussion


The port locations for the FADS system are shown in Figure 14; in this case, nine ports (one port was located on the central line, while the other eight ports were located on both sides; due to the symmetry, only four ports are illustrated in the figure) were selected using the MIV. Considering the redundancy of the FADS system, nine locations were selected for the ports, and with nine ports, the ensemble neural networks developed in this study could still correctly predict the airdata even with one malfunctioning sensor. The whole architecture of the ensemble neural networks is shown in Figure 4. As described in Section 3, the ensemble networks with nine inputs (ANN0 and ANN0.xs) were trained and tested. By using the PSO method with the fitness function    f 1   , the rest of the neural networks with eight inputs (as shown in Figure 4) were trained. The whole system was tested using the same 3023 test cases described in Section 3.3. Thus, 3023 test samples were used with a randomly added error (larger than 500 Pa but less than 1000 Pa) to a single sensor (input pressure).



The prediction results with and without error detection are compared in Figure 15, Figure 16 and Figure 17 and Table 6. In Figure 15, the prediction of α is compared; as can be seen in the figure, without the error detection, the maximal error reaches 0.46°, although most of the errors are less than 0.5°. Meanwhile, with the error detection, by removing the fault pressure value, the prediction error is an order lower. Compared to the networks with nine inputs (see Table 2), the ensemble neural network with error detection maintains similar accuracy.



The prediction of β is compared in Figure 16. Without the error detection, the maximal error reached 5.8°, which is not allowed. However, after eliminating the fault pressure, the maximal error was 0.17°, while the average error was 0.01°. Compared to the networks with nine inputs (see Table 2), the accuracy of the ensemble neural network with error detection was only slightly degraded, but it was still within an acceptable range.



The prediction results for the Mach number are compared in Figure 17. By adding an error larger than 500 Pa but less than 1000 Pa, the prediction error of the Mach number did not seem to increase excessively, and even without the error detection, the maximal error was within the allowed range.




6. Conclusions


A mathematical model of an FADS system for an unmanned flying wing was developed in this study. To find the best locations outside the leading-edge area for the pressure transducer, the mean impact value (MIV) was used, and upon comparing the prediction error with the cost function method [21], it showed less average and maximal error. Ensemble neural networks were developed to predict the airdata with limited inputs. It was found that the artificial neural networks trained by the PSO method with the maximal error as the fitness function could achieve superior overall prediction accuracy. Furthermore, a fault port detection method was developed based on artificial neural networks and random forests. The FADS model can accurately detect the malfunctioning port and use the correct pressure combination to predict the Mach number, angle of attack, and sideslip angle with high accuracy.
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Figure 1. The illustration of the candidate locations. 
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Figure 2. Comparison of the α prediction. 
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Figure 3. Comparison of the β prediction. 
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Figure 4. Major architecture of the flush airdata system. 
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Figure 5. Flowchart for the genetic algorithm. 






Figure 5. Flowchart for the genetic algorithm.



[image: Aerospace 10 00132 g005]







[image: Aerospace 10 00132 g006 550] 





Figure 6. Flowchart for PSO. 
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Figure 7. Comparisons of the prediction of the angle of attack. (a) Histogram of the prediction error of α for the network optimized by the GA with f1. (b) Histogram of the prediction error of α for the network optimized by the GA with f2. (c) Histogram of the prediction error of α for the network optimized by the GA with f3. (d) Histogram of the prediction error of α for the network optimized by PSO with f1. (e) Histogram of the prediction error of α for the network optimized by PSO with f2. (f) Histogram of the prediction error of α for the network optimized by PSO with f3. (g) Histogram of the prediction error of α for the network without optimization. 
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Figure 8. Comparison of the β prediction. (a) Histogram of the prediction error of β for the network optimized by the GA with f1. (b) Histogram of the prediction error of β for the network optimized by the GA with f2. (c) Histogram of the prediction error of β for the network optimized by the GA with f3. (d) Histogram of the prediction error of β for the network optimized by PSO with f1. (e) Histogram of the prediction error of β for the network optimized by PSO with f2. (f) Histogram of the prediction error of β for the network optimized by PSO with f3. (g) Histogram of the prediction error of β for the network without optimization. 
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Figure 9. Comparison of the Mach number prediction. (a) Histogram of the prediction error of the Ma for the network optimized by the GA with    f 1   . (b) Histogram of the prediction error of the Ma for the network optimized by the GA with    f 2   . (c) Histogram of the prediction error of β for the network optimized by the GA with    f 3   . (d) Histogram of the prediction error of the Ma for the network optimized by PSO with  f . (e) Histogram of the prediction error of the Ma for the network optimized by PSO with    f 2   . (f) Histogram of the prediction error of the Ma for the network optimized by PSO with    f 3   . (g) Histogram of the prediction error of the Ma for the network without optimization. 
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Figure 10. An artificial neural network for error detection. 
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Figure 11. The flowchart of the diagnosis procedures. 
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Figure 12. Prediction results of the angle of attack with fault pressure combinations. 
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Figure 13. Prediction results of the sideslip angle with fault pressure combinations. 






Figure 13. Prediction results of the sideslip angle with fault pressure combinations.



[image: Aerospace 10 00132 g013]







[image: Aerospace 10 00132 g014 550] 





Figure 14. Port locations. 
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Figure 15. Comparisons of angle of attack. 
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Figure 16. Comparisons of sideslip angle. 
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Figure 17. Comparison of Mach numbers. 
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Table 1. The comparisons of the prediction error.
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	J1 for α
	J2 for β
	MIV for α
	MIV for β





	Averaged error
	0.0357
	0.0432
	0.0119
	0.0341



	Maximum error
	0.4033
	0.6927
	0.1670
	0.2218
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Table 2. Error comparison for the angle of attack prediction.
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	Average Error (°)
	Maximum Error (°)





	Original
	3.4382
	31.772



	   PSO +  f 1    
	0.0034
	0.0703



	   PSO +  f 2    
	0.0078
	0.2989



	   PSO +  f 3    
	0.0046
	0.0840



	   GA +  f 1    
	0.0048
	0.0555



	   GA +  f 2    
	0.0041
	0.1919



	   GA +  f 3    
	0.0043
	0.0629
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Table 3. Error comparison for the sideslip angle prediction.
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	Average Error (°)
	Maximum Error (°)





	Original
	7.0023
	14.4927



	   PSO +  f 1    
	0.0030
	0.0708



	   PSO +  f 2    
	0.0020
	0.0583



	   PSO +  f 3    
	0.0014
	0.1872



	   GA +  f 1    
	0.0070
	0.2604



	   GA +  f 2    
	0.0024
	0.0669



	   GA +  f 3    
	0.0080
	0.3168
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Table 4. Error comparison for Mach number prediction.
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	Average Error
	Maximum Error





	Original
	5.9744
	0.5631



	   PSO +  f 1    
	0.0003
	0.0048



	   PSO +  f 2    
	0.0006
	0.0160



	   PSO +  f 3    
	0.0003
	0.0025



	   GA +  f 1    
	0.0004
	0.0050



	   GA +  f 2    
	0.0004
	0.0266



	   GA +  f 3    
	0.0004
	0.0071
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Table 5. Error diagnosis comparison for different methods.
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	Random Forest

(2 Decision Trees)
	Random Forest

(500 Decision Trees)
	ANN
	ANN and Decision Tree
	ANN and Random Forest

(2 Decision Trees)





	Correct reports
	251
	299
	295
	299
	300



	Incorrect reports
	49
	1
	5
	1
	0
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Table 6. Comparisons of the prediction results with and without error detection.
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	α

(Without Error Detection)
	α

(With Error Detection)
	β

(Without Error Detection)
	β

(With Error Detection)
	Ma

(Without Error Detection)
	Ma

(With Error Detection)





	Average error
	0.1199
	0.0041
	3.4530
	0.0091
	0.0032
	0.0003



	Maximal error
	0.4554
	0.0454
	5.7833
	0.1694
	0.0133
	0.0046
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