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Abstract: Accurate predictions of the blade response in a multi-row compressor is one of the most
important tasks within the design process of compressor blades. Some recent studies have shown
that the decoupled method considering only the stator disturbances cannot obtain accurate results
for cases with strong rotor–stator interactions, especially for the interaction between the rotor and
downstream stator, and the coupled method with multi-row configurations is necessary. Factors
determine what computational domains to model need to be clarified to find a balance between
accuracy requirements and computational costs. To this end, this study conducted full-annulus
unsteady calculations with decoupled and coupled configurations to investigate the forced response
of an embedded compressor rotor induced by upstream and downstream stator disturbances and
rotor–stator interactions, respectively. The results show that the upstream IGV disturbances were
dominated by the wake, and the IGV and S1 potential fields had little effect on the R1 response.
Meanwhile, the IGV–R1 interactions and S1–R1 interactions were dominated by one cut-on mode,
respectively. The comparisons of the blade vibration amplitude and the unsteady pressure field
calculated by decoupled and coupled methods revealed the mechanism of the forced response,
namely, for the R1 response induced by upstream aerodynamic disturbances, the dominant excitation
source was the IGV wake, and the blade vibration amplitude can be predicted by the decoupled
method. In terms of the response induced by downstream disturbances, the cut-on S1-R1-interaction
mode was dominant and the use of the decoupled method without considering its influence will
lead to an inaccurate prediction. This study concluded that the formation process of rotor–stator
interactions was the key factor that determines whether the decoupled method or coupled method
should be used, and analogized a process independent of the downstream stator disturbance. The
results can provide a preliminary configuration for accurate and efficient blade response predictions
and explain the reason why including downstream stator vanes is very important.

Keywords: embedded compressor rotor; forced response; decoupled and coupled methods; stator
disturbances; rotor–stator interactions

1. Introduction

Compressor flowfields are inherently unsteady due to the relatively high-speed rota-
tion between rotor blades and stator vanes, which leads to the blades constantly suffering
from unsteady external excitation forces, resulting in the forced response of blades [1,2].
For the embedded rotor blades of a multistage compressor, the most common excitation
sources are the wake from the upstream vane row and the potential field from upstream
and downstream vane rows [3,4]. During the compressor operation, the frequencies of
excitation forces induced by these disturbances will inevitably coincide with the natural
frequencies of rotor blades and resonance may occur, leading to high-cycle fatigue failure.
The Campbell diagram can help identify where resonances are likely to occur, but it is
almost impossible to avoid all resonant crossings within the operating range of a multistage
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compressor, thus it is necessary to accurately predict the blade vibration amplitude for each
resonance to determine whether the crossings are acceptable [5].

Many efforts have been made to accurately predict the blade response, including
using a fluid-structure-coupled method [6–8], investigating the influence of the turbulence
model [9], damping [6,7], boundary condition [8,9], and mesh densities [8,10], etc. These
studies are helpful but mainly focus on the influence of numerical methods. The multi-row
interactions may have a greater influence on the blade response prediction.

In engineering practice, the forced response of an embedded compressor rotor is
commonly solved by the decoupled method, where the upstream and downstream stator
disturbances are applied as boundary conditions to single-row configurations [11]. It can
be used to accurately and efficiently predict the blade vibration amplitude if the inter-row
coupling effects [12,13], mainly referring to the rotor–stator interactions, can be ignored.
However, the use of the decoupled method may lead to inaccurate predictions because the
rotor–stator interactions are non-negligible in some cases.

Forced response predictions of a 3.5-stage axial compressor with different compu-
tational domains were carried out at Duke University. Besem et al. [14] focused on the
first-stage stators and the second-stage rotors and stators (S1/R2/S2), and performed the
predictions with decoupled and coupled configurations. The results showed that using a
decoupled method cannot obtain accurate results due to the strong inter-row interactions.
A three-row coupled configuration including the downstream stator is necessary when
adjacent stators excite the embedded rotor at the same frequency. Li et al. [11] subse-
quently performed detailed analyses by investigating five decoupled and coupled cases.
The response of the rotor blade including the upstream and downstream stators is 1.73 and
3.13 times larger than that of the decoupled configuration, respectively, indicating that the
downstream stator has a more tremendous effect on the rotor blade. Moreover, it was found
that the unsteady pressure in the rotor passage of the S1/R2 coupled configuration and R2
decoupled configuration is more or less similar, whereas it differs dramatically between
the R2/S2 coupled configuration and the R2 decoupled configuration. Shreyas et al. [15]
suggested that the reflection of the downstream stator has a more significant effect on the
response of the rotor blade than that of the upstream stator. Shreyas et al. [16] then analyzed
a four-row case with the downstream R2, a five-row case considering the upstream IGV,
and the above three-row case. It was found that the reflection of the downstream R2 was
also significant, but not contributed much to the blade response, and thus the three-row
case can provide accurate and efficient predictions.

The influence of inter-row interactions on the excitation of blade vibration has also
been studied. Schoenenborn and Ashcroft [17] compared the calculated unsteady pressure
of a quasi-3D axial compressor rotor using coupled and decoupled methods. It was found
that the IGV-R1-interaction modes can pass through the rotor passage with little attenuation,
and concluded that cut-on modes have a huge impact on the unsteady pressure amplitude
of the rotor blade. Schoenenborn [18] showed that the R1-S1-R2 interaction modes can lead
to different blade excitations in the circumferential direction. Terstegen et al. [9,19] investi-
gated the effect of rotor–stator interactions on the rotor blade response of a 2.5-stage axial
compressor. They performed detailed and comprehensive azimuthal mode analyses and
stress predictions. The results show that the vibrational stress predicted by the decoupled
method without considering the rotor–stator interactions was 97% lower than the exper-
imental results. It was concluded that the acoustic modes generated by the interactions
between the rotor blades and the downstream stator vanes need special attention.

The above results have shown the importance of rotor–stator interactions for blade
response predictions. However, these studies mainly emphasized that the interactions
between downstream stator vanes and rotor blades were very important, whereas the
upstream stator–rotor interactions seem to be not very significant in comparison. This
means that the decoupled method can still be used in some cases. Therefore, the main
objective of this paper is to accurately and efficiently predict the response of an embedded
compressor rotor induced by stator disturbances and rotor–stator interactions, and to
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clarify the key factor that determines whether the decoupled method or coupled method
should be used. For this purpose, full-annulus unsteady calculations were performed
based on the decoupled and coupled methods. The dominant stator disturbances and rotor–
stator interactions were identified by analyzing the unsteady static pressure field and total
pressure field combined with the spinning mode theory and the acoustic wave equation.
Meanwhile, the contribution of rotor–stator interactions to the vibration amplitude of the
rotor blade was determined. Furthermore, the formation process of rotor–stator interactions
and its influence on the selection of predicted methods were revealed, and the mechanisms
of forced response were detailed.

2. Numerical Method

An in-house computational fluid dynamics (CFD) code HGAE was used for all steady
and unsteady calculations. HGAE integrates a three-dimensional (3D) unstructured finite-
volume compressible flow solver and a structured dynamic solver into one computing
platform, which can solve the fluid-structure interaction in a coupled or uncoupled way.
The CFD code has been developed and used for more than 18 years, and has been validated
for various aerodynamic and aeroelastic cases [20–24].

2.1. Aerodynamic Models

The unsteady compressible Navier-Stokes equations are expressed as a system of
conservation laws of mass, momentum and energy, and the integral form is given as:

∂

∂t

∫
Ω

WdΩ+
∮

∂Ω
(F c − Fv)dS =

∫
Ω

SdΩ (1)

where Ω is the control volume, ∂Ω is its boundary, and dS represents the surface area of an
element. W represents the vector of conservative variables:

W =


ρ

ρu
ρv
ρw
ρE

 (2)

where ρ is the density. For the convective and viscous flux vectors:

Fc =


ρV

ρuV + nx p
ρvV + ny p
ρwV + nz p

ρHV

, Fv =


0

nxτxx+nyτxy+nzτxz
nxτyx+nyτyy+nzτyz
nxτzx+nyτzy+nzτzz
nxΘx+nyΘy+nzΘz

 (3)

The source term vector S is given by:

S =


0

ρ f e,x
ρ f e,y
ρ f e,z

ρ
→
f e·
→
v+

.
qh

 (4)

One-equation Spalart-Allmaras (S-A) turbulence model was employed for its simple
discretization scheme, well convergence, good computational efficiency, and acceptable
accuracy, and was widely used in solving aeroelastic problems [25–27]. A node-centered
finite volume method was adopted to discretize the governing equations and the turbulence
model equation. The convective terms and central differences for the diffusion fluxes were
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calculated using Roe’s upwind scheme with Monotone Upwind Scheme for Conservation
Law (MUSCL) extrapolation [28,29]; thus, the numerical scheme achieved second-order
accuracy. To enhance the accuracy of the time-marching solution for unsteady computations,
Jamerson’s dual time-steeping technique was adopted with 15 sub-iterations [30].

2.2. Structural Models

A linear aeroelasticity model was used to compute the blade vibration, and the struc-
tural dynamic equations are given as:

M
..
x+C

.
x+Kx = P(t) (5)

where M, C, and K represent the mass, damping, and stiffness matrices, respectively; x is
the displacement vector, and P(t) is the aerodynamic force vector on the blade surface. The
generalized coordinates of equations are transformed via x = φq yields

..
qi+(2ζ iωi)

.
qi+(ω i

2)qi = φT
i P(t) = Θi(t) i = 1, L (6)

where φ represents the mass-normalized mode shape matrix and q is the generalized
coordinate vector; ζi and ωi are the modal damping and natural frequency corresponding
to the mode i; L is the number of modes investigated in the aeroelastic analysis, and the
modal force vector Θi(t) is formed as:

Θi(t)= ∑N
j=1 φij

(
∆Ajnj

)
pj(t) (7)

In this equation, N is the total number of aerodynamic nodes on the blade surface
and j is the node index. ∆Aj, nj, and pj(t) represent the surface area, unit normal vector,
and instantaneous blade surface pressure related to the node j. The mode force, which
represents the strength of the unsteady force in a specific vibration mode, is determined
by the pressure fluctuation and the correlation between the pressure fluctuation and the
structural mode shape. HGAE integrates the surface pressure on the rotor blade to compute
the modal force at each time step in a fluid-structure-uncoupled manner, and then the
maximum vibration amplitude can be post-processed to calculate [8]:

Xmax =
ΘQΦmax

ω2
i

(8)

where Θ is the amplitude of the modal force at the frequency of interest after obtaining the
periodic solution; Φmax represents the value of the largest mode shape, which was obtained
from the Finite Element Analysis (FEA); and Q is the Q factor representing the sum of
aerodynamic damping and structural damping (structural damping was not considered in
this study):

Q =
1

2ζ
(9)

where ζ is the aerodynamic damping ratio obtained from a flutter analysis.

3. Case Study
3.1. 1.5-Stage Axial Compressor

The numerical calculations were based on a 1.5-stage high-pressure compressor, which
consisted of inlet guide vanes (IGV) followed by one stage, as shown in Figure 1. Blade
numbers of the IGV, rotor1 (R1), and stator1 (S1) were 19, 23, and 30, respectively. The
compressor design speed was 17,000 rpm, and the design pressure ratio was 1.45. The
axial spacing between the IGV and R1, and S1 and R1 at the hub was 40 mm and 35 mm,
respectively. The other design parameters are listed in Table 1. The embedded rotor was
excited by the aerodynamic forcing from the upstream and downstream vane rows, and
the 19 engine order (EO) and 30EO excitation lines are shown on the Campbell diagram
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in Figure 2. Within the operating range, only the first six blade modes were considered,
and the 19EO excitation line crossed the 6th mode (M6) of 11,624 rpm (68% rotating speed),
marked as a pink circle. Hence, it was the resonance point of the blade response induced
by upstream IGV, but not the downstream S1.

Figure 1. Computational mesh of the 1.5-stage compressor: (a) Single-passage; (b) Blade leading
edge (LE) and trailing edge (TE) at the shroud.

Table 1. Compressor design parameters.

Parameter Unit Value

IGV tip chord length mm 55
IGV blade span mm 110

Rotor tip chord length mm 70
Rotor blade span mm 90

Rotor tip clearance mm 0.593
Rotor tip relative Ma — 1.12

Stator tip chord length mm 56
Stator blade span mm 69

Figure 2. R1 Campbell diagram.
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3.2. Computational Mesh and Code Verification

A computational structured mesh with an O4H topology of the 1.5-stage compressor
was generated by AutoGrid. Figure 1 shows a schematic of the mesh with an enlarged view
near the blade leading edge (LE) and trailing edge (TE) at the shroud. The thickness of the
first near-wall cell was 10−5 m and the y+ at the first cell on the solid boundary was about
5, which was suitable for the employ of the one-equation S-A turbulence model. At the
midspan, the inlet and outlet of the computational domain were located at 1.2 axial chord
(AC) upstream of the IGV and 1.2 AC downstream of the S1, respectively.

For the boundary conditions, the total pressure (101,325 Pa), total temperature (288.15 K),
and flow angle (0 deg) were specified at the IGV inlet. At the S1 exit, the static pressure was
imposed by a simple radial equilibrium equation and the working condition was changed by
adjusting the back pressure. Reflecting boundary conditions were used and were considered
not to have large effects on the calculation results because the inlet and outlet boundaries were
far enough away from the blades. Nonslip and adiabatic conditions were imposed on all solid
walls. In terms of boundary conditions specified for the turbulence transport variable, the
turbulent eddy viscosity µT at the inlet was taken as µT = 0.009µL, where µL denotes the
laminar kinematic viscosity. At the outlet boundary, µT was extrapolated from the interior of
the computation domain, and it was set to 0 at solid walls.

To choose the suitable mesh, a systematic grid independence verification was con-
ducted for the 1.5-stage compressor [31], and the tests were carried out separately for the
IGV, S1, and R1. For the IGV and S1 verification, three different levels of mesh densities
(168,435, 314,811, and 483,075 for IGV; 174,135, 324,159, and 505,419 for S1) were conducted
on a single-row, single-passage model based on the steady calculations with the same
boundary conditions. Figure 3a shows the normalized absolute velocity profile at the IGV
exit, which characterizes the wake and potential disturbances from upstream IGV [32].
Meanwhile, the normalized static pressure profile at the S1 inlet characterizes the potential
disturbance from downstream S1, as depicted in Figure 3b. For both the absolute velocity
and static pressure, the results calculated by the medium mesh, and the fine mesh and the
extrapolation from the solutions of the medium and fine meshes present similar trends
with only small deviations, and the maximum discretization uncertainty (GCIfine) is 0.34%.
In the aspect of the R1 verification, three different levels of R1 meshes (216,765, 407,417,
and 612,449) assembled with the medium meshes of IGV and S1 were conducted. The
steady aerodynamic characteristics of the 1.5-stage compressor at 100% speed computed
by the medium mesh and fine mesh were basically the same, as shown in Figure 4, and
the maximum uncertainty is 0.26%. Hence, the medium meshes were chosen for the IGV
(314,811), S1 (324,159), and R1 (407,417) under the consideration of accuracy requirements
and computational costs.

Figure 3. Aerodynamic parameter distribution of three different meshes: (a) IGV exit absolute
velocity at 30% span; (b) S1 inlet static pressure at 99% span.
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Figure 4. Total pressure ratio of the compressor at 100% and 68% speeds.

The structured model was discretized by the hexahedral elements with 40 elements
chordwise, 53 elements spanwise, and 2 elements in the direction of thickness, respectively,
as depicted in Figure 5. The material properties of the rotor blade are shown in Table 2.
For the FEA of the rotor blade, the fixed constrained boundary condition was used for the
elements at the blade root, and the natural frequencies and mode shapes were obtained from
a commercial package ANSYS. Based on the natural frequencies of the first six eigenmodes
obtained from modal analyses, the Campbell Diagram is plotted in Figure 2, and the
crossing of interest was identified.

Figure 5. Structured mesh of the rotor blade.

Table 2. Material properties of the rotor blade.

Elasticity Modulus (GPa) Poisson Ratio Density (kg/m3)

110 0.33 0.148%

To verify the accuracy of the computational results of the HGAE, steady calculations
of the 1.5-stage compressor were also performed using a commercial CFD solver NUMECA
based on the same fluid mesh. Figure 4 presents the total pressure ratio against normalized
mass flow at 68% rotating speed, the aerodynamic characteristic predicted by HGAE was
in good agreement with the results of NUMECA. Moreover, the quantitative comparisons
were provided in Table 3, and the errors of the total pressure ratio and the adiabatic
efficiency at the peak efficiency (PE) point were 0.042% and 0.148%, respectively, which
demonstrates that the HGAE code can provide reliable and accurate computational results.
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Table 3. Comparison of aerodynamic characteristics at PE.

Parameter Aerodynamic Efficiency Expansion Ratio

HGAE 1.1805 88.2100
NUMECA 1.1800 88.0797

Error 0.042% 0.148%

3.3. Decoupled and Coupled Configurations

To investigate the stator disturbances and rotor–stator interactions in a 1.5-stage
compressor, and their contributions to the response of the embedded rotor blade, the six
CFD cases using different configurations based on the decoupled and coupled methods
were studied, as listed in Table 4. Case A to Case C were used to calculate the R1 response
induced by upstream IGV disturbances (wake and potential field) and IGV–R1 interactions,
whereas the downstream S1 disturbances (potential field) and S1–R1 interactions were
investigated using Case D, Case E, and Case C.

Table 4. Cases of decoupled and coupled configurations.

Case A-1 A-2 B C D E

CFD Domain

Note

IGV
disturbances
applied as R1
inlet unsteady

BC

IGV
disturbances
applied as R1
inlet unsteady

BC

IGV/R1
coupled

IGV/R1/S1
coupled

S1 disturbance
applied as R1

outlet unsteady
BC

R1/S1 coupled

Among them, Case C was a three-row coupled configuration, which was a baseline
including all the multi-row interactions in the 1.5-stage compressor. Case A was the de-
coupled configuration commonly adopted in industrial applications, the IGV disturbances
extracted from steady calculations were applied as R1 inlet unsteady boundary condition
(BC). Generally, the boundary profile is extracted at the interface between IGV and R1, just
before the mixing plane (Case A-1). However, several studies have shown that the wake
forcing function was underestimated compared with the results in a coupled configuration
(Case B/Case C) due to the use of the mixing plane [11,14,32]. Hence, the boundary profile
extracted at the IGV exit from the single-row steady-state calculation was investigated as
a modified case (Case A-2), although it still has certain limitations and deficiencies. Case
B was the two-row coupled configuration, where the contribution of IGV disturbances
and IGV–R1 interactions to the blade vibration amplitude cannot be distinguished due
to the rotor blade being excited at the same frequency in the relative frame. However, by
comparing decoupled (Case A) and coupled configurations (Case B/Case C), it is possible
to assess whether the inter-row interactions are significant and thus whether the decoupled
method is applicable. Moreover, the use of Case D and Case E has the same meaning as the
above cases.

All the unsteady calculations were performed starting from the steady solutions at the
peak efficiency point of 11,624 rpm. The global time step was 5.61 × 10−6 s, corresponding
to 40 time steps per rotor passage. For forced response analyses, the R1 M6 mode shape
was interpolated onto the R1 fluid mesh to calculate the vibration characteristics of blades.
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4. Results and Discussion

Based on the numerical data of all cases, the forced response of blades induced by
upstream IGV disturbances and IGV–R1 interactions, and downstream S1 disturbances
and S1–R1 interactions were analyzed, respectively. The details of each part are as follows:
Firstly, the amplitude of the concerned aerodynamic wave number (AWN) was analyzed
to reveal the axial propagation characteristics of stator (IGV/S1) disturbances. Next, the
spinning mode theory was applied to analyze the source of rotor–stator (IGV–R1/S1–R1)
interaction modes, and the acoustic properties were evaluated by solving the wave equation.
Thirdly, by comparing the results calculated by decoupled and coupled configurations, the
contribution of stator disturbances and rotor–stator interactions to the vibration amplitude
of the rotor blade were identified. Furthermore, the mechanisms of the forced response
induced by upstream and downstream aerodynamic disturbances were discussed in detail.

4.1. Forced Response Induced by Upstream IGV Disturbances and IGV–R1 Interactions
4.1.1. Wake and Potential Disturbances

It is well known that the upstream IGV induces wake and potential field, which
propagate axially and excite the downstream rotor blade at the same frequency. To clear
the dominant excitation source of the rotor blade, it is necessary to evaluate the effect of
the wake and potential field on the rotor blade, which also helps to reveal the formation
process of IGV–R1 interactions. Hence, the axial propagation characteristic and the strength
of the wake and potential field were analyzed in this section.

To accurately simulate the IGV disturbances and characterize their interactions with
the rotor blade, the computational results for the IGV/R1 coupled configuration (Case B)
were analyzed. The instantaneous entropy and static pressure contours, which can well
characterize the wake and potential disturbances in the flow field, showing the wake–rotor
and potential field–rotor interactions at 30% span, are plotted in Figure 6a,b respectively.
The results show that the IGV wake propagates downstream and its strength weakens
significantly due to blade chops when reaching the LE of the rotor blade. In terms of
the IGV potential field, Figure 6b shows that it propagates upstream and downstream
and its strength decays rapidly in the axial direction. Meanwhile, the dense and non-
uniform distribution of contour lines near the R1 LE indicates strong IGV–R1 interactions
(Figure 6b).

For the axial propagation characteristics of the wake and potential disturbances, the
above results only give qualitative evaluations, and further quantitative analyses were
needed to evaluate and compare their effects on the rotor blade. Therefore, discrete Fourier
transform (DFT) of the circumferential symmetric total pressure and static pressure was
carried out, and the amplitude of the first-harmonic content of the IGV wake and potential
disturbances with an aerodynamic wave number of 19 (19AWN) were analyzed [31].
Figure 7 shows the axial distribution of the 19AWN amplitude, from the trailing edge (TE)
of IGV to a plane mid-distance between IGV TE and IGV exit at 30% span. The reason for
analyzing the midplane is that its axial location, marked as a blue dotted line in Figure 1, is
less affected by IGV–R1 interactions than the IGV exit (shown in Figure 6b). The results
show that the strength of the wake (total pressure line) decreases slowly at a certain distance
away from the IGV TE and the amplitude decreases by 0.5% per 0.001m, while the potential
disturbance (static pressure line) decays exponentially and the attenuation coefficient is
88% per 0.001 m. By comparing the amplitude of the total pressure and static pressure at
the midplane, it indicates that the strength of the wake is three times larger than that of
the potential field. It is worth noting that there is still a 0.029 m axial distance between
the midplane and R1 LE, and it can be inferred that the strength of the potential field
will decrease to 4.3% of the midplane, while the wake will only decrease by about 15%.
Therefore, it can be concluded that IGV disturbances are dominated by the upstream wake
and may significantly contribute to the vibration amplitude of the rotor blade, which will
be studied below.
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Figure 6. Contours at 30% span (IGV/R1 coupled): (a) Instantaneous entropy; (b) Instantaneous
static pressure.

Figure 7. Axial distribution of the 19AWN amplitude at 30% span.

4.1.2. IGV–R1 Interactions

For the IGV–R1 configuration, the rotor blade may be excited not only by the upstream
IGV wake but also by the spinning modes resulting from IGV–R1 interactions. Figure 8
shows the spectrum of IGV–R1 interaction modes, which was calculated by the DFT of the
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circumferential instantaneous static pressure at 30% span at the IGV exit. The result shows
that the compressor pressure field can be very complex due to the presence of multiple
significant frequency peaks associated with the IGV–R1 interactions in the mode spectrum.
Thanks to Tyler and Sofrin [12], the source of IGV–R1 interactions can be identified based
on the spinning mode theory [13].

Figure 8. The mode spectrum at the IGV exit.

In general, when the rotor blades pass through the IGV wakes, the circumferential
non-uniform flow causes unsteady loads on the blades and generates the primary dis-
crete pressure wave, which has the same AWN and frequency as the IGV wakes [33].
According to the spinning mode theory, the scattering occurs at the rotor row and the
discrete pressure wave is scattered to an infinite number of continuous pressure waves.
These scattered waves have the same frequency as the IGV wakes in the relative frame
( n1N1Ω =⇒ n1N1Ω ), while their AWNs become the combination of IGV and R1 blade
numbers ( n1N1 =⇒ −n1N1+n2N2 ), where subscript 1 and subscript 2 denote the quanti-
ties for the stator row (stationary frame) and the rotor row (relative frame), respectively;
N represents the blade number, n refers to the integer scattering indices, and Ω is the
rotational speed. The negative sign represents a backward traveling pressure wave in
the opposite direction of the rotor, whereas the positive sign presents a forward traveling
pressure wave.

The scattered pressure waves travel upstream and downstream and some of them
reach the IGV row. Their frequencies are shifted in the stationary frame due to the
Doppler effect ( n1N1Ω =⇒ n2N2Ω ), whereas the aerodynamic wave numbers do not
change (−n1N1+n2N2 =⇒ −n1N1+n2N2 ). The pressure waves subsequently impinge the
IGV and are being scattered and shifted again, possibly reflecting back and interacting with
the rotor blades. The frequency and AWN of reflected pressure waves are the same as the
IGV wakes.

According to the formation process of IGV–R1 interactions described above, the
spinning modes at the IGV exit are mainly upstream propagating pressure waves generated
from the R1 row. Therefore, the source of spinning modes can be identified with different
scattering indices (−n1N1+n2N2), and their frequencies in the relative frame and stationary
frame are n1N1Ω and n2N2Ω, respectively. The properties of spinning modes in Figure 8
are listed in Table 5.
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Table 5. The IGV–R1 interaction modes at the IGV exit.

Mode am/am23(wake) EOrel EOstat Source Acoustic
Property

m23 0.194 0 23 1·R1–0·S0 Cut-off
m4 0.100 19 23 1·R1–1·S0 Cut-on

m−19 0.030 19 0 0·R1–1·S0 Cut-off
m27 0.011 19 46 2·R1–1·S0 Cut-on
m8 0.023 38 46 2·R1–2·S0 –

m−15 0.024 38 23 1·R1–2·S0 –
m31 0.009 38 69 3·R1–2·S0 –

m−38 0.044 38 0 0·R1–2·S0 –
m−11 0.031 57 46 2·R1–3·S0 –

The spinning modes listed above have 0 frequency and the first three harmonics of
IGV blade passing frequency (BPF, namely 19EO) in the relative frame. However, for
R1 blade vibrations, excited by the first harmonic of the upstream IGV, only the 19EO
frequency contributes to the excitation of blade vibration. Hence, modes m4, m−19, and
m27 are the pressure waves of interest, and they can be characterized by n1 of −1. Among
them, modes m4 and m27 correspond to the first and second R1-scattered pressure waves,
respectively, and the mode m−19 is the primary pressure wave due to the IGV wake. To clear
the dominant excitation source of the rotor blade, the acoustic property (cut-on/cut-off)
and the strength of these modes were analyzed.

A wave equation in cylindrical coordinated was solved to obtain the axial wavenumber
kxm,n , which determines the cut-on/cut-off of an acoustic mode, written as [34]:

kxm,n =
±Mx

(
k±Mθkrθm,n

)
+
√

(k±M θkrθm,n

)2−(1−M 2
x)krθm,n

2

1−M2
x

, (10)

where Mx and Mθ are mean axial and circumferential Mach numbers, respectively; k is the
freestream wave number calculated by the freestream speed of sound a and the angular
frequency in the stationary frame; krθm,n represents the radial-circumferential wave number
calculated by the Bessel function. According to the kxm,n , the acoustic cut-on frequency
f cut−on

m,n is defined by:

f cut−on
m,n =

akrθm,n

2π

(√
1−M2

x ∓Mθ

)
. (11)

The last column of Table 5 shows the acoustic property of the spinning modes of
interest. Modes m4 and m27 are cut-on upstream, which demonstrates that they propagate
in the axial direction without any attenuation, can impinge on the IGV, and may reflect
back, and interact with the rotor blades. In terms of the mode m19, it is cut off upstream
and decays exponentially, and thus has little effect on the rotor blades. To compare the
strength of modes m4 and m27, the fluctuation amplitude normalized by the strength of
the R1 wake at 99% span is shown in the second column of Table 5. The results show that
the amplitude of the mode m4 is approximately nine times larger than that of the mode
m27. Hence, it can be concluded that the IGV–R1 interactions are dominated by the mode
m4, which is generated by the interaction between the first harmonic of IGV and the first
harmonic of R1, and its dominance is related to the close blade number of IGV and R1.

4.1.3. Contribution of Upstream Disturbances to Blade Vibration Amplitude

The above analyses have clarified the dominant IGV disturbances and the IGV–R1
interactions. However, since the rotor blade was excited by them at the same frequency,
their contributions to the blade vibration cannot be distinguished. Hence, in this section,
the calculation results of the decoupled (Case A-1 and Case A-2) and coupled (Case B and
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Case C) configurations were compared to reveal the dominant excitation source of the
blade vibration.

Before comparing the results for different cases, it is critical to ensure that the working
conditions of the rotor blade are the same. The deviation of mass flow rate, total pressure
ratio, and adiabatic efficiency among the four cases were less than 0.2%. Meanwhile, the
time-averaged pressure of the rotor blade at 30% span was compared, and the results show
that the blade loading of the decoupled and coupled cases is the same, as presented in
Figure 9. Therefore, it is reasonable to compare the blade vibration amplitude among
different cases; the results are shown in Table 6.

Figure 9. R1 time-averaged pressure at 30% span.

Table 6. Maximum vibration amplitude of Case A to Case C.

Case Xmax (mm) Xmax/Xmax(Case C)

A-1 0.116 0.78
A-2 0.142 0.95

B 0.147 0.99
C 0.149 1.00

For the rotor blades subjected to 19EO excitation arising from the IGV wake and
IGV–R1 interactions (mode m4), no matter which is dominant, the response will occur in
BM6/4ND. This is because the aerodynamic wave number of the former is 19, which is
higher than the half number of rotor blades (23), thus the 4ND response is excited through
the spatial aliasing, while the mode m4 will excite the 4ND response directly. Hence, the
amplitude of the BM6/4ND modal force was computed, and the maximum vibration
amplitude in Table 6 was calculated using Equation (8).

The response of all cases was normalized by the vibration amplitude of Case C, the
response of Case B was only 1% less than Case C, indicating that the downstream S1 has
little influence on the BM6/4ND response of the rotor blade, and the two-row coupled
configuration (IGV/R1) can accurately predict the blade vibration amplitude. In terms of
Case A-1 and Case A-2, the vibration amplitude predicted by the former was 21% less than
Case B, whereas the latter was only 4%. To explain the difference between the results of
the two decoupled configurations, the radial distribution of the fluctuating amplitude of
entropy (19AWN) at the IGV exit was computed to compare the wake strength of different
cases, as plotted in Figure 10. Consistent with the results reported in the literature, the
wake strength of Case A-1 is lower than that of Case B or Case C in all spans because of
the use of the mixing plane. Hence, the 21% difference in blade response is not only the
contribution of IGV–R1 interactions but also due to the underestimation of the wake forcing
function. With respect to Case A-2, the wake strength is more similar to that of Case B,
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being higher only at low spans, and this difference does not have a large impact on the
blade vibration amplitude because the BM6 mode shape near this region is small (shown
in Figure 2). Therefore, the 4% difference is considered to be mainly contributed by the
IGV–R1 interactions. According to the above analyses, the dominant excitation source of
the R1 blade vibration induced by upstream aerodynamic disturbances is the IGV wake,
and the decoupled method is still applicable in this case.

Figure 10. Radial distribution of the fluctuating entropy amplitude (19AWN) at the IGV exit.

4.2. Forced Response Induced by Downstream S1 Disturbances and S1–R1 Interactions
4.2.1. Potential Field

The downstream S1 only induces the potential field that excites the upstream rotor,
and its axial propagation characteristic is shown in Figure 11. The amplitude of the first-
harmonic content of the S1 potential field with 30AWN was analyzed for a coupled case
(Case E), and the results show that the potential field decays exponentially from the S1 LE
to the S1 inlet (shown in Figure 1). The attenuation coefficient is 85% per 0.001 m, and it
can be inferred that the strength of the potential field will decrease to 5.9% of the S1 inlet
when it reaches the R1 TE 0.0176 m away from the S1 inlet. Compared with the strength of
the IGV potential field (shown in Section 4.1), it can be concluded that the S1 potential field
has little effect on the vibration amplitude of the rotor blade.

Figure 11. Axial distribution of the 30AWN amplitude at 99% span.
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4.2.2. S1–R1 Interactions

For the S1–R1 configuration, the rotor blade may also be excited by the spinning modes
due to S1–R1 interactions, and the spectrum calculated by the DFT of the circumferential
instantaneous static pressure at 99% span at the S1 inlet is presented in Figure 12. The
formation process of S1–R1 interactions is tentatively considered to be similar to the IGV–R1
interactions, where the pressure waves are generated by the interactions between the S1
potential field and the rotor blades. Hence, the spinning modes at the S1 inlet are mainly
downstream propagating pressure waves generated from the R1 row, and the source of
modes in Figure 12 was identified based on the spinning mode theory, as listed in Table 7.

Figure 12. The mode spectrum at the S1 inlet.

Table 7. The S1–R1 interaction modes at the S1 inlet.

Mode am/am23(wake) EOrel EOstat Source Acoustic
Property

m23 0.285 0 23 1·R1–0·S1 Cut-off
m−7 0.418 30 23 1·R1–1·S1 Cut-on
m16 0.054 30 46 2·R1–1·S1 Cut-on

m−30 0.095 30 0 0·R1–1·S1 Cut-off
m39 0.075 30 69 3·R1–1·S1 Cut-off
m32 0.024 60 92 4·R1–2·S1 –

m−14 0.061 60 46 2·R1–2·S1 –

In the relative frame, the spinning modes in Table 7 have 0 frequency and the first
two harmonics of S1 BPF, whereas the R1 blade vibration induced by the first harmonic of
the downstream S1 is only contributed by the 30EO excitation. Hence, modes m−7, m16,
m−30, and m39 are the pressure waves of interest. Among them, modes m−7, m16, and m39
correspond to the first, second, and third R1-scattered pressure waves, respectively, and
mode m−30 is considered as the S1 potential disturbance.

The acoustic property of the spinning modes of interest shows that modes m−7 and m16
are cut-on downstream, suggesting that they can impinge on the S1 and may reflect back
and interact with the rotor blades. In terms of the mode m39, it is cut-off downstream, and
thus has little effect on the rotor blades. Furthermore, the second column of Table 7 shows
that the amplitude of mode m−7 is about eight times larger than mode m16. Hence, it can
be concluded that the S1–R1 interactions are dominated by mode m−7, and its dominance
is associated with the close blade number of S1 and R1.

4.2.3. Contribution of Downstream Disturbances to Blade Vibration Amplitude

In this section, the calculated results of the decoupled (Case E) and coupled (Case D
and Case C) configurations were compared to reveal the dominant aerodynamic excitation
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of the blade vibration. The time-averaged pressure of the rotor blade at 99% span was first
compared in Figure 13, and the results show that the working conditions of the blades are
the same. Then, the BM6/-7ND response of different cases was compared and the results
are shown in Table 8.

Figure 13. R1 time-averaged pressure at 99% span.

Table 8. Maximum vibration amplitude of different cases.

Case Xmax (mm) Xmax/Xmax(Case C)

D 0.002 0.02
E 0.085 0.86
C 0.099 1.00

The response of Case E was 14% less than Case C, indicating that the upstream IGV
has a certain influence on the BM6/-7ND response of the rotor blade. In terms of Case D,
the vibration amplitude was 97.7% less than Case E and 98% less than Case C, suggesting
that the dominant excitation source of the blade vibration is the S1–R1 interaction, and the
S1 potential field contributes little to the R1 response, which is consistent with the results
presented in Section 4.2.1.

To our surprise, the vibration amplitude of the rotor blade considering the effect of
S1–R1 interactions is more than 40 times larger than when considering only the S1 potential
field. If, as described above, the S1–R1 interactions generated by the interactions between
the S1 potential field and rotor blades should have little effect on the R1 response due to
the negligible strength of the S1 potential field. This means that the S1–R1 interactions may
be not generated by the usual formation process of the rotor–stator interactions, that is,
maybe independent of the S1 potential field, which will be clarified in the next section.

4.3. Mechanism of Forced Response Induced by Upstream and Downstream Disturbances

For the response of rotor blades induced by the upstream IGV wake and IGV–R1
interactions, the effect of rotor–stator interactions on blades is not significant, whereas it
plays a decisive role in the blade response caused by the downstream S1 potential field
and S1–R1 interactions. To explain this difference, the formation process of rotor–stator
interactions was studied by analyzing the unsteady pressure field, and the mechanism of
the blade vibration induced by upstream and downstream aerodynamic disturbances was
further revealed.

Figure 14 shows the fluctuating pressure contours of the decoupled (case A-2) and
two-row IGV/R1 coupled configurations (case B), and the mode m4 generated by IGV–
R1 interactions can be clearly seen in both configurations (four strip-shaped positive
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and negative fluctuating pressure regions throughout the blade passage). As mentioned
above, the pressure wave that may have some influence on the rotor blade in the coupled
configuration is mode m4 generated from the R1 LE and subsequently reflected by the
upstream IGV, which does not exist in the decoupled configuration. In Figure 14a,b, the
distributions and amplitudes of the fluctuating pressure in the R1 passage are basically the
same, indicating that the strength of the reflected mode m4 is small, thus its contribution to
the R1 response is limited (shown in Table 6).

Figure 14. The fluctuating pressure contours at 30% span: (a) Case B (coupled IGV/R1); (b) Case A-2
(decoupled R1).

In terms of fluctuating pressure contours of the decoupled and R1-S1 coupled con-
figurations, the strong mode m−7 generated by S1–R1 interactions can be observed in the
coupled configuration (three-and-a-half strip-shaped positive and negative fluctuating
pressure regions throughout the blade passage of the half annulus shown in Figure 15a),
which is not found in the decoupled configuration (Figure 15b). It is confirmed that mode
m−7 is not generated by the interaction between the downstream potential field and rotor
blades. According to the distribution and amplitude of the fluctuating pressure in the R1
passage and S1 passage, it is found that mode m−7 is generated from the S1 LE because the
fluctuation here is the highest, and it propagates upstream and subsequently interacts with
the rotor blade. Analogous to the IGV–wake–R1 interactions, the R1 wake can also interact
with the downstream S1, thereby generating the pressure waves propagating upstream and
downstream from the S1 LE. The cut-on pressure waves propagating upstream (mainly
refers to the mode m−7) can excite the R1 at the same frequency as the S1 potential field,
whereas they are not included in the decoupled configuration, and thus the R1 vibration
amplitude of the two configurations differs dramatically (shown in Table 8).
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Figure 15. The fluctuating pressure contours at 99% span (half annulus): (a) Case E (coupled R1/S1);
(b) Case D (decoupled R1).

Mechanisms of the R1 forced vibration induced by upstream and downstream aerody-
namic disturbances are presented in Figures 16 and 17, respectively. The thick blue arrow
represents the disturbances from the upstream IGV or the downstream S1, and the thick
green arrow presents the rotor–stator interactions or the disturbances from the embedded
R1. Meanwhile, the green and blue arrows with thin dashed lines represent the cut-off pres-
sure waves or the reflected pressure waves. Figure 16 shows that the dominant upstream
excitation source of the R1 response is the IGV wake. Since the upstream wake can be
applied as the R1 inlet BC in a single-row configuration, shown in Figure 16b, the vibration
amplitude of the rotor blade can be predicted by the decoupled method. In the aspect of
the R1 vibration induced by the downstream S1 disturbances and S1–R1 interactions, the
S1–R1–interaction mode m−7 is dominant, as depicted in Figure 17. Because the decoupled
configuration cannot take this effect into account (shown in Figure 17b), it is necessary to
use the coupled method to accurately predict the vibration amplitude.

In conclusion, the contribution of rotor–stator interactions to the vibration amplitude
of the rotor blade determines whether the decoupled method or coupled method should
be used, and the formation process of rotor–stator interactions is the key factor. The
formation of IGV–R1 interactions is closely related to the IGV wake, generated near the
R1 LE and propagated upstream. The pressure waves acting on the rotor blade can only
be generated after interacting with the IGV, which is the usual formation process of rotor–
stator interactions as described in literatures [13,19,33]. However, for the S1–R1 interactions,
this study analogized a formation process independent of the S1 potential field, which has
rarely been reported. It was generated by the interaction between the R1 wake and the S1
vane near the S1 LE and propagated upstream, which can directly act on the rotor blade;
thus, the effect is significant and this is the reason why including downstream stator vanes
is very important.
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Figure 16. Mechanism of forced vibration induced by upstream aerodynamic disturbances: (a) IGV–
R1 coupled configuration (Case B); (b) Decoupled configuration (Case A-2).

Figure 17. Mechanism of forced vibration induced by downstream aerodynamic disturbances: (a) R1–
S1 coupled configuration (Case E); (b) Decoupled configuration (Case D).

5. Conclusions

This paper conducted a numerical study on the forced response of an embedded
compressor rotor induced by upstream and downstream stator disturbances and rotor–
stator interactions, respectively. The axial propagation characteristics and strengths of
stator disturbances and rotor–stator interactions were analyzed to clarify the dominant
aerodynamic disturbances. Different configurations based on the decoupled and coupled
methods were applied to identify the contribution of stator disturbances and rotor–stator
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interactions to the vibration amplitude of the rotor blade. The main conclusions can be
summarized as follows:

1. The axial distribution of the fluctuating static pressure amplitude and total pressure
amplitude shows that the IGV disturbances are dominated by the wake, and the
IGV and S1 potential fields have little effect on the R1 response for the not small
axial spacing between the rotor and stator. The results based on the spinning mode
theory and the wave equation illustrate that the IGV–R1 interactions and S1–R1
interactions are dominated by the cut-on pressure wave 19EO/4AWN and 30EO/-
7AWN, respectively.

2. For the forced response induced by upstream IGV disturbances and IGV–R1 Interactions,
the dominant excitation source of the R1 response is the IGV wake, and the vibration
amplitude of the rotor blade can be predicted by the decoupled method, where the IGV
wake is applied as the inlet boundary condition to single-row configurations.

3. In terms of the R1 response induced by the downstream S1 disturbances and S1–R1
interactions, the cut-on S1–R1–interaction mode 30EO/-7AWN is dominant, and the
use of the decoupled method without considering its influence will lead to inaccurate
predictions of the R1 response; thus, the coupled method considering at least two
rows of configurations is necessary.

4. The formation process of the rotor–stator interactions is the key factor that determines
whether the decoupled method or the coupled method should be used. The cut-on
pressure wave generated by the interaction between the front row disturbance and
the current row has a huge impact on the front row, rather than the current row.
This explains why, for a 1.5-stage compressor with the IGV/R1/S1 configuration, the
effect of R1–wake–S1 interactions on R1 response is larger than that of the IGV–wake–
R1 interactions. Hence, for the forced response prediction of the embedded rotor,
including the downstream S1 is more important than including the upstream IGV in
some cases.

The above conclusions imply that, during the design phase of the compressor blade,
the method (number of blade rows) for forced response predictions should be chosen
carefully. For the IGV–R1 configuration, if the axial spacing between the IGV and R1 is
not very small, the decoupled method can be used to accurately and efficiently predict the
blade response. In the aspect of the R1–S1 configuration, if the blade number of the rotor
and stator is close, the resultant pressure wave with low AWN is extremely easy to cut-on,
thus the coupled method should be used regardless of the axial gap size.
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