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Abstract

:

To conduct an accurate and reliable airport delay prediction will provide an important basis for the macro control of an airspace delay situation and the dynamic allocation of airspace system capacity balance. Accordingly, a method of delay prediction for target airports based on the spatio-temporal delay variables of adjacent airports is proposed in this paper. First, by combining the complex network theory, we first extract the topology of the airport network and create airport clusters with comparable network properties. Second, we develop the TS-BiLSTM-Attention mode to predict the delay per hour for airports in the cluster. As the spatio-temporal feature variables, the arrival delay of airport cluster-associated airports and the delay time series of landing airports are utilized to reach the conclusion. The experimental results indicate that the delay prediction predicated on clusters is superior to that based on data from a single airport. This demonstrates that the delay propagation law derived from cluster data based on spatio-temporal feature extraction can generalize the delay propagation characteristics of airports within clusters.
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1. Introduction


A rise in air traffic has been observed in recent years, paralleling the expansion of both the national economy and the civil aviation transportation sector. For this reason, airport delays have become a major drain on the global economy and a challenging issue for the aviation industry to resolve. Due to the complexity of the air transportation network, flight regularity management is required. How to effectively explore the delay pattern of an airport network, precisely deduce the spatial and temporal evolution trend of a delay, and macroscopically control the propagation law of delay have thus become crucial subject matters to address.



Numerous studies have been conducted on the topic of airport delays, both domestically and abroad. Some researchers have utilized traditional machine learning algorithms such as Decision Tree, Random Forest, Bayesian networks, and Linear Regression to predict delays [1,2,3,4,5]. While conventional algorithms are simpler to interpret, they invariably lack accuracy and are not sufficiently effective at predicting delays. Due to the exponential growth of airline data, these algorithms are also confronted with massive flight data, resulting in computational bottlenecks. In addition to the extensive use of Big Data Mining Technology, neural network algorithms are also widely employed in the civil aviation industry. Through multiple models’ combination based on the deep learning paradigm, Reference [6] proposed a Long Short-Term Memory (LSTM) recursion neural network, and demonstrated that the prediction accuracy was improved with the deepened structure; to solve the coding issue in delay prediction, Reference [7] proposed a multiple layer artificial neural network to predict the airport delay of JFR Airport; Reference [8] designed and proposed a method combining a deep belief network and support vector regression to predict the airport delay of PEK-HGH; References [9,10,11] designed a Long Short-Term Memory (LSTM) network and its improved algorithm to achieve delay prediction, and achieved a satisfactory prediction result; Reference [12] applied the Graph Convolutional Neural Network (GCN) delay prediction method to explore the spatial interaction hidden in an airport network. The results show that deep learning based on graph structure input has a great potentiality in air traffic delay prediction; concerning the causality of flight delay propagation between airports, Reference [13] studied flight delay prediction standing at the perspective of an airport network, and established a DGLSTM depth learning framework based on 4-year historical data of 325 airports in the United States, and its accuracy and robustness is more competent than current popular methods; Reference [14] established a flight departure time prediction model based on deep learning with analyzing the influences of different factors on flight departure time; Reference [15] established the method of delay prediction for the whole process of transit flights, constructed an unbalanced data classification model, identified delayed flights at each prediction guarantee node, and achieved an accurate recognition rate of 96.5% for delayed flights; and Reference [16] established the airport delay prediction model based on the airport network method. Researchers established clustering models on the characteristics of multiple airports’ networks, and concluded that the model based on Betweenness Centrality realized a satisfactory prediction effect through experimental comparison and verification.



The above researchers have conducted certain research and achieved fruitful research achievements on the prediction of an airport delay, mainly involving the innovation of an algorithm and the application of an airport network for delay prediction. In terms of the algorithm, they propose to integrate the long- and short-time recursion memory network, multilayer artificial neural network, deep belief network, and support vector regression; apply an intelligent optimization algorithm to optimize the parameters of a traditional BP neural network; and adopt other advanced algorithm structures to analyze the airport delay prediction. In terms of the airport network, many scholars have demonstrated that the integration of the input of the graph structure and the network eigenvalues can improve the accuracy of the delay prediction based on theoretical innovation, of which the integration of the airport delay prediction and the network structure of the airport network is the latest research direction.



Generally speaking, the methods related to flight delay prediction in the past are mainly focused on the improvement of the algorithm itself. However, the complexity of flight delay propagation and the space correlation of adjacent airport delays failed to attract sufficient attention. For during the process of airport delay transmission, this paper proposes a method to capture the regularity of the delay propagation of adjacent airports based on the time and space correlation transmission of a delay in the aviation network. In addition, this paper also proposes a new data set construction method, which can not only build airport cluster data sets with similar delay patterns, but also increase the robustness of the prediction set and capture the inherent mechanism of delay propagation from high dimensions. This plays a key data support role in improving the prediction accuracy. Meanwhile, this paper proposes a bidirectional long-term and short-term memory network BiLSTM that integrates the Attention mechanism to distinguish the impact of different characteristic variables on the delay of the target airport, which can selectively capture the key features that influence the delay under multi-dimensional complex and disordered time and space variables, ignoring the interference of secondary factors on the prediction results. Finally, the structural stability of the data sets and the prediction accuracy of the method and the traditional algorithm are compared through establishing different prediction models under different data sets, which verifies the effectiveness of the method proposed by this paper.



The core content of this paper includes that of Section 2, the introduction on the concept and construction method of an airport cluster, as well as the time and space correlation analysis of delay in the airport network transmission; Section 3, the introduction of relevant algorithm concepts, the algorithm structure and the extraction and analysis process of characteristic variables, and how to build the TS-BiLSTM-Attention model and data processing process; Section 4, the stability of the airport cluster data set proposed in this paper and the prediction accuracy of the algorithm are verified by a case analysis; and Section 5, the summary and discussion on our imagination of future work. The experimental flow chart of data processing is specified in Figure 1.




2. Airport Cluster Definition and Spatial and Temporal Correlation


2.1. Airport Cluster Definition


The definition of the airport cluster differs from that of airport groups, which is used to refer to a collection of multiple airports in a region and is a multi-airport system characterized by synergistic operation and differentiated development. Airport groups in Beijing–Tianjin–Hebei, Yangtze River Delta, Guangdong–Hong Kong–Macao, and Cheng-Yu are examples of economic aggregation [17]. In relation to the concept of airport groups, the functional characteristics and status roles of airports are not on the same scale. This paper defines airport clusters to fully integrate airports with similar functional attributes and “airport clusters” with a similar hub status in order to solve this problem.



This paper constructs a dynamic assignment network in order to investigate the mechanism of delay diffusion throughout the entire airport network. It is determined with the topological relationship between each airport within the entire airport network space and the flight connections between airports. In general, the greater the number of flight connections an airport performs throughout the entire airspace network, the more prominent its hub position. This paper introduces the Betweenness Centrality (BC) to characterize the traffic hub position of an airport in the topology of the airport network, which also represents the degree of influence on the propagation of delays, from the perspective of complex networks. The Betweenness Centrality is the number of times the shortest path between any two nodes traverses a node. It is used to determine the degree to which a node assumes the role of an “intermediary” in the network and can reflect the airport’s control over transmission along the shortest path between neighboring airport pairs. Multiple shortest paths exist in the constructed airport network between OD airport pairs, and the higher the number of shortest paths passing through an airport node vi, the more important this airport node is. σst denotes the total number of shortest paths from node s to node t and σst(vi) denotes the number of paths that pass through the node vi in these shortest paths, while the Betweenness Centrality of airport nodes vi is defined as in Equation (1) and BCi is the number of Betweenness Centrality of the node vi.


  B  C i  =   ∑   v s  ≠  v i  ≠  v t        σ  s t   (  v i  )    σ  s t        



(1)







Degree Centrality is the most direct metric representing node centrality in a network analysis. In this paper, we construct a Degree-Weighted metric based on the airport’s landings and takeoffs to characterize the frequencies of flight activities, which also affects the delay levels of the airports. The Degree-Weighted is defined as the sum of flight movements at that airport in a day. In the directed graph, the Degree-Weighted k(vi) of an airport node vi is equal to the sum of the Incoming degree kin(vi) and outgoing degree kout(vi) of that node, and the incoming degree kin(vi), outgoing degree kout(vi), and node degree-weighted k(vi) are expressed in the form of Equation (2) to Equation (4). wij denotes the value of the weights corresponding to OD to <vi, vj> in the adjacency matrix. That is, the number of flights between i and j at the airport.


   k  i n   (  v i  ) =   ∑   v    j        w  i , j      



(2)






   k  o u t   (  v i  ) =   ∑   v i      w  i , j      



(3)






  k (  v i  ) =  k  i n   (  v i  ) +  k  o u t   (  v i  )  



(4)







Using unsupervised algorithms (e.g., PSO-K-means), Betweenness Centrality, and Degree-Weighted metrics, airport clusters are constructed. Due to the fact that airport clusters share extremely similar delay characteristics, the study of airport clusters can generalize the delay characteristics of airports within a cluster to a great extent.




2.2. Space–Time Correlation of Airport Network and Flight Delay Definition


2.2.1. Space–Time Correlation of Airport Network


References [18,19,20] show that relevant academic research based on network analyses has achieved substantial results, especially in the Web field and social networks. Reference [21] shows that the complex network theory can capture the causality of events from time series, which has become an effective and intuitive method to study aviation delay propagation. Therefore, Reference [22] summarized that the airport network structure had attracted extensive attention from industry engagers in air transport research. The spatio-temporal correlation of the airport network means that the delay status propagates throughout the aviation network over time (see Figure 2). DT,N denotes the set of delay observations for each airport affected by its neighboring airports spatially and temporally in the time period T. In the spatial dimension, the delay status of DT,N in the same moment T(1, …, t, …, t + p) is expressed as the delay status of each airport affected by the delay status of the interconnecting neighboring airports N(1, …, j, …, n) in that time period; while in the temporal dimension, the delay level of DT,N will be affected by the historical time period. This effect is expressed as the propagation of flights with delay attributes across an airline’s network over time [23]. The primary challenge in predicting spatio-temporal data is capturing both the spatial correlation of the intensity of elements and their respective evolution patterns over time. In a time series, the airport networks of various time periods are arranged. Consequently, the delays in each airport network propagate dynamically according to the temporal sequence, forming an airport network topology with spatial and temporal correlation.




2.2.2. Flight DELAY Definition


Based on the existing flight plan data features, this paper uses the definition of a flight delay from the 2012 edition of the <<Normal flight statistics>> to determine flight delays. According to the 2012 edition, if any of the following conditions are met, the flight is considered normal:




	
For departing flights, the aircraft takes off within the specified ground taxi time after the planned door closing time, without abnormal situations such as flight returns or diversions. In other words, if the aircraft takes off before the planned door closing time plus the airport taxi time, it is considered a normal flight. The airport taxi time varies depending on the size of the airport.



	
For arriving flights, as long as the aircraft lands on the ground within 10 min after the planned door opening time, it is considered a normal flight.








This standard examines both the departure and arrival processes, and as long as one of the processes meets the criteria, the flight is considered normal. Flight delay time is a factor that affects and determines the efficiency of flight operations. The calculation of flight delay time is the actual departure time minus the sum of the planned door closing time and the specified airport taxi time.



In summary, the description of departure delay for a flight is when the actual departure time is later than the sum of the planned door closing time (approved by the flight schedule management department) and the airport taxi time. Therefore, the flight delay time is calculated, in minutes, as follows: Flight Delay Time (dep_delay) = Actual Departure Time (r_dep_time) − (Planned Door Closing Time (s_dep_time) + Airport Taxi Time (Taxi_Time)). The specific formula is as follows:


  d e p _ d e l a y  =  r _ d e p _ t i m e −  (  s _ d e p _ t i m e + T a x i _ T i m e  )   



(5)







The taxi time may vary for different airports. The specific differences are listed in Table 1.






3. TS-BiLSTM-Attention Airport Delay Prediction Model


3.1. BiLSTM Neural Network


Bi-directional Long Short-Term Memory (BiLSTM) is an optimization over the traditional unidirectional LSTM [24]. In light of the fact that the LSTM can only predict the output of the next instant based on the sequence information of the previous moment, it is marginally insufficient for multidimensional temporal variables. The current output of multidimensional time-series data depends not only on the previous state but also on the future state. BiLSTM combines a forward LSTM layer and a reverse LSTM layer to capture “past” moment information from front to back and “future” moment information from back to front, respectively. BiLSTM is a combination of forward and reverse timing information input that can fully account for past and future information in the case of multidimensional timing data and can further improve the accuracy of the model prediction.



The structure of the BiLSTM cell is shown in Figure 3. x1, x2, …, xi …, xt denote the corresponding input data at each moment of ti(i∈[1~t]), and F1, F2, F3, …, Ft, B1, B2, B3, …, Bt denote the corresponding forward–forward and reverse–backward iterations of the LSTM hidden states, respectively.



The hidden layer update states of the forward LSTM, the inverse LSTM, and the final output process of the BiLSTM are depicted in Equations (6)–(8), respectively.


   A i  =  f 1   (   ω 1   x i  +  ω 2   A  i − 1    )   



(6)






   B j  =  f 2   (   ω 3   x i  +  ω 5   B  i + 1    )   



(7)






   Y i  =  f 3   (   ω 4   A i  +  ω 6   B i   )   



(8)




where f1, f2, f3 are the activation functions between different layers; ω1, ω2, ω3, …, ω6 represent the corresponding weights of each layer.




3.2. Attention Mechanism


The Attention mechanism was derived from the simulation of human brain attentional characteristics, which was initially applied to image processing. In the field of deep learning, the Attention mechanism assigns relative importance weights to various features. Key contents are assigned greater weights and other contents are assigned lower weights. Consequently, the efficiency of information processing can be enhanced through differential weight assignment, which highlights the most important temporal characteristics in order to obtain higher-quality multidimensional variables [25]. Figure 4 depicts the architecture of the Attention unit.



The essence of the attention mechanism is to assign a weighting factor to each value, as demonstrated by Equation (9).


  Attention ( Query , Source ) =   ∑  i = 1    L x        Similarity       (     Query ,   Key   i   )  ×      Value     i   



(9)




where Source is a known element consisting of the data pair <Key, Value>; Query is the objective function.



During the training process, the attention model dynamically modifies the weights of each time step and calculates the weight coefficients of each variable feature—the calculation process for which the following equation can be utilized.


   s  i − k   =  V s    T  tanh  (   W s  ⋅  h  i − k   +  b s   )   



(10)






   α  i − k   = softmax  (   s  i − k    )  =   exp  (   s  i − k    )      ∑  k = 1  N   exp    (   s  i − k    )     



(11)






   h ¯  =   ∑  k = 1  N    α  i − k      h  i − k    



(12)




where hi−k is the output value of the BiLSTM hidden layer; αi is the attention weight coefficient of the current input; hi−1, hi-2, …, hi−N is the input sequence; Si−1, Si−2, …, Si−N is the hidden layer state value corresponding to the input sequence hi−1, hi−2, …, hi−N; and VST, WS, bS represent the learning parameters of the model, which will continue to be optimized with the model training process.




3.3. TS-BiLSTM-Attention Prediction Model Construction


We propose a TS-BiLSTM-Attention delay prediction model based on spatio-temporal sequences that capture the spatial and temporal characteristics of airport delays from the overall airport cluster delays. Figure 5 depicts the four components of the model: data pre-processing, feature engineering, model training, and effect evaluation.



In the data pre-processing phase, because the historical flight data contain some missing values and outliers, the resulting prediction set has an unstable data structure and data noise interference. This affects the results of the experiment. This paper constructs airport clusters based on the similarity of airport network attribute values to reduce the impact of data anomalies and other factors on experimental results in order to address the aforementioned issue. The ability to accurately extract the feature variables affecting delays and construct a stable data set is related to the precision of delay prediction in terms of extracting feature variables. In the same airport, a previous flight delay will affect the departure of a subsequent flight, resulting in the rapid propagation of the delay throughout the airport. This would cause the flight departure to be delayed at that airport. Simultaneously, failure to land at the airport for a brief period of time due to inclement weather or other factors such as flow control at the landing airport will also impact the departure of all prescheduled flights from the associated airport during that period. As the incoming and outgoing flights with delay characteristics operate within the aviation network, delays will propagate in space. Using the inbound time series of this airport and the time series of the associated airports as the characteristic variables for delay prediction captures the inherent mechanism of delay propagation from the high-dimensional characteristic variables. In addition, the granularity of prediction time in this study is set to a 1 h delay per unit. The unit hour delay is defined as the ratio of the total delay time of all flights during a given time period to the total number of flights throughout that time period. Accordingly, the degree of delay at an airport can be accurately described within a given time frame.



We construct the TS-BiLSTM-Attention model and feed the Attention mechanism the features generated by the BiLSTM hidden layer. The Attention mechanism is utilized to automatically differentiate the importance of spatio-temporal information extracted from the hidden layer of BiLSTM utilizing weighting. This can effectively exploit the time-series properties of the multidimensional time-series features and exploit the profound spatio-temporal correlation. Attention can effectively reduce the loss of historical information and highlight the information of key historical nodes in order to reduce the impact of redundant information on prediction results per unit delay time. The output of the Attention layer is then used as the input for the Fully Connected layer, which outputs the final unit delay time. In the network parameter optimization phase, the Adam (Adaptive Moment Estimation) optimization algorithm is used to update the network parameters of each layer, while the Mean Squared Error (MSE) is employed as the loss function. The trained TS-BiLSTM-Attention model is then saved and the model’s validity is validated using the model test set.



Among them, the TS-BiLSTM-Attention prediction model is comprised primarily of BiLSTM-Attention, and the BiLSTM- Attention construction is illustrated in Figure 6. The inputs consist of T-extracted spatio-temporal feature variables from airport clusters. The features are incorporated into the output layer to ultimately output the delayed prediction values y.




3.4. Model Construction


The essence of training a deep learning model is the iterative adjustment of model parameters. Model training involves utilizing variations in parameters such as the batch size, time step, number of hidden layers, and neural network nodes on the training set to minimize the loss function formed by the prediction outputs and actual data. The objective is to continuously update the algorithmic model structure in order to minimize prediction errors.



Step 1: Obtain the experimental dataset after data pre-processing and feature engineering. Split the dataset into training data and testing data in a ratio of 7:3.



Step 2: Build the TS-BiLSTM-Attention model for delay prediction. Input the processed multidimensional temporal features into the BiLSTM model.



Step 3: The multidimensional temporal data are inputted into the BiLSTM unit structure, and the “forward” and “backward” temporal processing is achieved using Equations (6) and (7). This process effectively integrates the temporal information from the “past” and “future”. Finally, Equation (8) outputs the hidden layer features, which serve as input variables for the Attention model. The Attention mechanism utilizes its own structural Attention mechanism to capture the spatio-temporal information obtained by BiLSTM. Equations (10)–(12) are used to assign weights to the features, and the parameters are continuously optimized during the model training process. This enables the differentiation of time series with spatio-temporal delay characteristics and further explores the spatio-temporal delay features based on a network analysis.



Step 4: The output of the Attention layer is used as input to a fully connected layer, which outputs the final unit delay time. The optimization of network parameters in the model structure is performed using the Adam (Adaptive Moment Estimation) optimization algorithm for iterative updates of internal parameters. The Mean Squared Error (MSE) is used as the loss function.



Step 5: Save the trained TS-BiLSTM-Attention model and use the model to validate its effectiveness using the testing dataset.





4. Example Analysis


4.1. Experimental Environment and Model Parameter Settings


The experimentally relevant algorithm was written with Python 3.8.3. TensorFlow1.2.1 is the deep learning framework, the processor is an Intel(R) Core(TM) i5-7300HQ running at 2.50 GHz, and the memory is 24 GB. The maximum band iteration (epoch) was set to 300, the batch size was set to 128, and the number of BiLSTM neurons was set to 64. The learning rate is 0.001, the Attention vector dimension is 32, and the Adam algorithm is utilized by the deep learning optimizer. The computation formulas, as shown in Equations (13) and (14), define and relate to the actual context of this paper. This evaluation metric is expressed in minutes and represents the difference between the predicted output value and the true value to assess the quality of the prediction. A smaller RMSE and MAE value indicates better prediction performance. Therefore, this paper evaluates the prediction performance based on the RMSE and MAE metrics.


  RMSE =    1 n    ∑  k = 1  n      (   y k  −   y ^  k   )   2       



(13)






  MAE =  1 n    ∑  k = 1  n    |    y ^  k  −  y k   |     



(14)




where     y ^  k    represents the predicted delay value.    y k    represents the true delay value; n represents the total number of samples in the testing dataset.




4.2. Experimental Data


This paper examines flight information from October 2018 to January 2019, a total of 982,439 flights. Excluding data on international flights, the number of domestic airports was determined to be 229. The used data did not include Hong Kong, Macau, or Taiwan. The PSO-K-means clustering algorithm was used to construct the domestic airport clusters seen in Table 2 based on the concept of an airport cluster.



The results of this experiment differ from the traditional definition of busy airports mainly because the geographical location factor is introduced. The BC (Betweenness Centrality) values for Nanjing Lukou International Airport and Shanghai Hongqiao Airport are relatively low, indicating that traditional busy airports are located in the third airport cluster. This suggests that their role as aviation hubs is not prominent. Furthermore, the partitioning results may also be influenced by runway operational capacity and the daily flight operations at each airport.




4.3. Comparative Analysis of the Results of Different Prediction Models


The single-airport delay model (S-ADM) and the cluster-airport delay model (C-ADM) are the models developed for single and cluster airports, respectively. The C-ADM is ultimately utilized to predict a single airport within a cluster. C-ADM forecast results refer to the forecasts of individual airports within a cluster.



Take Capital Airport and its first airport cluster as an example to predict Capital Airport’s unit hour delays. First, we establish the cluster-airport delay model by averaging the total value of delays per hour for all airports in the cluster. The average delay value is then calculated for all airports over the same time period as the cluster delay time series. The neighboring airports of each airport in the cluster serve as the cluster’s neighboring airports. As feature variables for delay prediction, the inbound time series of the airport cluster and the time series of the associated airports are extracted. A multidimensional time series data setting is developed based on the airport cluster. Meanwhile, the inbound time series values of Capital Airport and the delay series of its surrounding airports are extracted to create a single-airport delay dataset. In the example analysis, TS-BiLSTM-Attention models are built for the cluster dataset and the single-airport dataset to predict departure delays at Capital Airport. Three traditional algorithms, BP, ARIMA, and LSTM, are chosen to forecast the multidimensional time-series data for the two distinct datasets. Table 3 displays the various prediction models applied to various datasets, along with their respective prediction results.



Figure 7 depicts a comparison demonstrating that the prediction model (C-ADM) based on clusters provides superior prediction results. Moreover, it is highly inclusive of data noise and outliers, and its prediction accuracy is superior to that of modeling on single airports. Analyzing the causes, it is clear that a single-airport data set with a large residual will have a direct impact on the stability and dependability of modeling. The established cluster model is capable of integrating the spatio-temporal sequence characteristics of airports that are similar. Consequently, this can compensate for missing data and data noise within a single airport and improve the overall robustness of the data. At the same time, it can be seen that the TS-BiLSTM-Attention model has better prediction performance.




4.4. Comparative Analysis of Forecast Results of Different Airport Clusters


The forecast results of various airport clusters were analyzed. In this paper, three airports from separate airport clusters are selected for comparative experimentation. They include Chengdu Shuangliu International Airport, Chongqing Jiangbei International Airport, and Xi’an Xianyang International Airport in the first airport cluster; Tianjin Binhai International Airport, Guangzhou Baiyun International Airport, and Shanghai Pudong International Airport in the second airport cluster; Shanghai Hongqiao International Airport, Nanjing Lukou International Airport, and Zhengzhou Xinzheng International Airport in the third airport cluster; and Quanzhou Jinjiang International Airport, Guilin Liangjiang International Airport, and Sunan Shuofang International Airport in the fourth airport cluster. Specifically, the TS-BiLSTM-Attention model is used to model the predictions under different airport clusters, and Figure 8 displays the experimental results. As depicted in the graph, TS-BiLSTM-Attention provides different prediction accuracies for datasets constructed under various airport clusters.



The airport delays in the first and second airport clusters have the greatest predictive power, with a mean MAE of less than 5.5. The fourth airport cluster has the worst prediction effect, worse than the third airport cluster’s mean MAE value of 7.31, and the MAE is 9.9. This is primarily attributable to the small number of airports in the first and second airport clusters, which allows for efficient extraction of the neighboring airport delay time series. Thus, the validity of the data structure and the feature variables is assured. The first and second clusters are superior at capturing the delay propagation characteristics of the airports within the clusters. For the most part, the overall delay level is stable, and the delay time series exhibits strong regularity, since these Chinese airports all feature high flight frequencies and experience significant delays. Whereas for the fourth airport cluster, which accounts for 80% of domestic airports and consists primarily of small- and medium-sized airports in China, small airports comprise the majority. They are connected by a large number of airports, which results in irregular delay propagation in the aviation network, rendering it impossible to precisely capture the key spatial and temporal characteristics’ variables for delay prediction at the target airports. High randomness characterizes the occurrence of delays at domestic small- and medium-sized airports. Thus, the poor data stability will directly impact the accuracy of predictions. The results indicate that the prediction accuracy of the TS-BiLSTM-Attention model is enhanced if the delay time series of neighboring airports can be precisely captured and a stable dataset is obtained. The accuracy of predictions decreases for small- and medium-sized airports with numerous neighboring airports and high volatility. However, the prediction curve of the fourth airport cluster in Figure 7 demonstrates that for small- and medium-sized airports with a large number of airports in close proximity, high volatility occurs. Nevertheless, the prediction curve of the fourth airport cluster in Figure 7 demonstrates that the trend of delay fluctuation can still be well fitted for small- and medium-sized airports with numerous neighboring airports and high volatility.





5. Conclusions


In this paper, airport clusters are constructed based on airport network attribute value similarities. In order to construct the TS-BiLSTM-Attention prediction model, the spatio-temporal correlation between airport clusters and nearby airports is extracted. The effectiveness of both the clustered data set and the model is demonstrated through comparative experiments. Experiments indicate many algorithms can be applied to build delay prediction models under different data sets, of which MAE and RMSE show great differences. The values of MAE evaluation indicators in the cluster-airport data set are 5.532, 5.556, 4.725, and 4.491, respectively, which are lower than those based on a single airport as 5.899, 6.041, 4.752, and 4.491, respectively, demonstrating that the delay prediction model (C-ADM) based on a cluster airport is more competent in predicting the departure delay of a single airport in the cluster. The delay prediction model (C-ADM) constructed using clustered airports can predict departure delays for individual airports within clusters more accurately. The model structure is more stable than the delay prediction model (S-ADM) constructed for single airports. The C-ADM model can reduce the effect of missing values and outliers on the accuracy of predictions. The clustered prediction set has a stable data structure and encompasses a significant amount of anomalous data. Compared with traditional BP, ARIMA, and LSTM neural network algorithms, the results show that the MAE of BP, ARIMA, and LSTM are 5.532, 5.556, and 4.725, respectively, under the model of C-ADM, which are greater than 4.494 under the model of TS-BiLSTM-Attention; the RMSE indicators are 7.633, 7.572, and 7.433, respectively, which are higher than 6.787 under the model of TS-BiLSTM-Attention. Therefore, the MAE and RMSE based on the TS-BiLSTM-Attention prediction model are smaller than the traditional model regardless of how the data set changes, which proves that the BiLSTM model integrated with the Attention mechanism can accurately extract multidimensional variables and complex time series characteristics and conduct regression prediction, while predictability, generalization, and universality are superior to traditional models.



Improvements of work: This paper only studies the transmission of an airport flight delay in the time and space network and the prediction of an airport delay, aiming at exploring the transmission mechanism of an airport delay and seeking prediction methods with higher and better performances. It is worth noting that there are still some topics deserving our further exploration. When conducting the cause analysis and data collection, weather, as one of the important factors influencing a flight delay, failed to be considered for the time being. In addition, the factors that influence an airport delay are mutually restricting and influence each other. Through collecting more complete data and extracting key factors influencing a delay, the prediction effect of an airport delay can be further improved.



This paper focuses on the dimension of airport networks and extracts the spatio-temporal correlations of delay propagation among adjacent airports. It aimed to capture the inherent mechanisms of delay propagation in high-dimensional space. Additionally, it constructs the TS-Attention-BiLSTM temporal prediction model to achieve more accurate predictions of departure delays at the target airport. In practical airport operations, by obtaining the delay status of adjacent airports, the dynamic prediction of departure delays at the target airport for the next moment is made possible. Any delay occurrence at an adjacent airport dynamically affects the departure time of flights at the target airport. Therefore, the proposed theoretical and algorithmic models in this paper enhance the real-time perception capability of the delay status at adjacent airports and provide real-time updates on the delay status at the target airport. This helps airports anticipate delays in advance and respond promptly with appropriate action plans.



The expansion and deepening directions of related research in the future can include that, when the airport encounters flight delays, delays often transmit rapidly through the airline network, and how to accurately construct the delay characteristic variables deserves further research in the future. Meanwhile, combining with reality, applying the latest deep learning algorithm to fit and model the multidimensional time and space data is of great significance for the delay prediction.
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Figure 1. Data processing flow chart. 






Figure 1. Data processing flow chart.
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Figure 2. A spatio-temporal network of airports. 
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Figure 3. BiLSTM unit structure. 
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Figure 4. Structure of Attention unit. 
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Figure 5. Data processing flow of TS-BiLSTM-Attention prediction model. 






Figure 5. Data processing flow of TS-BiLSTM-Attention prediction model.



[image: Aerospace 10 00580 g005]







[image: Aerospace 10 00580 g006 550] 





Figure 6. TS-BiLSTM-Attention model. 
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Figure 7. Comparison of MAE–RMSE indexes among different models. (a) Comparison of MAE results of different models; (b) comparison of RMSE results of different models. 
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Figure 8. Prediction effect under different airport clusters. (a) First airport cluster; (b) second airport cluster; (c) third airport cluster; (d) fourth airport cluster. 
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Table 1. Ground taxi times at different airports.
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	Airport Name
	Taxi Time





	Beijing Capital, Shanghai Hongqiao, Shanghai Pudong, Guangzhou Baiyun, Shenzhen Baoan, Chengdu Shuangliu, Kunming Changshui
	30 min



	Hangzhou Xiaoshan, Chongqing Jiangbei, Xi’an Xianyang
	25 min



	Tianjin Binhai
	20 min



	Other airports
	15 min










[image: Table] 





Table 2. Classification of Chinese airport clusters.
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	Airport Cluster
	Cluster Content





	First airport cluster
	Beijing Capital, Xi’an Xianyang, Chongqing Jiangbei, Chengdu Shuangliu



	Second airport cluster
	Tianjin Binhai, Guangzhou Baiyun, Shenzhen Baoan, Kunming Changshui, Hangzhou Xiaoshan, Shanghai Pudong, Urumqi Diwopu, Harbin Taiping International



	Third airport cluster
	Hohhot Baita, Beijing Nanyuan, Shijiazhuang Zhengding, Taiyuan Wusu, Changsha Huanghua, Nanning Wuxu, Zhuhai Jinwan, Zhengzhou Xinzheng, Wuhan Tianhe, Haikou Meilan, Sanya Phoenix, Yinchuan Hedong, Lanzhou Zhongchuan, Xining Caojiapu, Xiamen Gaoqi, Nanchang Changbei, Fuzhou Changle, Jinan Yaoqiang, Ningbo Lishe, Nanjing Lukou, Hefei Xinqiao, Qingdao Liuting, Shanghai Hongqiao, Wenzhou Longwan, Yantai Penglai



	
	Guiyang Longdongbao, Changchun Longjia, Dalian Zhoushuizi, Shenyang Taoxian



	Fourth airport cluster
	Airports other than those mentioned above










[image: Table] 





Table 3. Predictions for different datasets.
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Model

	
MAE

	
RMSE




	
S-ADM

	
C-ADM

	
S-ADM

	
C-ADM






	
BP

	
5.899

	
5.532

	
7.991

	
7.633




	
ARIMA

	
6.041

	
5.556

	
8.101

	
7.572




	
LSTM

	
4.752

	
4.725

	
7.490

	
7.433




	
TS-BiLSTM-Attention

	
4.941

	
4.494

	
7.496

	
6.787
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