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Abstract: General aviation accidents have complex interactions and influences within them that
cannot be simply explained and predicted by linear models. This study is based on chaos theory and
uses general aviation accident data to conduct research on different timescales (HM-scale, ET-scale,
and EF-scale). First, time series are constructed by excluding seasonal patterns from the statistics of
general aviation accidents. Secondly, the chaotic properties of multi-timescale series are determined
by the 0-1 test and Lyapunov exponent. Finally, by introducing the sparrow search algorithm
and tent chaotic mapping, a CSSA-LSSVM prediction model is proposed. The accident data of the
National Transportation Safety Board (NTSB) of the United States in the past 15 years is selected for
case analysis. The results show that the phase diagram of the 0-1 test presents Brownian motion
characteristics, and the maximum Lyapunov exponents of the three scales are all positive, proving the
chaotic characteristics of multi-timescale series. The CSSA-LSSVM prediction model’s testing results
illustrate its superiority in time series predicting, and when the timescale declines, the prediction
error reduces gradually while the fitting effect strengthens and then decreases. This study uncovers
the nonlinear chaotic features of general aviation accidents and demonstrates the significance of
multi-timescale research in time series analysis and prediction.

Keywords: nonlinear time series; chaotic properties; time series prediction; CSSA-LSSVM,; general
aviation accidents

1. Introduction

Accident [1] is an occurrence associated with the operation of an aircraft that takes
place during the period from when individuals board an aircraft with the intention of
flight until all passengers have disembarked, which include injury or death of personnel,
damage to or structural failure of the aircraft, the disappearance of the aircraft, or total
inaccessibility. It is a complex nonlinear phenomenon resulting from the combined effects
of inherent complexity and dynamics, presenting complex correlation characteristics such
as diverse types and mutual influence. While incidents can have an impact on general
aviation operations, they seldom result in major harm or loss. Conversely, accidents can
result in serious damage, injuries, loss of life, or the destruction of an aircraft. As a result, we
concentrate on researching accident data to better understand the hazards and challenges
of general aviation. Research and study of general aviation accident historical data, which
can uncover hidden patterns and analyze data regulations, serve as theoretical support and
a scientific basis for safety situational awareness. Furthermore, the research on accident
time series prediction helps in the identification of hazards, trends, and critical risk periods.
It offers essential information for accident prevention, allows for accurate execution of
safety management measures, reduces the probability of accidents, and improves air traffic
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safety by establishing more accurate and efficient safety processes, ultimately increasing
general aviation’s overall safety level.

Concerning the study of aviation accidents in terms of modeling and forecasting,
the research team of He et al. [2] conducted an examination of the aspects impacting
airline accidents and employed time-based evaluation approaches such as intercorrelation
analysis, cointegration analysis, and causal analysis to study the connection between
airline accidents and airline capacity. Bao [3] and Kenneth D. et al. [4] analyzed causal
factors and themes affecting aviation safety based on textual data mining of unsafe civil
aviation events to explore embedded correlations and hidden connections. Rosa et al. [5]
constructed a statistical estimation and prediction model through a Bayesian algorithm
and hierarchical structure to predict future safety performance and risk. With the use of
the NLMS algorithm, Wang et al. [6] built a Volterra series model to estimate the yearly
accident rate in aviation. They then predicted the number of U.S. Air Force flying accidents
per ten thousand hours. Yu et al. [7] used the chaos analysis method to reconstruct the
sequence of aircraft accidents and used the CSVR model of the support vector machine
for prediction. Ni et al. [8] proposed a prediction method for serious flight accident rates
based on deep learning, considering big data characteristics. They predicted the rate of
serious airplane accidents by combining principal component analysis (PCA) and deep
belief networks (DBN). At present, relevant research mainly focuses on correlation analysis
of influencing factors, accident text mining and risk identification, causation statistical
inference, accident occurrence number prediction, and so on, with few scholars having
studied the time series characteristics, intrinsic occurrence mechanism, and development
trend regularity of historical data on general aviation accidents.

Regarding the analysis and prediction research of nonlinear time series, it has been
widely applied in time series dynamics fields such as geological change prediction [9],
power load forecasting [10], financial market forecasting [11], traffic flow forecasting [12],
and so on. Wang et al. [13], based on traffic flow time series, improved the CAO method
to determine the reconstructed phase space embedding dimension value, and used a
genetic algorithm to optimize the RBF neural network to predict the reconstructed time
series. Li et al. [14] studied regional air route network traffic status, analyzed the chaotic
characteristics of traffic volume time series, and predicted traffic volume change trends.
Cheng et al. [15] used chaos theory to discover chaotic aspects of traffic flow, such as
factors related to speed, occupancy, and flow, and predicted traffic flow using support
vector regression (SVR) models. Numerical experiments are conducted on multi-source
data. In terms of nonlinear time series prediction methods, there are mainly Bayesian
network prediction model-based methods, gray interval prediction models, and BP neural
network-based machine learning algorithm models. At present, there are problems such as
low prediction accuracy of models or algorithms themselves and high complexity in the
iterative calculation process.

To solve those problems, our study mines historical data from general aviation acci-
dents using the National Transportation Safety Board Database for the past 15 years. The
main contributions of this paper are as follows:

(1) With a focus on understanding the time series features of accidents and constructing
time series on multiple scales, the periodic variation factors of three scale subseries
(EF-, ET-, and HM-) are eliminated using seasonal decomposition. The 0-1 test, phase
space reconstruction, and Lyapunov exponent are used to investigate the intrinsic
dynamical and chaotic features of the multi-timescale series.

(2) Based on the results of the multi-timescale series chaotic characteristics analysis of
general aviation accidents, the chaotic sparrow search algorithm is used to optimize
the parameters of the LSSVM model, and an improved prediction model for the
CSSA-LSSVM model is presented.

(3) Using simulation experiments to prove the rationality of the above methodologies
and predict the development trend of general aviation safety, potential risks can be
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identified in an immediate response by analyzing general aviation accident time series
predictions, which is crucial to enhancing general aviation safety.

The rest of the paper is organized as follows: Section 2 briefly introduces the source of
the data and the construction of multi-timescale series. Section 3 discusses seasonal time
series decomposition, the theory of nonlinear chaotic characteristic determinations, and the
CSSA-LSSVM forecasting model. Section 4 analyzes the results of the experiment and the
prediction simulation findings. Finally, Section 5 summarizes the conclusions of this paper
and suggests directions for future research.

2. Data Processing
2.1. Data Sources

The general aviation industry in the United States is huge and diversified, including
drones, light aircraft, helicopters, and private jets. Additionally, it has great flexibility
and convenience due to the wide variety of flying ranges. However, its huge scale and
complexity bring a large number of accidents and huge challenges to safety regulation.
According to Transportation Accidents by Mode, published by the United States Bureau
of Transportation Statistics, general aviation accidents account for up to 94% of all air
transportation accidents from 2007 to 2021. As shown in Figure 1.
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Figure 1. Accidents in Air Transportation Statistical.

The data used in this study comes from the National Transportation Safety Board’s
(NTSB) aviation accident database, which records all aviation accidents that have occurred
in the United States since 1962. Since the notification of accidents or serious incidents
changed in the ninth edition of ICAO Annex 13 [1] in 2001 and considering the impact of
the time from the effective date of the document to the time of the accident statistics, when it
comes to data records that are 20 years old or older, there are issues with different statistical
standards. Additionally, shorter-term data is influenced by specific events, volatility, or
random factors. As a result, we studied the preceding 15 years of data based on NTSB
statistics, from 2007 to 2021, which can better reflect the current situation and developments,
making the study’s findings more relevant. This data contains various types of information,
such as accident date, location, aircraft serial number, number of casualties, and so on,
which is essential for analyzing general aviation accidents, as shown in Table 1. Our study
focused on critical safety risk cycle monitoring. We are interested in how the nonlinear
aspect of accident incidence presents itself on time series. We purposefully concentrate
on the time series, leaving aside other aspects such as aircraft model, accident location, or
reason. As a result, the overall number of accidents and their timing are the main subjects
of our study.
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Table 1. National Transportation Safety Board aviation accident data from 2007 to 2021 (partial).

Highest

NTSB-No. Event Date City State N# Injury
Level
DENO07CA046 1 January 2007 17:30 Walden Colo. N821GS None
DFWO07LA052 2 January 2007 13:40 Tulsa Okla. YV-2045 None
CHIO07FA052 2 January 2007 16:00 Washington Ind. N678DC Fatal
DFW07FA049 2 January 2007 22:35 Armstrong Texas N3940R Fatal
CHI07CA054 3 January 2007 14:51 Alton IIL N364MA None

DENO07LA044 3 January 2007 17:05 Baldwin City Kan. N113]JD Serious
DFWO07FA051 4 January 2007 14:35 Batesville Ark. N2658 Fatal
SEAQ07CA042 4 January 2007 18:00 Buckley Wash. N186AC None
NYC07CA054 4 January 2007 18:45 Hackettstown N.J. N695X None
ATLO7FA031 5 January 2007 1:37 Columbia S.C. N55YS Fatal
DENO07FA045 5 January 2007 8:56 Manzanilla Colo. N8231D Fatal
CHI07CAO055 5 January 2007 16:45 Bristol Wis. N63332 None

2.2. Time Series Construction

Time series [16] analysis facilitates the discovery of hidden information in data and
gives insights into the trends, seasonal patterns, and evolutionary processes behind the data,
which lead to more accurate predictions of future trends. It is widely used in fields such
as military science, economics, meteorology, and medicine for forecasting and decision-
making. The purpose of time series analysis is to better understand and predict future
trends by modeling the structure of time series data using temporal statistical charac-
teristics. In a review of time series analysis of road safety trends [17], Ruth and Joanna
analyze the development of time series modeling techniques and applications in several
European countries between 2000 and 2012. The main ones include a comprehensive
investigation of the frequency and severity of road accidents; an explanation of the analysis
of short/medium-term trends; an evaluation of the efficacy of road safety programs; and a
long-term prediction of national road safety indicators. However, one must also consider
the drawbacks and limits of time series analysis, which requires large quantities of data
to construct effective models that can be mined for trends. The general aviation accident
dataset used in our study is adequately sized and contains enough important information
that it allows for time series analysis, data mining, and prediction modeling.

In the time series construction procedure, firstly, the general aviation accident data
were cleaned by eliminating missing values and unknowns. Then data filtering was used
to screen all data associated with general aircraft that satisfied the conditions of Federal
Aviation Regulations Part 91. Finally, the general aviation accident data have been collated
in chronological order, yielding a total of 18,480 accident records. With days as the unit,
HM-scale is the statistics every half month, ET-scale is the statistics every 10 days, and
EF-scale is the statistics every 5 days. Different timescales were selected for classification
statistics to construct the time series of general aviation accidents:

XHM—scale= [XHM1, XHM2, - - - - - - ] 1)
XET—scale= [xETlr XET2, e ovvn- ] )
XEF—scale= [XEF1, XEF2, - - .- ] 3)

where Xpnr-scates XET-scaler aNd XEr_seale Tepresent the time series of HM-scale, ET-scale, and
EF-scale, respectively.

In this way, the subsequence of American general aviation accidents was constructed
as a sample for subsequent multi-timescale series analysis, as shown in Figure 2.
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Figure 2. Multi-timescale series of U.S. general aviation accidents.

3. Methodology
3.1. Time Series Seasonality Decomposition

Since the time distribution of general aviation operation has obvious seasonal regular-
ities, that is, general aviation activities are more frequent in peak seasons, various types
of general aviation accidents increase at these times, and general aviation volume and
accidents are lower at the beginning and end of each year. To exclude periodic changes in
the sequence, seasonal decomposition is performed on the counted time series to better
understand the contributions of different components in the sequence and their interactions.
Time series seasonal decomposition [16] is the process of decomposing a time series into
three parts: trend (T), seasonality (S), and residual (R). The trend is the long-term stable
change of the time series, reflecting the overall trend of change in the sequence. Seasonality
is a term for periodic short-term fluctuations, usually caused by seasonal factors. Finally,
the residual part contains noise or components in the time series that cannot be explained
by trend and seasonality. The function can be expressed as:

Y: = f(T:, S, Ry) (4)

where T; is a trend over a longer period, called the trend term; S; is the change caused by
seasonal changes, called the seasonal term; and R; is the remaining part of the time series
caused by numerous chance factors, after separation, called residuals.

Seasonal decomposition is mainly divided into two types: multiplicative model and
additive model. For additive models, seasonal components are superimposed on trends
and residuals in fixed values, that is:

Yi_gaa = Tt + St + Ry 5)

For multiplicative models, seasonal components affect the entire time series in relative

proportions:
Yiomur = Te X St X Ry (6)

Therefore, additive models are suitable for situations where the size of seasonal
components does not change too much over time, while multiplicative models are suitable
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for situations where seasonal components change greatly over time, such as historical
accident data in general aviation in this study.

After decomposing multi-timescale sub-sequences of general aviation accidents sea-
sonally according to seasonality multiplication method, we obtain the time series of trend,
seasonality, and residuals as shown in Figure 3.
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Figure 3. Seasonal decomposition diagram. (a) HM-scale; (b) ET-scale; (c) EF-scale.

Through seasonal decomposition of time series at different scales, it is found that
the accidents are more stochastic and exhibit obvious chaotic characteristics, including
long-term irregular oscillations and complex fractal structures, under multi-timescale series.
Since traditional time series analysis methods cannot model and predict it well, in our
study, we use chaos analysis methods to explore the dynamic characteristics and nonlinear
behavior of time series of different scales.

3.2. Multi-Timescale Series Nonlinear Analysis

Chaos theory [18] refers to the “intrinsic randomness” in deterministic systems. It
is not simply “disorder” or “chaos”, but an “ordered” state with a rich internal hierar-
chy without obvious periodic changes. It is one of the theories for studying the dynamic
behavior of nonlinear systems. The analysis and determination of chaotic characteristics
are prerequisites for predicting general aviation accidents. The 0-1 test [19] and the max-
imum Lyapunov exponent technique are utilized in our study to determine the chaotic
characteristics of time series. The following are the steps:

Step 1: Based on the National Transportation Safety Board (NTSB) data statistics, we
construct a time series of general aviation accident history data by seasonal decomposition
to exclude cyclical patterns X = [x1, x2, ..., xn].

Step 2: Use the 0-1 test to verify chaotic characteristics by constructing translation
variables p(n) with g(n) and calculating the mean square displacement Mc(n) and its growth
rate Kc. When the growth rate Kc approaches 1, it has chaotic characteristics; otherwise, it
does not have chaotic characteristics.

Step 3: Using the mutual information approach [20] and the Cao algorithm [21],
calculate the delay time T and embedding dimension m for phase space reconstruction of
general aviation accident data series.

Step 4: Recreate the phase space of a general aviation accident time series based on
Step 3. X(t) = {x(t), x(t + T), ..., x[t + (m — 1)7]} is the reconstructed phase space.

Step 5: Using the maximum Lyapunov exponent method, determine the characteristics
of the general aviation accident time series. The general aviation accident time series is
chaotic when the Lyapunov exponent is larger than zero; otherwise, it is non-chaotic.
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The 0-1 test is a chaos detection theory proposed by Melbourne et al. [19] in 2016. Its
biggest feature is that it does not require any phase space reconstruction and can directly
act on time series to determine its chaotic characteristics. Firstly, two translation variables
are defined as p(n) and g(n):

p(n) = ix(i) cos(0(i)),n=1,2,...,L (7)

g(n) = ix(i) sin(6(i)),n=1,2,...,L 8)

where 0(i) = ic + }_x(k), x(i) are the sequences to be tested, and ¢ € (0,77) is a random constant,
generally L = N/10.

If the phase diagram of p(n) with g(n) shows irregular motion characteristics, then
there is chaos in the original time series; otherwise, there is none. To study the dispersion
characteristics of p(n) with gq(n), define mean square displacement Mc(n):

1y 2 2
Me(n) = timag Y { [pe(t + ) = pe(t) + ge(t +1) = e} ©)

Define oscillation term:

21— cos(nc)

Vocs(e,n) = (E(x)) T cos(c)

(10)

where (E(x))? = lim lg x(j)
N—)oonzl 1)

After correcting mean square displacement, good convergence characteristics will be
obtained. The corrected mean square displacement is:

D¢(n) = Mc(n) — Vocs(c, n) (1)

where Mc(n) and Dc(n) have the same asymptotic linear growth rate, but Dc(n) converges
better. When the phase diagram of p(n) with g(n) shows irregular motion, i.e., Brownian
motion characteristics, Mc(#n) increases linearly with time. Calculate asymptotic growth
rate Kc:

K; = lim log D.(n)/n (12)

n—o0

If Kc =~ 1, the time series has chaotic characteristics; if Kc ~ 0, the time series does not
have chaotic characteristics.

Phase space [22] is a multi-dimensional space describing the evolution of a set of
physical quantities. In chaotic systems, evolution trajectories between different states may
intersect and overlap. To solve this problem, phase space reconstruction is applied, which
involves mapping time series into high-dimensional space using procedures such as sam-
pling and delay embedding so that neighboring states have obvious distance correlations
in phase space.

According to Takens [23], the theory proves that if the embedding dimension is large
enough to recover the dynamical properties of the system with topological equivalence, the
reconstructed phase space can retain many properties of the dynamical system, allowing
the prediction of chaotic time series. Determining delay time T and embedding dimension
m are critical steps in the phase space reconstruction process. There are many studies on
selecting relevant parameters. Among them, the mutual information method can well
measure nonlinear correlation between time series, so it is widely used to obtain optimal
delay time.

Suppose general aviation accident time series is {x;1i =1, 2, ..., n}, residual time
series is {y;1j =1, 2, ..., n}, assuming x; and y; probability density are Px(x;) and Py(y;),
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respectively, their joint density is Py (x;, y]-), and set delay time as 7, then the mutual
information function is:
i+T
I(7) = Z Pyy [xi, Xj1 | In Pry [xi, Xitz] — ZPX(xi) In Py (x;)— 2 Py(xi+r) In Py(xi+r) (13)
i=1 i i+T

Let T increase from small to large calculate I(7), take corresponding when first mini-
mum value appears as optimal delay time 7.

Among methods for calculating embedding dimension, the Cao method improves on
pseudo-nearest neighbor method reconstructs dimensional phase space:

X(H) = {x(t), x(t+ 1), ..., x[t+ (m — 1)1]} (14)

a(i,m) = Xl + 1) = Xy (DU 5y N (15)
[1Xi (m) = Xy i) (m) |
where ||| is the Euclidean distance; X;(1n) and Xj; ;) (1) are the ith vector in m dimensional
space and its nearest neighbors; X;(m + 1) and Xj ,,(m + 1) are the ith vector in m + 1
dimensions and its nearest neighbor; n(i, m) is an integer greater than or equal to 1 and less
than N — mt.
Calculate average for all a (i, m) get:

1 N-—mt

E(m) = Y. a(i,m) (16)

T N-—mt =~
i=1

Define change from m dimension to m + 1 dimension as:

E(m+1)
F(m) = TE(m) (17)
Through calculating the time delay T between time series data, in the reconstructed
phase space, the value of m corresponding to when F(m) tends to be stable is the minimum
embedding dimension.

The Lyapunov exponent is an important physical quantity used to identify a system’s
chaotic state, assess the degree of chaos, and define the system’s sensitivity to tiny pertur-
bations. It can be estimated using the system’s evolution rate and the distance change rate
after phase space reconstruction [24]. The commonly used calculation methods include the
Jacobian method and Wolf method [25]. The small data volume method, which is computa-
tionally simple and dependable, is applied in this study. After phase space reconstruction,
the nearest neighbor point X; of each reference point X; is found, and its distance is dp(0):

dp(0) = min|[X; — Xj|, [i = j| > p (18)

where p is average period series.
The estimation formula of maximum Lyapunov exponent is

~ 11 MEFa3)
MO = Rk ;f) Iz o)

(19)

where At is sample period and di(i) is distance between t pair of nearest points after i
discrete steps.
For Vi calculate take logarithm of above formula get

Ind;(i) = InCy + A;(iAt), = 1,2,...,N (20)

where C; = d;(0) is constant.
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The maximum Lyapunov exponent can be considered as the slope of the above set of
straight lines, which can be obtained by least squares approximation of this set of straight
lines, i.e.,

. 1 ¢ ‘
y(i) = @Jg Ind;(i) (21)

3.3. Multi-Timescale Series Prediction Model

A time series is a collection of data used to describe changes in one or more character-
istics over time. The analysis of time series is a statistical analysis method for modeling
and forecasting time series data that aims to uncover intrinsic patterns and trends from
past observations and use historical data to predict trends and changes in the future.

Analyzing and modeling historical data is the initial stage in time series prediction.
The two primary groups of prediction techniques are statistical methods and machine
learning methods. The most common statistical methods are: Moving Average model (MA),
Exponential Smoothing model (ES), Autoregressive Integrated Moving Average model
(ARIMA), Seasonal Autoregressive Integrated Moving Average model (SARIMA), Holt-
Winters model, and Vector Autoregressive model (VAR). Among them, MA, and ES [26]
are usually used for short-term forecasting problems. ARIMA [27] and SARIMA [28] can
be applied to a wide range of time series data. VAR [29] is usually used for multivariate
time series data. These statistical methods have shown that the prediction results were not
appropriate in subsequent experiments.

Compared with traditional statistical methods mentioned above, methods based on
machine learning have advantages such as self-learning, adaptability, and good fault
tolerance. They can handle complex nonlinear problems well and have been widely used in
fields such as nonlinear time series prediction. The major machine learning-based methods
are Support Vector Machine (SVM) and Deep Learning models including Convolutional
Neural Network (CNN), Artificial Neural Networks (ANN), Recurrent Neural Network
(RNN), and Long Short-Term Memory Network (LSTM) models. These methods can handle
nonlinear relationships and long-term dependencies, and usually perform well with large
amounts of data. For time series prediction problems, SVM [30] can be used to solve
classification and regression problems and to predict future data points. CNN [31] can
be used to extract local correlations in time series data. ANN [32] can be used to capture
long-term dependencies in time series data. LSTM [33] can be used to handle complex time
series data.

However, the drawback of machine learning algorithms for prediction is that the
parameters utilized have a large influence on the prediction results. A model that is too
complicated or flexible can lead to overfitting, which occurs when the model performs well
on training data but poorly on test data. On the other hand, a model that is too simple can
lead to underfitting. The purpose of intelligent algorithm optimization (e.g., GA [34], PSO,
and SSA [35]) is to prevent parameter uncertainty from influencing prediction results.

The Least Squares Support Vector Machine (LSSVM) [36] is an improved support
vector machine based on statistical theory that can transform the solution of a quadratic
optimization problem into the solution of a system of linear equations. Thus, it simplifies
the solution of the problem, is very effective in dealing with nonlinear data, and has a
high prediction accuracy. The training process of LSSVM involves only a small number
of support vectors, so it can efficiently handle large-scale datasets. We utilize the general
aviation accident data set over the last 15 years and account for the number of accidents
based on the time series. There are 366 (for the HM-scale), 548 (for the ET-scale), and
1096 (for the EF-scale) sample points available for prediction. Yu et al. [37] applied RBD-
LSSVM for time series prediction with 279 samples for yearly prediction and 522 samples
for monthly prediction. In addition, Sun et al. [38] suggested the VMD-P-(ARIMA, BP)-
PSOLSSVM model, which employed 1000 samples of wind speed data as projections, and
they both developed optimized prediction results. After the LSSVM training process,
the final decision function consists of only a small number of support vectors. In our
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experiment, 8-25 support vectors are used to process the data set efficiently and accurately.
The disadvantage is that the parameters can easily influence the predictions. Therefore,
our study is based on the LSSVM model and proposes a chaotic mapping sparrow search
technique [39] to optimize the parameters, and it creates a CSSA-LSSVM augmented time
series prediction model to predict general aviation accident time series.

With good generalization performance and robustness to noise and outliers, the
LSSVM is implemented as follows:

Set the input and output of the training set as (x;, ¥;),i=1,2, ..., N, and construct the
regression estimation function:

f(x) =wlo(x)+b (22)

where w is the weight vector, ¢(x) is the nonlinear mapping function, and b is the bias term.
By optimizing the regression error parameter to minimize cost, construct the objective

function:
N

: 1 r 2
minW = Ea} w + Ci; e; (23)

stwlox) +b=1—¢ (24)

where C is the regularization function and ¢; is the prediction error of the ith sample.
This objective function is a quadratic programming problem with constraints that can
be solved using Lagrange multipliers.

1 N N
L(w,b,e,a) = sw'w+CY e} = ) ailw p(x) +b+e—yi] (25)
i=1 i=1

where g; are Lagrange multipliers. Taking partial derivatives of each variable in the above
formula yields:

oL N
w=0-w= ‘ZlﬂifP(xi)
1=
N
$=0-Ya=0 (26)

i=1
5% =0—=a;=ce

oL =0 wTe(x)+b+e—yi=0

By solving the above equation, the LSSVM regression function can be obtained as

flx) =} aiK(x,x;) + b 27)

where K(x,x;) is the kernel function.
Common kernel functions [40] include linear kernel functions, Sigmoid function,
polynomial kernel functions, radial basis function (RBF), etc. RBF is frequently employed
in many practical situations because it can map nonlinear data into high-dimensional space
and make it linearly separable in high-dimensional space. Compared with polynomial
kernel functions, RBF kernel functions require fewer parameters and are suitable for
handling nonlinearly differentiable data. As the parameter ¢ increases, it has a wider range
of influence on the training set, which leads to a more relaxed decision boundary and
increases the generalization ability of the model.
Its expression is:
X— X ||2

K x) = exp(— 2=

) (28)
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where||-|| is the Euclidean distance, x; is the specified center point, and ¢ is a parameter
representing the width of the kernel function from the center point. The smaller the value,
the wider the range of action, and vice versa.

A unique swarm intelligence technique, initially proposed by Xue et al. [41] in 2020,
replicates the interaction behavior of a bunch of sparrows during the food hunt process.
Using this behavior, the answer to the problem is eventually optimized through continual
exploration and learning.

The core idea of SSA is to regard the search space as an ecosystem. Where each
individual represents a solution, and the total population corresponds to the set of all
viable solutions. Individual sparrows compete with one another in this ecosystem, sharing
knowledge and adapting to the environment to find the optimal answer.

Individuals in SSA are divided into three groups: discoverers, joiners, and predators.
Among them, discoverers are individuals with strong exploratory and innovative abilities
who randomly search for new position vectors and pass on all solutions obtained during the
search to other individuals. The joiners learn and evolve by learning from the experience
of the surrounding individuals to improve their own position vectors. Predators, on the
other hand, have a strong competitive ability, and they choose the position vector of the
individual with the highest fitness value in the neighborhood range to update. The specific
rules are as follows:

1.  Initialize population:

Randomly generate initial solutions according to the dimension and number of indi-
viduals in the search space. Assume there are N sparrow groups in a D-dimensional search
space. The ith sparrow’s position in the search space can be expressed as

Zi=zi,---,Zig, -, ZiD) (29)

where z;; is the position of the ith discoverer in the dth dimension.
2. Discoverer explores new solutions:

The discoverer explores continually and at random for better solutions. Specifically,
in each iteration, the new location of each individual discoverer is calculated using the
following equation:

(H_l) Zl(t) . eXP(_l’“irl;qax)’ R2 < ST

z:." + QL Rz Z ST

ij (30)

wherej=1,2,...,4d,tis current iteration times; zij(t) is the position of ith discoverer in jth
dimension; « is a uniform random number between [0, 1]; Q is a random number of normal
distributions; i, is the maximum number of iterations; and L is a 1 x d dimensional
matrix with all elements equal to 1:

When R; < St, it means that environment is safe at this time and discoverer will forage
here; when R, > St, it means that current environment is dangerous at this time sparrow
goes to safe area for foraging.

3. Joiner updates position:

Joiners receive new solutions provided by discoverers, compare them with their own
existing solutions, and update their own positions with better solutions. Specifically, in each
iteration, for each joiner individual, calculate its new position according to the following

formula:
) 0

zZ —Z.
(1) _ Q-exp(%), i>%

K ng) + zl(jt) — zgﬂ)’ AT L i<

(31)
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where zp(t) and zqrst ") are respectively represent current optimal position and global worst
position occupied by discoverer; A is a 1 x d dimensional matrix whose elements are
randomly assigned 1 or —1; and A* = AT(AAT)~1.

4.  Predator updates position

Predators improve their positions through interaction with other individuals in the
population, gradually occupying dominant positions. Specifically, in each iteration select
part of individuals as predators and calculate their new positions according to the following
formula:

ZI(J?st +B-

t t
7))+ zj0

’ fi > fg
MONNO)
ij worst

t
ij) +A- (W>’ fi=fq

(t+1)
zi].

(32)

where zp,.,;*) is the global optimal position of population at tth iteration; f is a random
number following standard normal distribution; A is a random number following uniform
distribution in [—1, 1] interval; ¢ is a very small constant adding is to prevent occurrence of
denominator f; — f, = 0; f; is current individual fitness; f, is global optimal fitness; and f;, is
global worst fitness.

When f; > f, it means that the sparrow is at the edge of the population and vulnerable
to attack; when f; = f,, it means that the sparrow has discovered danger and needs to move
foraging location.

Since the standard sparrow search algorithm suffers from the lack of population
diversity and the position update result depends on the initial position of the population
during the iterative process, when exploring the solution space, it is easy to fall into
the local optimal solution, and it cannot guarantee finding the global optimal solution.
In contrast, chaotic mapping is a nonlinear dynamical system with a stochastic nature,
which can generate a large number of sequences of random numbers. Chaotic Sparrow
Search Algorithm (CSSA), by introducing the Tent chaotic mapping into the sparrow
search algorithm, can increase the stochasticity in the algorithm. Thus, it helps to avoid
the situation of falling into local optimal solutions and improves the global optimization
capability of the algorithm [42]. The Tent mapping is defined as follows:

Y= { 2(1-y;),05<y<1 (33)

Through Bernoulli transformation, get the formula
Yit1 = (2y;)mod1 (34)

where y; is before the chaotic mapping and y;,1 is after the chaotic mapping.

The detailed flow of the time series prediction model of general aviation insecurity
events based on CSSA-LSSVM is shown in Figure 4.

The specific steps are:

Step 1: Create a time series of general aviation accidents and determine the number of
training and test samples.

Step 2: Initialize the SSA and LSSVM model parameters, including the population size,
the proportion of discoverers to the population, the maximum number of iterations, etc.

Step 3: Initialize the population location distribution using Tent chaos mapping.

Step 4: Calculate the initial fitness f; of each sparrow and find the best and worst
individuals.

Step 5: Update positions of discoverer, joiner, and predator sparrows in sparrow
population, according to Formulas (30)~(32) calculate fitness of new position of sparrows,
and update f; and f,.

Step 6: Determine whether stopping condition is reached; if so, output global optimal
parameters, otherwise go to step 4.

Step 7: Obtain an optimal prediction model and do prediction simulation experiments.
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General aviation accidents time series

v

Initialize SSA and LSSVM parameters

v

Initialization of population location using
Tent chaos mapping

Calculate the fitness of sparrow populations
and find the best and worst individuals

v

Update the location of discoverers, joiners
and predators

Reach the number of iterations?

Prediction using the optimized CSSA-
LSSVM model

STOP

Figure 4. Flow chart of improved CSSA-LSSVM algorithm.

4. Simulation Analysis
4.1. Multi-Timescale Series Nonlinearity Validation

Time series chaos analysis is a common method used to study the behavior of nonlinear
dynamic systems. In our paper, the 0-1 test of chaos identification is used to distinguish
chaotic signals from random noise by determining whether the time series satisfy the
random property. For the multi-timescale sequence of general aviation accidents, the
HM-scale time series is analyzed as an example, and the phase diagram of p(n) with g(r),
as shown in Figure 5, and the change graph of Mc(n) and Dc(n) with time, as shown
in Figure 6.
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Figure 5. HM-scale phase diagram of p(n) with q(n).
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Figure 6. Variation of HM-scale means square displacement Mc(n) and Dc(n).

We can find that the dispersion characteristics of the phase diagram of p(n) with
g(n) conform to Brownian motion, and Mc(n) and Dc(n) both increase linearly with time.
The asymptotic growth rate is K¢ = 0.9981, that is Kc—1, so the HM-scale series has
chaotic characteristics.

Moreover, the phase diagrams of ET-scale and HM-scale, as shown in Figures 7 and 8,
are still consistent with the Brownian motion stochastic characteristics, and the asymptotic
growth rate Kc both tend to 1. As such, the general aviation accident multi-timescale series
have chaotic characteristics.
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Figure 7. ET-scale (a) phase diagram of p(n) with g(n); (b) variation of means square displacement
Mc(n) and Dc(n).
10 8
—DMc
gt —Dc¢
6
6 L
) (]
o 4 % 4
=
2 L
2
0 L
5 0
-8 -6 s ¢ 2 0 20 40 60 80 100 120
Pg n

(b)

Figure 8. EF-scale (a) phase diagram of p(n) with g(n); (b) variation of means square displacement
Mc(n) and Dc(n).

The phase space reconstruction is performed by calculating the embedding dimension
m and the delay time 7, and the Lyapunov exponent is calculated to determine the chaotic
properties of the time series. The i — y(i) function is displayed using multi-timescale data.
In addition, after fitting with the least squares approach, the slope of the line equals the
time series” maximum Lyapunov exponent, as shown in Figure 9.

The maximum Lyapunov exponents of time series at multi-timescales are all positive,
proving that general aviation accident time series exhibit chaotic properties. The high
complexity and irregular characteristics exhibited by the time series of general aviation
accidents come from their inherent nonlinear dynamic system, which makes them very
sensitive to small changes in initial value conditions. Although the complexity of time
series and extreme sensitivity to initial values make it difficult to predict their future
accurately, short-term prediction is possible. The use of time series analysis techniques can
help identify these patterns and trends and predict future trends.
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Figure 9. Maximum Lyapunov Exponent fitting curve diagram (a) HM-scale; (b) ET-scale; (c) EF-scale.

4.2. Multi-Timescale Series Predicting Simulation Analysis

In our study, we utilize the modified Chaotic Sparrow Search Algorithm (CSSA) to
optimize the parameters of LSSVM. The CSSA-LSSVM model is established and verified
through simulation. Set the parameters of CSSA-LSSVM: population size NP = 5, number
of iterations T = 100, parameters St = 0.8, and discoverer ratio of 0.2. Taking the general
aviation accident series data set as an example, 80% of the data in the time series is used
for training, and the remaining 20% of the data is used to form a test set to simulate and
predict multi-timescale series experiments. The results show that after 3-5 iterations of
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Iterative curve

the heuristic method, the model could reach stability, and the prediction effect is good,
as shown in Figure 10. This indicates that the improved sparrow search method has a
promising future to optimize SVM parameters. As illustrated in Figure 11, the predicted

outcomes are compared to the real numbers.
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Figure 11. Time series prediction results based on the CSSA-LSSVM model.

Take the HM-scale as an example to demonstrate the effectiveness and superiority of
the CSSA-LSSVM prediction model. The model proposed in our study is compared with
the models optimized by other intelligent algorithms (including: SSA-LSSVM, GA-LSSVM,
PSO-LSSVM) and the conventional time series prediction models (including LSSVM, CNN,
ANN, LSTM, ARIMA, and Holt-Winters models). The prediction results are shown in
Table 2. When calculating the error analysis, the normalization step is omitted to save time
and complexity since the data have the same magnitude and are all in the same magnitude

range between 0 and 150.
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Table 2. Errors in the prediction results of HM-scale accident series.

Prediction Model RMSE MAE R2
CSSA-LSSVM 8.10 6.12 0.88
SSA-LSSVM 8.62 6.24 0.88
GA-LSSVM 8.79 6.42 0.87
PSO-LSSVM 8.96 6.28 0.88
LSSVM 9.10 5.03 0.86
CNN 10.31 7.30 0.80
ANN 11.68 9.67 0.73
LSTM 14.26 11.71 0.49
ARIMA 20.62 17.67 0.01
Holt-Winters 27.23 21.61 —0.80

To compare the prediction impacts of the models, the Root Mean Square Error (RMSE),
Mean Absolute Error (MAE), and correlation coefficient (R?) metrics were determined. The
CSSA-LSSVM model developed in this study is found to be closer to the real data than other
models, and its prediction performance is greatly enhanced. It achieves state-of-the-art
results in the field of general aviation accident time series prediction in the dataset utilized
in our research.

By comparing the prediction of time series at different scales, it is found that the predic-
tion error gradually decreases as the timescale granularity decreases, but the fitting effect
of the prediction results shows a tendency to initially grow and then reduce. Specifically,
when the time granularity decreases to a certain degree, the fitting effect of the prediction
results becomes better and the R? value increases. However, when the time granularity
continues to decrease, the fitting effect of the prediction results decreases, and the R? value
decreases. The calculation results are shown in Table 3.

Table 3. Multi-timescale series prediction result error.

Timescale RMSE MAE R2
EF-scale 3.43 2.34 0.88
ET-scale 5.22 3.72 0.91

HM-scale 8.10 6.12 0.88

This experimental conclusion indicates that the model may have overfitting problems
on the training data, and it is important to choose the appropriate time granularity in the
prediction process. In the prediction of large-scale time granularity (HM-scale in our study),
it frequently faces the problem of insufficient peak prediction and produces undesirable
outcomes. In their investigation of the fluctuation of flight flow, Zhang et al. [43] shown
that the long time granularity is not particularly important for prediction due to the effect
of chaotic characteristics. In contrast, there is insufficient sensitivity to quick fluctuation
situations in the prediction of small-scale time granularity (EF-scale in our study), resulting
in lower prediction accuracy. Yu et al. [7] demonstrated in their study of chaos analysis
and prediction of airplane accidents that the smallest time granularity does not guarantee
the best prediction results. However, at intermediate scales, the prediction model is able
to better balance these two aspects, improving the accuracy of the predictions. In the
experiments of this study, the fitting accuracy is better at the ET scale, which can well reflect
the nonlinear characteristics of the time series of general aviation accident.

5. Conclusions

To better understand the characteristics of general aviation accidents, our study an-
alyzes multi-timescale historical statistics of general aviation accidents. On the basis of
machine learning, a chaotic sparrow search Least Squares Support Vector Machine predic-
tion model is suggested. The main conclusions of our research are as follows:
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(1) The residual parts of the decomposition show the apparent randomness and irregular
oscillations of the general aviation accident time series. As a consequence, the nonlin-
ear characteristics of the time series have been investigated in this study. The 0-1 test
shows that the phase diagram possesses Brownian motion features, and the Lyapunov
exponent is positive at all three timescales. Both prove that the multi-timescale series
of general aviation accidents show a chaotic pattern. With a decreasing timescale,
there is no substantial change in time delay, embedding size, or maximum Lyapunov
exponent.

(2) The parameters of the LSSVM model are optimized by the chaotic sparrow search
algorithm, and the prediction method of the CSSA-LSSVM model is proposed. The
experimental simulation prediction effect is quantified and analyzed with the root
mean square error (RMSE), mean absolute error (MAE), and correlation coefficient
(R?). Compared with the original LSSVM model, the proposed CSSA-LSSVM model
has obvious advantages and shows higher prediction results in simulation experi-
ments. The accuracy of RMSE, MAE, and R?is significantly improved in these three
performance evaluations.

(3) By comparing with other conventional time series prediction algorithms, the CSSA-
LSSVM model is superior to them in terms of lesser errors, faster iterative convergence,
and better fit. In addition, by comparing the prediction effect over different timescales,
the prediction error is shown to be lower at a smaller timescale (EF-scale), showing
that dividing the general aviation accident time series into fine-grained subseries
benefits accurate prediction. While the timescale with the most accurate fit is ET-scale,
indicating that the smallest granularity is not the best, the performance of multiple
granularities must be examined to discover the optimal value.

In conclusion, the research conducted in our study on the multi-timescale series of
general aviation accidents demonstrates the inherent chaotic characteristics of the accident
time series. This provides tools for time series analysis of general aviation accidents, which
may be utilized for predicting general aviation accidents in the short term and serve as a
reference for general aviation safety situational awareness and monitoring. The chaotic
characteristics of accidents can help us better comprehend the time series patterns of
accident occurrence. This helps practitioners in the industry grasp the complexities and
suddenness of accidents. It also helps in the selection of a suitable temporal granularity for
future time series prediction. Practitioners in the industry can identify risks and trends from
the beginning by analyzing the multi-timescale series of general aviation accidents. It gives
vital information for accident prevention, allowing practitioners to take appropriate steps
to mitigate the possibility of accidents as soon as feasible and construct more accurate and
effective security procedures, consequently improving overall safety. Studies on accident
time series prediction help identify risk patterns and periods of time. They can be used
as a reference for time series accident monitoring to offer early warning of significant
risk periods. In the future, studies could possibly subdivide distinct types of accidents,
improve prediction results, and provide theoretical guidelines for general aviation safety
risk management.
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