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Abstract: The flight arrival scheduling problem is one of the critical tasks in air traffic operations,
aiming to ensure that the flight arrive in the correct sequence safely. Existing methods primarily
focus on the terminal area and often overlook the presence of training flight at the airport. Due to
the limited generalization of traditional methods and varying control practices at different airports,
training flight at airports still rely on manual control for arrival sorting. To effectively address these
issues, we propose a novel method for slot allocation that leverages the strong reasoning capabilities
and generalization potential of large language models (LLMs). Our method conceptualizes the
dynamic scheduling problem for training flight as a language modeling problem, a perspective not
previously explored. Specifically, we represent the allocator’s inputs and outputs as language tokens,
utilizing LLMs to generate conflict-free results based on a language description of requested landing
information and assigned training flight information. Additionally, we employ a reset strategy
to create a small dataset for scenario-specific samples, enabling LLMs to quickly learn allocation
schemes from the dataset. We demonstrated the capability of LLMs in addressing time conflicts by
evaluating metrics such as answer accuracy, conflict rate, and total delay time (without the wrong
answer). These findings underscore the feasibility of employing LLMs in the field of air traffic control.

Keywords: LLMs; supervised fine-tuning; arrival scheduling; language modeling

1. Introduction

The flight arrival scheduling problem aims to allocate landing slots to flight based
on preset rules and determine their actual arrival times, ensuring both the safety of the
flight and the efficiency of airport operations. Different runway occupancy times and
safe separation distance for each flight type (i.e., light, medium, and heavy plane) make
it challenging to assign arrival sequences effectively. An unreasonable assignment can
negatively impact airport resource utilization, increase flight delays, and even lead to flight
plan cancellation. Therefore, it is crucial to develop a dynamic scheduling method that
could reduces flight delays and ensures the orderly landing of flight [1,2]. This challenge
has garnered significant attention from scholars both domestically and internationally.

Currently, due to the influence of wake vortices and route crossings, most small and
medium-sized airports utilize only a single runway for landing at the same time [3,4]. The
efficient utilization of runway resources is critical for the implementation of flight plans.
Conflicts between standard terminal arrival routes (STARs) [5] greatly impact the safety
and efficiency of training flight’s landing when departing from the airspace. Furthermore,
the slow development of air traffic control systems and regional differences in small
and medium-sized airports have hindered the implementation of Airport Collaborative
Decision Making (A-CDM) and flight schedule monitoring [6]. Consequently, most small
and medium-sized flights still rely on manual scheduling, which is time-consuming and
prone to errors.
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The flight arrival scheduling problem is classified as NP-hard [7], meaning that the
complexity of finding an optimal solution grows exponentially with the problem size. This
inherent complexity poses significant challenges for real-time or near-real-time optimiza-
tion, as computational resources and time constraints limit the feasibility of exact solutions.
As a result, practical approaches often focus on identifying near-optimal solutions within
reasonable time frames.

Among these approaches, reinforcement learning (RL) has gained attention as a
promising method due to its ability to learn from dynamic environments and adapt schedul-
ing decisions based on feedback. However, despite its potential, RL still faces significant
challenges when applied to flight scheduling. These challenges include fixed action, the
requirement for extensive training time, slow convergence rates, and difficulties in gener-
ating high-quality solutions. These limitations hinder the practical application of RL in
scenarios demanding reliable scheduling adjustments.

To address these challenges, this article proposes a novel approach to flight arrival
scheduling utilizing supervised fine-tuning of LLMs. This approach enables the LLM to
learn arrival scheduling rules from a given dataset, requiring minimal data and time for
completion. The main contributions of this article are as follows:

1. By using a reset strategy [8,9] to simulate the reinforcement learning training process,
a fine-tuning dataset is produced. This method effectively simulates rule-based slot
conflict scenarios, reducing the production costs and fine-tuning time;

2. This article represents the first instance in the industry of applying LLMs to solve the
arrival scheduling problem by converting it into a language modeling problem. By
leveraging historical scheduling data, the LLM can learn control habits, thus paving a
new path for the application of LLMs in this industry;

he rest of the paper is organized as follows: In Section 2, we review the related work,
including arrival slot allocators and the application of LLMs in arrival sequencing. In
Section 3, we outline the methodology, covering problem definitions, the slot allocator as
a language model, supervised fine-tuning, and the conflict resolution process. Section 4
details the experiments, including dataset generation and assessment methods. Finally,
Section 5 concludes the paper and suggests directions for future work.

2. Literature Review
2.1. Arrival Slot Allocator

The problem of flight arrival sequencing has existed for a long time. Many scholars
have been studying the scheduling problem of arrival sequencing conflicts [10–12]. Two
commonly used methods to address the problem of arrival sequencing conflicts are FCFS
and priority-based dynamic scheduling. FCFS is a static scheduling method that prioritizes
flight based on their order of arrival. Due to its simplicity and early adoption in flight
scheduling, FCFS serves as a baseline control group in flight arrival experiments. Priority-
based scheduling dynamically, on the other hand, dynamically adjusts the arrival order
according to the priority of specific scheduling rules [13]. This is a constrained dynamic
scheduling process, such as shortest remaining time first (SRTF) [14], fairness priority, etc.,
solved by various algorithms, including genetic algorithms [15–17], particle swarm algo-
rithms [18–20], fish swarm algorithms [21,22], and reinforcement learning algorithm [23,24].
For instance, Phillips et al. used linear programming relaxations to minimize the mean
arrival time [25], while Ming Wei et al. proposed a multi-objective mixed integer linear
programming model to maximize flight delays under different runway usage patterns [26].
Hu X B designed a binary-based genetic algorithm to minimizing the total delay time [27].
Androutsopoulos et al. aims for delay fairness within a limited displacement range and
optimized flight delay displacement size [28]. Kaiquan Cai et al. utilized the multi-agent
reinforcement learning algorithms to explore the connection between delay fairness and
total delay time [29], though this method requires substantial training time and data.

In this study, we leverage the generalization and inference capabilities of LLMs to
address the scenario of unordered arrivals from different airspaces with a relatively small
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dataset, This approach not only assists in slot arrangement but also enables the LLM to learn
conflict-free strategies by introducing a reasoning mechanism as part of the fine-tuning
process. Additionally, fine-tuning requires only a short period of time and exhibits good
stability and efficiency.

2.2. LLM on Arrival Sequence

LLMs such as ERNIE [30], LLaMa [31], etc. were capable of understanding and
generating human language, performing tasks such as text summarization, question an-
swering, translation, and generative writing, which presents potential and challenges
for various industries. More and more scholars are using LLMs for relevant research,
such as Jiageng Mao et al. ([32]) using LLMs in the field of autonomous driving to
enhance the generalization and explainability of autonomous driving in new scenarios.
Thirunavukarasu ([33]) et al. utilized LLMs to explore their application in healthcare set-
tings, aiming to improve efficiency and effectiveness in clinical, educational, and research
work in medicine. Zhang, Q, et al. ([34]) used LLMs to reconstruct flight trajectories based
on ADS-B data, which opens up numerous opportunities for LLMs in the field of air trans-
portation. Abdulhak S ([35]) utilized LLMs to optimize Ground Delay Programs (GDPs)
by training CHATATC on extensive historical GDP data from 2000–2023, showcasing the
transformative potential of LLMs in refining strategic traffic flow management. Jimmy
Thatcher ([36]) utilizes artificial intelligence, LLMs, and advanced analytics to reduce the
emission footprints and costs linked to helicopters for regional oil operations, while enhanc-
ing productivity, safety, and efficiency. Wang ([37]) used AviationGPT, built on open-source
LLaMA-2 and Mistral architectures and trained on curated aviation datasets, to address the
problem of effectively utilizing complex, unstructured text data in the aviation industry.
This solution improves Natural Language Processing (NLP) performance, enabling better
handling of diverse tasks and enhancing the efficiency and safety of National Airspace
System (NAS) operations.

In this paper, the authors address the arrival sequence problem by reformulating it
as a language modeling problem and solve the allocation problem of the arrival slot by
fine-tuning, focusing on dynamic scheduling and being able to adjust the allocation of
the approach slot in real-time. In contrast to the advanced actions set by reinforcement
learning to specify the delay time of the flight, LLMs can learn the dynamic deployment of
the flight queue entirely. The results of arrival slot scheduling are represented as multiple
sets of numerical results for approach time slot allocation. This poses a significant challenge
for the large language models, as they need to effectively demonstrate their numerical
reasoning and planning capabilities in air traffic control.

3. Methodology

In this subsection of this paper, the authors define the problem of arrival scheduling,
formulate the arrival scheduling issue as a language modeling process, discuss the applica-
tion of supervised fine-tuning (SFT), and introduce the process of conflict resolution.

3.1. Problems Definition

To facilitate model presentation, all definitions and notations used hereafter are sum-
marized in Table 1.

Arrival scheduling is to allow flights to take off in an orderly manner according to
safe time intervals, which could be represented by using the time slot. It is necessary to
ensure the order and low delay of training flight and the high efficiency of airport operation
with different flight’s types, different wake turbulence vortex, and different airspace.The
constraints are as follows:

• The time for the flight to complete the training is known;
• The flight flies at a constant speed;
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Table 1. Parameters and variables in the proposed model.

Indices:

i, j Index for a flight
t Index for time slot

Sets:

F Set of all flights that have completed the training task
Ti Set of time slots for flight i, {TStart, TEnd}

Slotin f o Set of information related to the flight’s training completion
SlotHistory Set of historical time slot information provided to the large language model
SlotResults Set of actual time slot allocations by LLMs

Parameters:

tr
i Slot requested by flight i

ta
i Actual slot allocated to flight i

tT
i Scheduled time for flight i considering wake vortex constraints

CT Safe time interval constant between different flight types
KT Safe wake vortex time interval between two adjacent flights

TStart Start time of the airport operating period
TEnd End time of the airport operating period
FID ID of the flight

Ftype Type of the flight
Frequest_slot Application for the time slot when the flight completes the training
Freal_slot Real allocated time slot for the flight

Fdelay Delay time, difference between the requested and actual allocated time
Epdone Flag to clear historical time slot information and key to data slicing for LLMs

Decision Variables:

St Decision variable indicating whether time slot t is occupied
Fi Information set for each flight in the results, including ID, type, requested slot,

real slot, delay, and Epdone

The objective function for arrival scheduling is as follows:

min Z = ∑
i∈F

ta
i − tr

i (1)

The constraints are as follows:

∑
i,j∈F

ta
i − ta

j > CT (2)

∑
i,j∈F

tT
i − tT

j > KT (3)


∑

t∈Ti

St = 1

∑
i∈F

ta
i − tr

i ≥ 0

Ti = {TStart, TEnd}, i = 1, 2, · · · , m

(4)

St =

{
1, if slot t is assigned
0, if slot t is free

(5)

Equation (1) is the minimum total delay time for the training flight. Equation (2) is
the safe time interval constraint between two adjacent flights. Equation (3) is the safe time
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interval of the wake vortex constraint between two adjacent flights. Equation (4) is the
validity constraint of time slot arrangement.

The time slots utilized for the arrival sequence are illustrated in Figure 1, depicting
the flight returning from the airspace and arriving in accordance with the standard arrival
procedure. Equidistant time nodes are set along the return route with intervals of 1 min,
and the flight completing the task would follow the landing guidance according to the
assigned slot, as depicted by the two blue flight in the image. Different types of flight need
to undergo safety inspections at assigned time slot nodes based on flight time interval
constraints. For example, green flights and red flights return from their respective airspaces
at the same time. Airspace A only takes four minutes to reach the waypoint intersection,
while airspace B takes five minutes. If the safe time interval required by the green flight in
airspace A exceeds 1 min, the two flights will conflict at this time and result in delays.

Figure 1. Safety Slot Interval Diagram. The safe time interval division forms the foundation of
arrival sorting. This figure illustrates the division of slot points along the planned route from the
airspace exit point to the airport. These slot points are categorized into: optional timeslot, which
require application based on occupancy status; assigned timeslot, already taken by other flights;
conflict timeslot, which do not meet the safe time interval criteria relative to assigned timeslot; and
unoccupied, free timeslot.

3.2. Slot Allocator as Language Modeling

The key to this section is how to reformulate the arrival scheduling problem as a
language modeling problem. Features are extracted from the training flight’s information
to construct the language model for the time slot problem as shown in Figure 2. The feature
vector of the model inputs is represented as follows:

Input =
{

Slotin f o, SlotHistory

}
(6)

Slotin f o =
[

FID, Ftype, Frequest_slot, Epdone
]

(7)

The provided contextual text for the large language model SlotHistory is as follows:

SlotHistory =
[

FID, Ftype, Frequest_slot, Epdone
]

(8)

The feature vectors of the large language mode output are represented as follows:

SlotResults = [F1, F2, F3, . . . , Fn, Fn+1] (9)

Fi = [FID, Ftype, Frequest_slot, Freal_slot, Fdelay, Epdone], Fi ∈ SlotResults (10)

Equation (6) represents the input feature vector of the large language model.
Equation (9) represents the output feature vector of the large language model. Equation (8)
will be used as the input feature vector of the large language model in next epoch.
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Figure 2. Prompt of Language Modeling. The prompt outlines the assistant’s message, tasks, rules,
and the inputs and outputs that help achieve its objectives.

3.3. Supervised Fine-Tuning

SFT (Supervised Fine-Tuning) is a technique used in deep learning, particularly in the
field of refining large pre-trained models, that aims to adapt pre-trained models to specific
tasks or datasets by adjusting model parameters guided by labeled data. By leveraging
pre-trained model knowledge and features, SFT reduces training costs and time compared
to training models from scratch.

In this paper, the authors select three LLMs as mutual controls, respectively, the ERNIE
Lite, LLAMA-2, and BLOOMZ, and the mixed linear integer programming (MILP) training
data are utilized as the sample dataset for the fine-tuning. The fine-tuning parameters are
shown in Table 2.

Table 2. Fine-tuning parameters table.

Training Method Epoch Learning Rate Data Splitting

Full Refresh 3 0.00003 10%

Training method: The parameters of the large model fine-tuning are set for full
updates, offering greater adaptability to specific task training compared to LoRA (Large
Offsite Recloning Activation). LoRA, in contrast, concentrates on updating only a subset of
model parameters while maintaining the rest unchanged, leading to improved efficiency
and fine-tuning feasibility, particularly in resource-constrained environments.

Epoch: Epochs refer to the number of times the entire dataset is passed forward and
backward through the neural network during training, which is selected based on the size
of the training data and changes in the loss function.

Learning Rate: The learning rate determines the step size at which the model parame-
ters are updated during training. A smaller learning rate like 0.00003 indicates slower and
more cautious updates, which can be beneficial for fine-tuning large pre-trained models
without causing drastic changes that may disrupt their learned representations.

Data splitting: By splitting 10% of the fine-tuning dataset as a validation dataset,
which serves as an objective baseline in the fine-tuning process, the model’s performance,
such as accuracy, precision, and recall, is quantified by comparing the model’s predicted
results with the expected results on other evaluation data. The evaluation dataset not only
assists in assessing the model’s predictive and generalization capabilities but also helps to
prevent overfitting.
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3.4. Conflict Resolution Process

The conflict resolution process includes conflict detection, conflict adjustment, and
safe time interval judgment.

Conflict detection: Conflict detection is the initial phase in the conflict resolution pro-
cess, mainly based on the initial scheduling request information and historical information.
The goal is to identify situations where multiple flight request the same time period. For
example, if flight A and B apply for the same slot simultaneously, it will cause a scheduling
conflict. During this phase, all conflict situations are identified and logged.

Conflict Adjustment Once a conflict is detected, conflict adjustment follows. Adjust-
ments are handled based on the type of flight and its priority. Flights with higher priority
remain on the current schedule, while flights with lower priority are adjusted to other time
slots. The adjustment principle is to minimize delays. For instance, since the time gap
required behind a heavy flight is usually longer than that behind a small flight, priority
may be given to keeping the small flight in the original time slot while the heavy flight
is adjusted.

Interval Judgment: The final phase is to judge the safe time interval. The goal is to
ensure that the adjusted scheduling plan meets the preset safe time interval. At this stage,
the new sequencing results are evaluated to ensure that all flight arrival intervals are within
safe limits.

As depicted in Figure 3, both flight A and B request the same time slot t1 concurrently,
resulting in a detected conflict. Prioritizing flight A to maintain its current schedule incurs
less delay compared to accommodating flight B, as the time gap required behind a heavy
flight is typically longer than that behind a light one, aligning with the preset safety time
intervals. Following conflict adjustment, the revised arrival sequence is ACB and the time
slot is t1t2t3, with the time slot scheduled to t1t2t4 accordingly to adhere to the preset safety
time intervals.

Figure 3. Slot Conflict Allocator Process Diagram. The process mainly shows the algorithmic part
of the fine-tuning dataset and validation dataset production, including conflict detection, conflict
adjustment, and safe time interval judgement, and the process of data change.
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4. Experiment
4.1. Dataset Generation

The simulation created an airport and several surrounding hypothetical airspaces.
For example, the training flight flies into airspace according to a custom plan. When it com-
pletes the task and returns from the airspace, the simulation software
BlueSky-simulator==2022.12.22 calculates the time needed for the training flight to
return from its current position to the merge point in different airspaces. This time is
regarded as the requested time of the training flight, and the return information is sent
to the sorting decision-making end in the language modeling input format to obtain a
conflict-free solution, as shown in Figures 4 and 5.

Figure 4. Sorting Verification Flow Chart. The sequencing decision-making process primarily
involves replacing the arrival sequencing time decision-making component of the flight simulation
with decision-making driven by LLMs. The aircraft return application information is processed and
transmitted to the LLM, which then provides decision-making results. This information is extracted
from the text by the flight simulation system, and based on the decision, delays are assigned to the
pre-set waypoints accordingly.

To ensure the generalization of the LLM allocator so that it can quickly learn the
deployment rules and efficiently deploy the total flight plan, this study employs a reset
strategy to conduct conflict simulations for different flight types and time slot allocation
scenarios. These scenarios mainly target three categories: cross-time scenarios, safe interval
scenarios, and minimize delay scenarios.

Cross-time scenarios: A significant consideration is the handling of cross-time scenar-
ios. For instance, if a conflict occurs at 8:59, the LLM might erroneously schedule the flight
to 8:62. Since this timing is not valid, it is crucial to perform targeted simulations for flight
time slots that span across time boundaries to ensure realistic and feasible scheduling.

Safe interval scenarios: In the realm of arrival scheduling, adherence to safety time
intervals is paramount to ensuring orderly and conflict-free sequences. To facilitate clear
comprehension by the LLM, predefined safe time interval constraints must be established
for various types of flight. For instance, between small and medium-sized flight, if a small
flight is assigned the 9 o’clock time slot, subsequent flight must maintain a minimum safe
time interval of 1 min after the small flight, and a minimum safe time interval of 2 min after
medium-sized flight, and so forth.
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Figure 5. Flight Simulation Schematic. This schematic diagram represents the entire flight simulation,
using two colors to indicate the aircraft’s state. Upon completing the flight training mission, the
aircraft returns by following preset segments. The merge point of the return path set the different
waypoints at the various distances circle is to absorb delay times.

Minimize delay scenarios: According to the established mathematical model, the
resequencing of training flight for arrival not only needs to consider safe time interval
constraints but also aims to minimize delay. Flight simulations are required to simulate
scenarios where different flight types apply to the same slot. For example, when both small
flight A and medium-sized flight B request to occupy the same time slot, the delay caused
by A assigning the slot versus B assigning it is not equivalent. As shown in Figure 6, LLMs
are capable of determining whether the existing time slot allocation needs adjustment based
on the prompt information and providing the adjusted result. If the dataset is made from
FCFS, just like in Figure 6b, the total delay is higher than the MILP like in Figure 6a.

The number of arriving flight at the airport each day exceeds 30, but the slot conflict
scenario encountered by these 30 flights may not be ideal. To minimize the time and
economic costs associated with fine-tuning, this study did not set the reward function.
Instead of the exploration strategy, a reset strategy pair was used. By utilizing the ’epdone’
parameter of the reset strategy to set specific conflict scenarios, the conflict situations faced
in the flight plan are modeled more precisely.

The representative conflict data is filtered and datasets are created based on the
designed scenarios. The historical data gradually accumulates until it is cleared when the
Epdone parameter is true, as shown in the Figure 7 below.
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(a) (b)
Figure 6. Minimize delay scenarios. Different scenarios result in different delay outcomes, with
results derived using FCFS as the fine-tuned dataset in (a) and MILP as the fine-tuned dataset in (b).

Figure 7. Reset strategy Diagram. During the fine-tuning process, a reinforcement learning training
strategy is used to extract flight arrival conflict scenarios, and during the training process, the LLM
stores assigned time-slot information based on predetermined end-of-round markers, and all training
enhances the cognitive memory and reasoning ability of the large model gradually.

4.2. Assessment

The preliminary evaluation of the LLMs was carried out after the end of SFT, and the
results are shown in Table 3.

Table 3. Preliminary evaluation of MILP.

Model Accuracy F1 Score BLEU-4

ERNIE-Lite 61.04% 99.82% 99.55%
LLaMa-2 57.14% 99.31% 98.51%
BLOOMZ 48.05% 99.01% 97.88%

Accuracy in Table 3 indicates the degree to which the answers from fine-tuned LLMs
are the same as the answers from MILP with the same input consisting of flight information
and historical information. The F1 score is the reconciled average of the precision and
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recall in the answers given by the large language model, ignoring the stop words. BLEU-
4 is commonly used for the generative class of tasks such as machine translation/text
summarization in NLP evaluation metrics, which represent the weighted average precision
rate between the generated results and the labeled results.

It is evident that the accuracy, F1 score, and BLEU-4 score of ERNIE-Lite after SFT
exceed those of the other two large models, standing at 61.04% accuracy, 99.82% F1 score,
and 99.55% BLEU-4 score. To further test the ability of the large language model to
accomplish the arrival sequencing task after SFT, the authors use the eval dataset, which is
the same as that of the preliminary evaluation, to compare the differences between LLMs
and MILP alongside FCFS methods. Among the results of 78 sets of conversations with
LLMs, the comparison results between LLMs and MILP are illustrated by the conflict rate,
the correctness rate, and the total delay without wrong conversation (TDW), as shown in
Table 4 below.

Table 4. Comparison of methods.

Method Conflict Rate Correctness Rate
TDW

LLM FCFS MILP

ERNIE-Lite 35.3% 64.7% 478 230 188
LLAMA-2 23.17% 76.83% 423 453 372
BLOOMZ 21.95% 78.05% 449 466 382

In Table 4, it is observed that the BLOOMZ, after being fine-tuned, exhibits a sorting
conflict rate of 21.95% and an answer accuracy rate of 78.05%. The learning effect is better
than LLaMa-2 and ERNIE-Lite, despite the preliminary accuracy rate being only 48.05%.
The difference mainly comes from some of these data being inconsistent with the expected
results, such as the sort orders AB and BA, which adhered to the safe interval rule and were
also judged to be wrong in the first evaluation.

The performance of ERNIE-Lite falls short compared to LLaMa-2 and BLOOMZ
in terms of processing ability and learning capability for complex arrival sequencing
problems, as indicated by the total delay time (excluding conflicting conversation re-
sults)/FCFS/MILP indicators, which reflect the complexity of the conflict.

This discrepancy arises from the inconsistency in the order of questions answered
incorrectly by LLMs. For instance, among 78 dialogues, ERNIE might misinterpret the 1st,
13th, and 17th dialogues, while BLOOMZ might err on the 2nd, 27th, and 68th dialogues.
Such variations stem from the differing complexity of conversation data concerning time
slot conflicts, thus impacting the TDW differently for each model.

Consequently, the authors filtered out incorrectly answered questions by the LLMs and
then calculated the TDW values of various methods. TDW evaluates the LLMs’ learning
ability for conflict resolution via the numerical ratio of LLM/FCFS/MILP. Higher TDW
values of FCFS and MILP indicate more intricate scenarios for correct conflict resolution by
the LLMs. If the TDW numerical values produced by LLMs are closer to those obtained by
the MILP method for the dataset, it indicates that the learning performance of LLMs on the
dataset is better.

5. Conclusions and Future Work

In this paper, we proposed a method using SFT to address time slot conflicts, demon-
strating the feasibility of employing LLMs as a tool for resolving scheduling challenges in
air traffic control. The results suggest that LLMs can provide a more flexible, data-driven
solution for flight scheduling. However, the current performance of LLMs remains similar
to basic methods such as FCFS, indicating substantial potential for further enhancement.

LLMs distinguish themselves from rule-based and data-driven methods by leveraging
natural language processing to construct knowledge models. This unique capability enables
LLMs to manage intricate scheduling tasks more effectively, positioning their use in arrival



Aerospace 2024, 11, 813 12 of 14

sequencing as a significant step toward broader applications in air traffic control and other
complex fields. Nevertheless, LLMs also have notable limitations, including high compu-
tational requirements, slower real-time response compared to traditional algorithms, and
the risk of generating inaccurate or misleading outputs (hallucinations). These challenges
highlight the need for ongoing research to improve the real-time performance and reliability
of LLMs, ensuring they can meet the demands of dynamic, high-stakes environments.

Future research could focus on further exploring and developing the potential of
fine-tuned LLMs in air traffic control, particularly in the following areas:

1. How to improve the LLMs’ ability to sort the large number of flights when facing the
time conflict problem? Through experiments, we can see that the ability of the large
model to solve the problem of arrival deployment is only close to FCFS, and there is
huge room for improvement.

2. Complex arrival scheduling conditions need to take into account flight delay predic-
tion [38], airline crew scheduling [39], fuel consumption [40], flight maintenance [41],
aircraft performance, and others. How to leverage LLMs to act as an arrival scheduler
in complex situations? This is the main direction of future research.
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