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Abstract: The geometric correction of thermal infrared (TIR) orthophotos generated by unmanned
aerial vehicles (UAVs) presents significant challenges due to low resolution and the difficulty of
identifying ground control points (GCPs). This study addresses the limitations of real-time kinematic
(RTK) UAV data acquisition, such as network instability and the inability to detect GCPs in TIR
images, by proposing a method that utilizes RGB orthophotos as a reference for geometric correction.
The accelerated-KAZE (AKAZE) method was applied to extract feature points between RGB and
TIR orthophotos, integrating binary descriptors and absolute coordinate-based matching techniques.
Geometric correction results demonstrated a significant improvement in regions with stable and
changing environmental conditions. Invariant regions exhibited an accuracy of 0.7~2 px (0.01~0.04),
while areas with temporal and spatial changes saw corrections within 5~7 px (0.10~0.14 m). This
method reduces reliance on GCP measurements and provides an effective supplementary technique
for cases where GCP detection is limited or unavailable. Additionally, this approach enhances time
and economic efficiency, offering a reliable alternative for precise orthophoto generation across
various sensor data.

Keywords: UAV; TIR; RGB; GCP; geometric correction; AKAZE

1. Introduction

The rapid development of unmanned aerial vehicle (UAV) technology has enabled
the generation of high-resolution orthophotos for various applications, including geomat-
ics and remote sensing [1,2]. UAV-based photogrammetry offers significant advantages
over traditional methods, particularly in areas that are difficult to access or that cover
large geographical regions [3,4]. Conventional aerial or satellite-based image acquisition
methods, while useful for wide-area mapping, have limitations in terms of cost, time, and
resolution [5–7]. In contrast, UAVs can be deployed quickly and repeatedly to capture
high-quality images, making them an ideal tool for generating orthophotos in diverse
environmental conditions [8].

However, a major challenge in UAV-based photogrammetry, especially when using
thermal infrared (TIR) sensors, is achieving accurate geometric correction [9]. Unlike
RGB imagery, where ground control points (GCPs) can be easily identified, TIR images
suffer from low resolution and difficulty in detecting GCPs due to the nature of thermal
data [10,11]. This often results in geometric distortions that reduce the accuracy of the
orthophotos. Although real-time kinematic (RTK) UAVs have been employed to improve
positional accuracy, they can be unreliable in environments with network instability, making
it challenging to acquire precise location data [12–14].

Previous studies have primarily focused on correcting geometric distortions in RGB
orthophotos using relative and absolute coordinate methods [15,16]. However, there is
limited research on geometric correction between multi-sensor orthophotos, particularly
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between TIR and RGB images. TIR images present unique challenges due to their low
resolution and sensitivity to environmental factors such as time and temperature variations,
which complicate feature matching and geometric correction.

Thus, this study aims to address these challenges by exploring a novel approach that
uses RGB orthophotos as reference images for the geometric correction of TIR orthophotos.
The method focuses on extracting and matching feature points between the two image
types using the accelerated-KAZE (AKAZE) method, integrating binary descriptors and
absolute coordinate-based matching techniques to achieve high accuracy in geometric
correction, even in regions with significant temporal and spatial changes.

2. Materials

Figure 1 shows the overall research flow chart, which outlines the main steps followed
in this study. Each step in the flow chart represents a critical phase of the research, ensuring
the accurate geometric correction of TIR orthophotos using RGB reference images.

Aerospace 2024, 11, x FOR PEER REVIEW 2 of 26 
 

 

limited research on geometric correction between multi-sensor orthophotos, particularly 
between TIR and RGB images. TIR images present unique challenges due to their low 
resolution and sensitivity to environmental factors such as time and temperature varia-
tions, which complicate feature matching and geometric correction. 

Thus, this study aims to address these challenges by exploring a novel approach that 
uses RGB orthophotos as reference images for the geometric correction of TIR orthopho-
tos. The method focuses on extracting and matching feature points between the two image 
types using the accelerated-KAZE (AKAZE) method, integrating binary descriptors and 
absolute coordinate-based matching techniques to achieve high accuracy in geometric cor-
rection, even in regions with significant temporal and spatial changes. 

2. Materials 
Figure 1 shows the overall research flow chart, which outlines the main steps fol-

lowed in this study. Each step in the flow chart represents a critical phase of the research, 
ensuring the accurate geometric correction of TIR orthophotos using RGB reference im-
ages. 

 
Figure 1. Illustrates the flow chart of the entire process, from data collection to result evaluation. 

2.1. Study Area and Equipment 
Four research sites were selected for investigation in this work. Study area A is lo-

cated in Yongchon-ri, Toseong-myeon, Goseong-gun, Gangwon-do in South Korea (lati-
tude: 38.234; longitude: 128.570). In 2019, a forest fire in Gangwon-do damaged the moun-
tain area and some parts of a village. Many restorations on these damaged portions were 
performed in 2023. Study site A currently has various land covers, including buildings, 
mountains, fields, and roads. Study sites B (latitude: 36.375; longitude: 128.147), C (lati-
tude: 36.377; longitude: 128.149), and D (latitude: 36.383; longitude: 128.155) are located in 
Gajang-dong, Sangju-si, Gyeongsangbuk-do in South Korea. Sites B and D are small 
streams in the city center, with the amount of water in area D being higher than that in 
area B. This area was selected to study the possibility of a geometric correction of the river 

Figure 1. Illustrates the flow chart of the entire process, from data collection to result evaluation.

2.1. Study Area and Equipment

Four research sites were selected for investigation in this work. Study area A is located
in Yongchon-ri, Toseong-myeon, Goseong-gun, Gangwon-do in South Korea (latitude:
38.234; longitude: 128.570). In 2019, a forest fire in Gangwon-do damaged the mountain
area and some parts of a village. Many restorations on these damaged portions were
performed in 2023. Study site A currently has various land covers, including buildings,
mountains, fields, and roads. Study sites B (latitude: 36.375; longitude: 128.147), C (latitude:
36.377; longitude: 128.149), and D (latitude: 36.383; longitude: 128.155) are located in
Gajang-dong, Sangju-si, Gyeongsangbuk-do in South Korea. Sites B and D are small
streams in the city center, with the amount of water in area D being higher than that in
area B. This area was selected to study the possibility of a geometric correction of the
river and surrounding areas. The land covers of these two regions differed from each
other, which was why each was selected. Study area C is a residential area in front of the
Sangju campus of the Kyungpook National University in South Korea. It was selected for
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geometric correction on areas concentrated with buildings. All the remaining study sites,
except for C, are areas that have changed over time since 2019 and 2020. Therefore, only
four study sites were selected to confirm the non-changing and changing areas (Figure 2).
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Three rotary-wing UAVs (DJI, Shenzhen, China) were used in this study. One UAV
was used to produce RGB-based orthophotos, while the other two were used to acquire
TIR images from sensors with different specifications. To evaluate the results of geometric
correction based on the type of TIR sensor, images were acquired using two different TIR
sensors. An Inspire 2 UAV was used to capture RGB images. It weighed 3440 g and had a
maximum liftoff altitude of 2500 m above the ground, a maximum wind speed resistance
of 10 m/s, and a maximum flight time of 27 min. An Inspire 1 UAV was used to acquire
the TIR images. It weighed 2935 g and had a maximum speed of 22 m/s, a maximum
flight altitude of 4500 m above ground level, and a maximum wind resistance of 10 m/s. A
full-capacity battery allows approximately 18 min of flying. The UAVs acquire RGB and
TIR images using Matrice 300 RTK. In this study, however, it was used to acquire the TIR
images. The Matrice 300 RTK weighed 3600 g and had a maximum speed of 23 m/s, a
maximum flight altitude of 6000 m, a maximum wind speed resistance of 15 m/s, and a
maximum flight time of 55 min. The RTK signal was disconnected, and data acquisition
was performed.

The three sensors used in this work were from DJI. The Zenmuse XT TIR sensor was
manufactured by FLIR (Wilsonville, OR, USA), while the other sensors (Zenmuse X4S and
Zenmuse H20T) were manufactured by DJI. The first sensor was the Zenmuse X4S RGB
sensor, which was compatible with Inspire 2. It weighed 270 g and had a resolution of
5472 × 3648, a field of view (FOV) of 84◦, and a focal length of 8.8 mm. The second sensor
was the Zenmuse XT TIR sensor, which was exclusive to Inspire 1 and manufactured by
FLIR, as well. It weighed 253 g and had a resolution of 640 × 512, an FOV of 45◦ × 37◦, and
a focal length of 13 mm. The third and last sensor was the Zenmuse H20T, a dual sensor
with RGB and TIR sensors. It was a Matrice 300 RTK-only sensor that weighed 828 g and
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had an RGB resolution of 4056 × 3040, a TIR of 640 × 512, a FOV of 82.9◦, a TIR of 40.6◦,
and a focal length of RGB 4.5 mm and TIR 13.5 mm. Only the TIR sensor was used herein.

Trimble R8s, which have 440 channels, were used for the GCP and CP survey. The
satellites in Trimble R8s can freely be combined as the number of channels increases, thereby
enabling high-accuracy positioning. The satellite signals can receive the global positioning
system (GPS), GLONASS, SBAS, Galileo, and BeiDou. In this study, surveys of GCPs and
CPs are acquired through VRS survey, one of the network-RTK methods. In this study,
GPS signals were sufficient to obtain ground coordinates during VRS surveying, so the
signals L1C/A, L1C, L2C, L2E, and L5 were received and used for the measurements and
CPs. In this study, surveys of GCPs and CPs are acquired through VRS survey, one of
the network-RTK methods. The VRS surveying accuracy of Trimble R8s is specified as
follows: 8 mm + 0.5 ppm root mean square error (RMSE) horizontally and 15 mm + 0.5 ppm
RMSE vertically.

2.2. Data Acquisition
2.2.1. UAV Data Acquisition

The flight planning application differed for each type of UAV and sensor; therefore,
two types of flight planning applications were used in this study. The flight planning
software can set the shooting environment (e.g., flight plan and height, speed, and overlap).
Information, such as the capture interval, battery status, reception status, and real-time
video, can be checked depending on the shooting range, speed, and overlap. Inspire 1 and
2, Pix4d Capture, and Matrice 300 RTK used DJI Pilot. Table 1 presents the UAV image
acquisition dates. All images were acquired between 12:00 and 13:00 when the sun was at
its highest.

Table 1. Orthophoto acquisition date information by research field.

RGB
(Reference Orthophoto)

TIR
(Target Orthophoto)

Study area A 3 September 2019
3 September 2019
11 February 2020

19 April 2023
(Zenmuse H20T)

Study area B 23 June 2019

13 July 2019
15 December 2019

16 May 2020
16 January 2021
18 March 2023

(Zenmuse H20T)

Study area C 28 April 2020

17 May 2020
19 December 2020

27 June 2021
21 August 2022

(Zenmuse H20T)
30 March 2023

(Zenmuse H20T)

Study area D 1 July 2019

3 June 2019
9 July 2019

23 May 2020
6 March 2021
19 March 2023

(Zenmuse H20T)

Figure 3 illustrates the flight plan for the study site and examples of RGB images. The
other sensors acquired images by setting the same flight plan and data and setting the
shooting altitude to 50 m, with 80% longitudinal and side overlap and 2–3 m/s flight speed.
For the RGB sensor, research site A captured 162 images, site B captured 155 images, site C
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captured 170 images, and site D captured 143 images. As for the TIR sensor, site A acquired
334 images, site B acquired 312 images, site C acquired 354 images, and site D acquired
276 images. Figure 4 shows a part of a single image for each sensor acquired at study site A.
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2.2.2. GNSS Data Acquisition

The VRS survey is one of the network-RTK services provided by the NGII. The existing
RTK survey requires two GNSS receivers used as the base and mobile stations, but the VRS
survey can be conducted using a personal digital assistant (PDA) or a tablet PC capable of
wireless communication with one GNSS receiver. As of August 2023, the VRS survey has
been using a reference station comprising 92 GNSS regular observation stations (i.e., satellite
reference points) nationwide. The VRS survey uses a network-RTK correction signal to
obtain accurate positional data from a single GNSS receiver. The position correction values
are transmitted to the mobile station to ensure high accuracy, compensating for errors
caused by atmospheric conditions [17,18]. The L1C/A, L1C, L2C, L2E, and L5 signals from
12 to 15 GPS satellites were acquired during the survey. The average horizontal accuracy
was 0.008 m, and the vertical accuracy was 0.009 m, with a PDOP ranging from 1.5 to 2.0.
However, it is important to note that these values were achieved under favorable conditions,
and the actual accuracy in typical field conditions may vary. Previous studies suggest that
horizontal accuracy can typically range between 2–4 cm, and vertical accuracy may range
from 2 to 3.5 cm, depending on factors such as PDOP and signal availability. The position
dilution of the precision values was six or less and complied with network-RTK surveying
regulation no. 2019-153 in the Public Surveying Work Regulations (NGII, Republic of
Korea) [19]. According to this regulation, a minimum of 9 GCPs is required for a 1 km² area,
and the number of CPs must be at least one-third of the GCPs, with a minimum of 3 CPs.
The study area ranged from 0.04 km² to 0.08 km², meaning that 5 GCPs were sufficient
under this regulation. Likewise, the use of 4 CPs met the minimum requirements for areas
of this size. As a result of VRS acquisition, 5 GCPs were acquired for study area A, B, and
D, 8 were acquired for study area C, and 4 CPs were acquired for all four study sites.

3. Method
3.1. RGB Orthophoto Generation

Figure 5 shows that the generation of the reference orthophoto using RGB images
involves image alignment, feature point extraction, measurement of GCPs and CPs in the
images, camera distortion correction, and the construction of a high-density point cloud,
mesh model, and texture.
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Figure 5. RGB sensor image-processing flow.

The Agisoft Metashape software (version 1.6.3 Saint Petersburg, Russia) was used for
the orthophoto generation process in this study. Although the algorithm used in Metashape
is not officially documented, it operates in a manner similar to the scale-invariant feature
transform (SIFT) method, which is commonly used for feature point extraction [20–22].
The SIFT method is a feature point extraction algorithm based on scale space [23], and it is
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designed to extract features that are invariant to changes in image size, rotation, and other
factors. The method consists of the following four steps: scale space extrema detection,
keypoint extraction, orientation assignment, and keypoint descriptor generation. After
aligning the images, the bundle block adjustment process is performed. This process adjusts
the relative positions and orientations of the images more accurately, resulting in improved
camera orientation parameters and object coordinates for tie points. The object coordinates
of tie points obtained from the bundle block adjustment are then used to generate a high-
density point cloud. This is typically done through a process known as dense matching,
where spatial coordinates for each pixel of the images are generated [24–26]. Camera distor-
tion correction was also performed, which is an important factor in photogrammetry [27].
This correction was required after feature point extraction and before registration, as a
distorted lens affects measurement accuracy. Camera distortion compensation uses Brown’s
distortion model to optimize the camera calibration parameters [Equations (1)–(6)].

y = Y/Z (1)

r =
√
(x2 + y2) (2)

x′= x
(

1 + K1r2 + K2r4 + K3r6 + K4r8
)
+

(
P1

(
r2+2x2

)
+2P2xy

)
(3)

y′= y
(

1 + K1r2 + K2r4 + K3r6 + K4r8
)
+

(
P2

(
r2+2y2

)
+2P1xy

)
(4)

u = w × 0.5 + cx + x′f + x′B1+y′B2 (5)

v = h × 0.5 + cy+y′f (6)

where X, Y, and Z are the point coordinates in the local camera coordinate system; u and v
are the projected point coordinates in the image coordinate system (in pixels); f is the focal
length; Cx and Cy are the principal point offsets; K1, K2, K3, and K4 are the radial distortion
coefficients; P1 and P2 are the tangential distortion coefficients; B1 and B2 are the affinity
and non-orthogonality coefficients, respectively; and w and h are the image width and
height, respectively. Brown’s distortion model was used to correct the lens distortion in
digital photography and multispectral cameras [28]. The feature points extracted based on
the SIFT method proceeded with a high-density point construction through the structure
from motion (SfM). The final orthophoto was generated after the mesh construction and
texturing (Figure 6).

The accuracy of the orthophotos was evaluated using the CPs. Table 2 presents the
root mean square error (RMSE) and the maximum error for the X and Y coordinates of the
test points for each study site. The accuracy of the generated orthophotos was evaluated
based on the Aerial Photogrammetry Work Regulation No. 2020-5165, Chapter 4, Article
50 of the Limitations of Adjustment Calculations and Errors, as stipulated by the NGII
(Table 3). The RMSE and maximum tolerance for the RGB orthophotos across the four
regions met the tolerance criteria for maps with a ground sample distance (GSD) of 8 cm. A
geometric correction study was conducted using the accurate orthophotos generated with
a GSD of 8 cm. The spatial resolution of all four study sites was approximately 2 cm.

Table 2. Checkpoint RMSE and maximum error (unit: m).

RMSE/Maximum Error
Study Area X Error Y Error

A 0.02/0.02 0.02/0.03
B 0.02/0.03 0.04/0.05
C 0.02/0.03 0.05/0.09
D 0.03/0.05 0.05/0.06
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Table 3. Limitations of the adjustment calculations and errors stipulated by the NGII.

GSD (cm) RMSE (m) Maximum Error (m)

Within 8 0.08 0.16
Within 12 0.12 0.24
Within 25 0.25 0.50
Within 42 0.42 0.84
Within 65 0.65 1.30
Within 80 0.80 1.60
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3.2. TIR Orthophoto Generation
3.2.1. TIR Orthophoto Generation (Zenmuse XT)

A TIR sensor used without pre- and post-processing is displayed as a digital number
(DN) value instead of a Celsius temperature value; hence, the conversion from a joint
photographic experts group (JPEG) file to a tagged image file format (TIFF) and the Celsius
temperature conversion process are required. MATLAB (version 2022b), DJI Thermal SDK,
and ExifTool software (version 12.42) were used for the pre- and post-processing of the
TIR images. An 8-bit JPEG image was then converted into a 16-bit TIFF image to increase
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the precision of the thermal data. The 8-bit format only allows 256 levels of intensity,
which limits the ability to capture subtle variations in thermal values. By converting
to a 16-bit TIFF format, the image can represent 65,536 levels of intensity, allowing for
much finer differentiation between temperature values. This conversion ensures that the
subsequent thermal data processing and temperature calculations are more accurate and
reliable. The conversion was performed using the metadata of the JPEG image and the
-rawthermalimage-b command in the ExifTool via MATLAB (Figure 7). The single TIR
image converted to a TIFF image was processed in the same manner as the RGB orthophoto
generation process, except for the process of measuring the GCPs in the images through
Metashape software (version 1.6.3). The generated orthophoto was still in DN values;
thus, the 16-bit TIFF produced still contains DN values, and Equations (7)–(12) were used
to convert these DN values into temperature in degrees Celsius. The parameters in the
following formula vary depending on the TIR camera type and the external environment
at the time of shooting [29,30]:

H2O = Hum × EXP(1.5587 + 0.06939 × AirT − 0.00027816 × AirT + 0.00000068455 × AirT) (7)

Rawre f l =
PlanckR1

PlanckR2 ×
(

EXP
(

PlanckB
AirT+273.15

)
− PlanckF

) − PlanckO (8)

T = X × EXP
(
−
√

Dist ×
(

Alpha 1 + Beta 1)×
√

H2O
))

+ (1 − X)× EXP
(
−
√

Dist
)
×

(
(Alpha 2 + Beta 2)×

√
H2O

)
(9)

RawAtmosre f l =
PlanckR1

PlanckR2 ×
(

EXP
(

PlanckB
AirT+273.15

)
− PlanckF

) − PlanckO (10)

Rawobject =
DN −

(
(1 − T)− RawAtmosre f l

)
− (1 − E)× Rawre f l

E
T

(11)

Tobject =
PlanckB

LN
(

PlanckR1
PlanckR2×(Rawobject+PlanckO)

+ PlanckF
) − 273.15 (12)
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image after conversion.

The parameter information for the TIR sensor required PlanckR1, PlanckR2, PlanckB,
PlanckF, PlanckO, Alpha 1, Alpha 2, Beta 1, Beta 2, and X [31]. These parameters were
the unique values stored for each sensor to calculate the atmospheric attenuation. The
information was stored as the TIR image metadata during shooting. The ExifToolGUI
software (version 5.16) can extract EXIF information, and this was used to extract these
values from the metadata. Table 4 presents the parameters. Equations (7)–(12) and the
parameters listed in the table were calculated using MATLAB2022b and converted to land
surface temperature (LST) orthophotos (Figure 8).
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Table 4. Parameters for the TIR sensor and environments (7) to (12).

Parameter Value

TIR sensor

PlanckR1 17,096.453

PlanckR2 0.046642166

PlanckB 1428

PlanckF 1

PlanckO −342

Alpha 1 0.006569

Alpha 2 0.012620

Beta 1 −0.002276

Beta 2 −0.006670

X 1.9

Environment

Dist 50 m

RAT 22 ◦C

Hum 50%

AirT 22 ◦C

E 0.95
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3.2.2. TIR Orthophoto Generation (Zenmuse H20T)

The TIR images acquired through the Zenmuse H20T, like those from the Zenmuse
XT, are stored in an 8-bit JPEG format, where the data are represented as DN rather than
direct temperature values. These DN values can be converted into temperature values. To
generate LST orthophotos from Zenmuse H20T images, the JPEG images must be converted
to TIFF format. This conversion can be performed using the DJI Thermal SDK and ExifTool
with the appropriate parameters such as emissivity, humidity, and distance. Unlike the
Zenmuse XT, the TIR image files from the Zenmuse H20T are expressed as temperature
values after TIFF conversion. When the converted TIFF images are used to generate
orthomosaics through Metashape, they are immediately expressed as LST orthophotos
(Figure 9). The spatial resolution of the TIR orthophoto was around 6 cm, and resampling
was performed to match the spatial resolution with the RGB orthophoto, reducing it from
6 cm to 2 cm. Feature point extraction was then carried out after the resampling process.
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3.3. Geometric Correction between Orthophotos

Figure 10 shows the research flow chart for the geometric correction of orthophotos
generated from RGB images and TIR sensor data. First, preprocessing was necessary for the
TIR orthophotos because the small differences in pixel values between neighboring pixels
made it difficult to extract features for accurate alignment. To address this issue, brightness-
preserving BBHE and sharpening methods were applied to enhance feature extraction.
The extracted features were then applied back to the original LST orthophotos before
performing geometric correction, ensuring that the temperature values were not affected.
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After preprocessing, feature points were extracted using the AKAZE method to match
the positional relationships between the reference (RGB) and target (TIR) orthophotos.
Only feature points with a scale of 2 or higher were extracted to reduce the computation
load. Feature point matching was then performed, and outliers were removed using the
RANSAC method and an iterative process to discard pairs with large RMSE values. Finally,
geometric correction was applied using the affine transformation model to align the TIR
orthophotos with the reference RGB images.

3.3.1. Preprocessing

For the TIR-generated temperature orthophoto, extracting features required for geo-
metric correction was challenging because the differences in pixel values were minimal,
making preprocessing necessary. Preprocessing was performed to extract more feature
points compared to the original image by compensating for the brightness value distribu-
tion, allowing for better feature point matching. However, histogram equalization (HE)
had the drawback of excessively altering the average brightness value of the transformed
image compared to the original. Regardless of whether the average brightness value of the
original image was high or low, HE transformed it to a mid-range contrast value, which led
to an overemphasis on the brightness of the converted image [32]. In contrast, the BBHE
method divided the average brightness value of the original image into two sub-histograms
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to avoid drastically changing the image brightness. Histogram smoothing was performed
independently within each sub-histogram [33,34]. Using the BBHE method, additional
sharpening was applied to enhance the image boundary, resulting in the extraction of
more feature points compared to when only the BBHE method was used. The unsharp
masking method was employed. Unsharp masking enhances sharpness by isolating the
high-frequency components of the original image and adding them back to the image [35].
When the original and high-frequency images are combined, the edges are emphasized, and
an image with improved contrast is obtained. The unsharp masking method is expressed
by Equation (13) [36].

I′(x, y) = I(x, y) + H(x, y) (13)

I′(x, y) is the contrast enhancement result image with edge emphasis. I(x, y) is the
input image. H(x, y) is the edge image for the contrast enhancement, which is the difference
between the original and edge images.

H(x, y) = I(x, y)− G(x, y) (14)

G(x, y) =
1

2πσ2 e−
(x2+y2)

2σ2 (15)

A high-frequency image is obtained by using a Gaussian filter for the edge image. The
blurring intensity can be adjusted with a constant that determines the Gaussian function
shape through Equation (15) [37].

3.3.2. Feature Point Extraction (AKAZE)

The existing feature point extraction methods frequently use the SIFT and speeded
up robust features (SURF) methods. The SURF method requires less computation than
the SIFT method, making it widely used for feature point extraction during geometric
correction [38,39]. Ultra-high-resolution orthophotos generated using UAV images contain
various features. However, using a Gaussian filter, as in SIFT or SURF, can blur edges
and corners, making accurate feature point extraction difficult [40]. The disadvantage of
using a Gaussian filter is that it cannot effectively remove noise when generating a scale
structure. Meanwhile, ultra-high-resolution orthophotos generated from UAV images can
represent diverse topographies and features, such as roads, rocks, bare trees, and leaves,
but feature point extraction is often hampered by the Gaussian filter [41]. To address these
limitations, various methods such as binary robust invariant scalable keypoints (BRISK),
oriented FAST and rotated BRIEF (ORB), KAZE, and AKAZE have been developed. The
KAZE and AKAZE methods use a nonlinear diffusion filter to detect features in a nonlinear
scale space, solving the unnatural contour problem that occurs with Gaussian filters [42,43].
It shows multi-scale performance with higher repeatability and identifiability than previous
algorithms based on the Gaussian scale-space of SIFT and SURF [44]. For the AKAZE
method, no analytical technique can be used to solve the nonlinear diffusion equation,
which is a disadvantage of the existing KAZE method. Therefore, a numerical approach
must be employed to approximate the solution. The KAZE method uses additive operator
splitting for this purpose; however, it has the drawback of slow computation due to the
large number of linear equations that must be solved to address the nonlinear diffusion
equation. In contrast, the AKAZE method increases operation speed by utilizing a more
advanced mathematical structure called fast explicit diffusion (FED). Additionally, the
modified local-difference binary (M-LDB) descriptor is used to ensure efficient storage and
low computational requirements [45–47].

The M-LDB descriptor, which is a modification of the local-difference binary (LDB)
descriptor, is employed in the feature description process. To ensure a rotationally invariant
descriptor, the grid is subsampled using a feature-dependent function, rather than taking
the average value of all pixels in each grid subdivision. Representative information is
extracted from each grid unit, and a binary test operation is performed on pairs of grid
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units. Upon completion of the AKAZE feature description step, a 61-dimensional descriptor
is obtained.

3.3.3. Feature Matching

Matching pair extraction employs two methods: binary descriptor-based and coordinate-
based methods. A descriptor that characterizes the feature points extracted by the AKAZE
method must be created, and these characteristics are described using the generated de-
scriptor. The AKAZE method utilizes a binary descriptor [48]. Various types of binary
descriptors are also used in BRIEF, ORB, and BRISK feature point extraction methods. The
M-LDB, which uses gradient and intensity information in the nonlinear scale space, was em-
ployed in the AKAZE method. The M-LDB used binary tests between area averages instead
of individual pixels. In addition to the intensity value, the average values of the horizontal
and vertical rates of change in the comparison area were also used, enabling the use of
3-bit information in the area comparison. The similarity of matched pairs was determined
using the Hamming distance [49]. For feature points extracted by the AKAZE method,
matching pairs were first extracted using binary descriptors. However, when matching
pairs were extracted using only binary descriptors, they were not evenly distributed across
the entire orthophoto. Therefore, matching pair extraction was necessary for feature points
that were not matched using binary descriptors alone. The matching was performed by
calculating the distance based on the coordinate difference between the reference and target
orthophotos. The distance between neighboring feature points in the target orthophoto was
calculated based on one feature point in the reference orthophoto. Candidates were selected
such that the distance matched the feature point in the target orthophoto that fell within the
threshold value. During the extraction of a candidate group of matching pairs, if one feature
point matched multiple feature points in the target orthophoto, only one matching pair
was allowed, considering directionality (Figure 11). The NGII aerial photogrammetry work
regulations and the digital aerial photogrammetry adjustment calculations and margins of
error were used to determine the threshold value. A matching pair extracted based on the
final coordinates was fused with the previously obtained binary descriptor to determine
the final matching pair.
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3.3.4. Outlier Removal and Affine Transformation

The RANSAC method is widely used to remove outliers in geometric correction [50].
In RANSAC, a model equation that satisfies a matching pair is constructed after a random
selection of sample data. The final model equation is selected when a matching pair that
satisfies the model is estimated.

Affine transformation includes linear and translational transformations that preserve
parallel lines in space. It can represent the relationships among rotation, shear, scale,
inversion, and translation. The affine transformation model is expressed in Equation (16).
Six coefficients are calculated for the construction of the affine transformation model, and
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at least three matching pairs are required to calculate these six coefficients. However, more
than three matching pairs can be calculated using the least squares method [51].

[
X
Y

]
=

[
a1 a2 a0
b1 b2 b0

]x
y
1

 (16)

4. Results and Discussion
4.1. Application of Geometric Correction

In this work, many feature points were extracted by compensating for the brightness
value distribution using the BBHE method. Preprocessing was also performed to ensure
good matching. Subsequently, a sharpening method was applied to improve boundary
contrast, resulting in more feature points being extracted compared to when only the BBHE
method was used (Table 5). The BBHE and sharpening methods efficiently extracted feature
points from the LST orthophoto.

Table 5. Number of feature points of the TIR orthophoto according to preprocessing.

Study Area B Study Area D

Original 593 521
Original + HE 30,004 7132

Original + HE + Sharpening 34,295 8364
Original + BBHE 54,764 42,866

Original + BBHE + Sharpening 135,089 131,089

Feature point extraction for the preprocessed image was performed using the AKAZE
method. Compared to SIFT, SURF, ORB, and BRISK, which are widely used in existing
feature point extraction approaches, the AKAZE method is one of the most efficient in
terms of overall speed, number of feature points, and matching pairs (Table 6). Although
AKAZE extracts fewer feature points than SIFT when applied to a single image, it offers
higher accuracy relative to time. It also performs well in low-illumination images, allowing
for effective feature point extraction even in terrains with varying elevations. AKAZE is
particularly effective for orthophotos from UAVs operating at different altitudes [52]. A
comparison of the results from study sites B and D shows that ORB seems to be the best
in terms of speed and feature point extraction; however, the number of matching pairs is
significantly lower than that of other methods. In summary, AKAZE is the most effective
method when considering both time and the number of feature points.

Table 6. Number of feature points extracted and the required time.

Study Area B Study Area D

SIFT 54,820 (2.77 s) 24,865 (2.75 s)
SURF 17,854 (2.01 s) 6580 (1.03 s)
ORB 492,748 (1.35 s) 192,990 (0.98 s)

BRISK 56,988 (1.63 s) 9920 (1.09 s)
AKAZE 135,089 (7.65 s) 131,089 (4.89 s)

After extracting feature points using the AKAZE method, the first matching pair
was extracted using a binary descriptor. First, the nearest and second nearest neighbors
were identified. The ratio of the nearest neighbor to the second nearest neighbor was then
calculated for each feature descriptor. Matching items were filtered based on a specific
critical ratio. The coordinate-based distance difference between the reference and target
orthophotos was calculated, and matching pairs were extracted. Subsequently, matching
pair candidates were selected by setting a threshold value based on the UAV survey work
regulation for digital aerial photogrammetry adjustment calculations and error limits for
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the distance difference. When multiple feature points were matched to a single feature
point, only one matching pair was extracted, considering directionality. RANSAC was used
to remove outliers and obtain precise matching pair results.

Figure 12 presents the results of outlier removal using only binary descriptors. Figure 13
shows the results of outlier removal by applying our proposed method.

The outlier removal results using RANSAC showed that when only binary descriptors
were used, study site A had 380 matches, B had 440, C had 386, and D had 171. Using
the proposed technique, study site A had 454 matches, B had 486, C had 492, and D had
221 (Table 7). When matching pairs were extracted using the proposed technique, both
the number of matching pairs and their distribution across the image increased. Figure 14
illustrates the geometric correction results with the matching pairs extracted using the
proposed technique and an overlapping mosaic image, created by dividing the reference
and target images into a grid format.

Table 7. Outlier removal results using RANSAC.

Study Area A Study Area B Study Area C Study Area D

Binary descriptor 380 440 386 171
Proposed 454 486 492 221
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4.2. LST Orthophoto Correction Results

Table 8 shows the results of correctly matched pairs (inliers) in the TIR temperature
orthophoto. Figure 15 displays a visual inspection of the mosaic image after the geometric
correction for each study area. In the LST orthophotos, matching pairs were not extracted
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from roads and lanes with invariant characteristics. The surface temperature of roads was
higher than that of other types of land cover because the materials used were concrete
or asphalt. In other words, matching pairs were not efficiently selected in the case of
the LST orthophotos. These characteristics confirmed that geometric correction works
well when a topography or feature among the elements has consistent characteristics or
remains invariant in the LST orthophoto when using the existing method. However, the
lack of distinct and consistent features across the images makes it difficult to find matching
pairs, which in turn complicates the geometric correction process. Except for study site
C, all study sites were areas that underwent many changes over time. However, on 30
March 2023, at study site C, the inlier count decreased compared to other times due to
the unexpected presence of shadows during the acquisition of a single TIR image, despite
acquiring the image near noon to minimize shadow effects. The results revealed that the
number of inliers was small when only binary descriptors were used for the orthophotos
with large time differences. By contrast, the proposed method could identify more inliers.
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Figure 15. Visual inspection of TIR orthophoto mosaic images before and after geometric correction
for each study area (enlarged image before correction on the left, enlarged image after correction on
the right).: (a) left: 3 September 2019 and right: 3 September 2019; (b) left: 23 June 2019 and right:
15 December 2019; (c) left: 28 April 2020 and right: 17 May 2020; and (d) left: 1 July 2019 and right:
9 July 2019.

Table 8. Overall results of the TIR orthophoto geometric correction by study area.

TIR
(Reference

Orthophoto)

Inlier
(Binary Descriptor)

Inlier
(Proposed Method)

Study area A
3 September 2019 380 454
11 February 2020 323 371

19 April 2023 6 108
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Table 8. Cont.

TIR
(Reference

Orthophoto)

Inlier
(Binary Descriptor)

Inlier
(Proposed Method)

Study area B

13 July 2019 526 545
15 December 2019 440 496

16 May 2020 384 402
16 January 2021 298 371
18 March 2023 8 89

Study area C

17 May 2020 386 492
19 December 2020 367 435

27 June 2021 402 449
21 August 2022 333 351
30 March 2023 42 97

Study area D

3 June 2019 184 219
9 July 2019 171 221

23 May 2020 169 208
6 March 2021 6 102
19 March 2023 9 85

4.3. Quantitative Evaluation

Table 9 shows the pixel and coordinate-based differences before and after geometric
correction of the LST orthophoto. For study points A~D, the pixel difference before
geometric correction was at least 5 px (0.10 m) and at most 30 px (0.60 m). After geometric
correction, the existing method showed a difference of 0.7~5 px (0.01~0.10 m), and geometric
correction was not possible in some cases. However, the proposed method was able to
perform geometric correction, which was not possible in the existing method, and showed a
difference of 0.7~7 px (0.01~0.14 m). In the case of the existing method, geometric correction
was not possible when there was a change or time difference. However, the proposed
method performed geometric correction with a difference of about 5~7 px (0.10~0.14 m)
compared to a difference of 9~25 px (0.18~0.50 m) in the area where geometric correction
was not possible in the existing method. In the case of the orthophoto at a time point
where geometric correction was not possible in the existing method, the proposed method
satisfied the digital aerial photography GSD standard of 12 cm (19 April 2023 and 6 March
2021) or 25 cm (18 March 2023 and 19 March 2023). The orthophoto at the time geometric
correction was possible and met the 8cm digital aerial photography GSD standard.

Table 9. Quantitative evaluation (RMSE) of the TIR orthophotos (pixel/m).

TIR
(Reference

Orthophoto)

Before Geometric
Correction

Geometric Correction
(Binary Descriptor)

Geometric Correction
(Proposed Method)

Study A
3 September 2019 5.22/0.10 0.81/0.02 0.79/0.02
11 February 2020 13.81/0.27 1.13/0.02 1.19/0.02

19 April 2023 16.11/0.32 Geometric correction failed 4.98/0.10

Study B

13 July 2019 18.45/0.37 1.02/0.02 1.09/0.02
15 December 2019 17.62/0.35 1.21/0.02 1.01/0.02

16 May 2020 25.99/0.52 1.64/0.03 1.32/0.03
16 January 2021 18.21/0.36 1.72/0.03 1.29/0.03
18 March 2023 24.02/0.48 Geometric correction failed 6.47/0.13

Study C

17 May 2020 8.47/0.17 1.24/0.02 1.16/0.02
19 December 2020 14.91/0.30 0.98/0.02 1.24/0.02

27 June 2021 21.09/0.42 1.62/0.03 1.42/0.03
21 August 2022 25.08/0.50 1.91/0.04 1.50/0.03
30 March 2023 30.11/0.60 5.21/0.10 2.21/0.04
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Table 9. Cont.

TIR
(Reference

Orthophoto)

Before Geometric
Correction

Geometric Correction
(Binary Descriptor)

Geometric Correction
(Proposed Method)

Study D

3 June 2019 14.31/0.29 0.74/0.01 0.74/0.01
9 July 2019 16.8/0.34 1.31/0.03 1.31/0.03

23 May 2020 15.93/0.32 1.76/0.04 1.76/0.04
6 March 2021 9.87/0.20 Geometric correction failed 5.98/0.12
19 March 2023 25.87/0.52 Geometric correction failed 6.77/0.14

5. Conclusions

This study aimed to perform accurate geometric correction of the orthophotos for the
sensors used by reducing the errors that may occur during the input process and addressing
the disadvantage of the large amount of time required for surveying and measuring GCPs
in the images.

A comparison of the SIFT, SURF, ORB, BRISK, and AKAZE methods for feature point
extraction confirmed that AKAZE is more effective in extracting feature points relative to
time in the orthophotos of all the sensors used. Matching features was more difficult when
only existing binary descriptors were used because similarities were not obtained in the
matching process, even if many feature points were extracted in regions with significant
changes over time. In contrast, the proposed method was able to extract matching pairs in
regions with unequal similarity, resulting in more matching pairs than when only binary
descriptors were used and performing geometric correction more effectively across the
entire orthophoto compared to existing methods.

Orthophotos must be periodically produced using UAVs for various sensors. When
generating orthophotos with accurate location coordinates, challenges such as interruptions
in RTK UAV reception or difficulty in locating GCPs in certain sensor data can arise. Our
proposed method helps correct uncorrected imagery caused by these issues, ensuring accu-
rate geometric correction even in cases where RTK signals are lost or GCPs cannot be easily
detected. When the abovementioned situation occurs, the geometric correction between
different sensors can be performed using reference RGB orthophotos. The resolution of a
single TIR image was very low compared to that in other sensors, making it difficult to
measure the GCP image coordinates for each image. Although measuring the GCP image
coordinates is time-consuming, this study demonstrates that geometric correction can be
successfully achieved using the reference orthophoto, providing a reliable alternative to
traditional GCP-based methods. Correspondingly, precise orthophotos can be generated by
performing a time-efficient geometric correction, reducing the reliance on extensive GCP
measurements and providing an effective supplementary method for cases where GCPs
are not readily available. Future research should investigate the feature point and matching
pair extraction process that is robust to topography and feature characteristics using deep
learning, particularly for areas that undergo significant changes. Additionally, research
is needed on the efficient removal of mismatched pairs and the application of geometric
correction to sensors other than TIR sensors.
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