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Abstract

:

As the number of spacecraft heading beyond Earth’s orbit increased in recent years, autonomous navigation solutions have become increasingly important. One such solution is pulsar-based navigation. The availability of pulsar signals for simulations and HIL testing is essential for the development of pulsar-based navigation. This study proposes a method to develop a surrogate model of pulsar signals based on radio pulsar observations. The selection of suitable pulsars for the radio telescope is discussed, and a series of observations are conducted. The collected data are processed using the PRESTO software, and the pulsar parameters for the model are derived. Unlike current pulsar signal models, the proposed model anticipates pulsar signal parameters to change over time. It can provide dynamic input parameters for known synthetic pulsar signal generators, resulting in a more realistic signal.
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1. Introduction


The majority of space missions to date have targeted either the Earth’s orbit or the inner Solar System with only a fraction of spacecraft sent further from the Sun. There are five NASA-led missions currently approaching the outer limits of the Solar System and entering the interstellar medium. The farthest man-made object from Earth is currently (as of July 2024) Voyager 1 (https://voyager.jpl.nasa.gov/mission/status/, accessed on 6 October 2024) with a distance of   163.65   AU (  2.45 ×  10 10     k  m ), which makes the precision of Earth-based position and distance tracking limited. For parts of the SC trajectory that are far from Earth’s orbits and away from Solar System objects, the range of possible means of navigation is limited. The baseline navigation instrument of the SC is the IMU. Beyond this, most missions now rely on regular communication with the Earth via the DSN to obtain navigation updates and corrections, with necessary processing carried out on the Earth. Due to the DSN tracking limitations, there is a need for novel navigation methods that will complement those currently used and allow for operations in locations outside of the Solar System. The motivation for this work is the use of variable celestial signal sources represented mainly by the X-ray pulsar signals [1,2,3,4] and to innovate the currently used methods for synthetic signal generation in developing XNAV.



The advancement of XNAV algorithms and instruments necessitates the availability of a large amount of synthetic pulsar signals. Current signal generator methods (Section 1.4) share a simplified assumption, that their inputs (pulsar signal parameters) are derived as constant values without evolution in time being the common practice originating from long observations conducted with the best available observatories. In practice, due to the effect of ISM instabilities and a significantly reduced pulsar signal sensor sensitivity on-board of an SC, both of the assumptions lose validity. In this work, the authors propose a method for dynamic synthetic pulsar signal generation using a surrogate model based on own pulsar observations with all parameters evolvable in the time domain. For a comparison between the common and proposed assumptions on pulsar signal time evolution, see Figure 1.



1.1. Physics of Pulsars


Pulsars are highly magnetized neutron stars that emit electromagnetic radiation out of their magnetic poles with the so-called lighthouse effect due to their unaligned magnetic and rotational axis [5,6]. The radiation covers a wide range of spectra for most pulsars containing optical, radio, X-ray, and  γ -ray wavebands. The geometry of a single pulse is studied in detail in [7].



The pulsar pulse period increases with time due to the loss of angular kinetic energy. The rate of increase is often marked as   P ˙   and is one of the important quality parameters of pulsar’s suitability for navigation purposes. There are two main types of pulsars concerning navigation purposes. Normal pulsars, which are characterized by   P ∼     0.5    s  and    P ˙  ∼     e − 15    s / s , and millisecond pulsars having   P ∼   3  m  s  and    P ˙  ∼     e − 20    s / s . Millisecond pulsars are generally more stable as many of them are binary systems, where the consumed energy is mostly taken from the companion objects and not from the neutron star rotation. Approx.   80 %   millisecond pulsars contain a counterpart in a binary system, while normal pulsars are part of a binary system only in less than   1 %   [8].



In pulsar data processing, one needs to consider the effects beyond the pulsar itself being a signal source, but also the effects caused by the medium between the source pulsar and the receiver. For space applications, this means the ISM, and for Earth-based applications, the effect of the atmosphere needs to be applied as well. Traveling through the ISM, there are three effects that modify the signal: dispersion, scintillation, and scattering [9].



The ISM inhomogeneities and their change in time mean there are different distances for the pulsar signal to travel within the ISM [10]. This can cause delays in time relative to signal traveling shorter paths. The resulting pulse scattering greatly decreases the timing results. The timescale for changes in pulsar signal due to turbulent ISM ranges from minutes to weeks and, depending on the observation length, may or may not be averaged out in resulting pulsar profile characteristics.




1.2. Surrogate Modeling


A surrogate model helps in the situation when either the internal principles are not known and it is not possible to perform a sufficient amount of experiments due to their time complexity or cost, or if the inner mechanism is known, the evaluation of the equations describing the physics behind is too complex and slow for the simulation to be run in a reasonable time [11]. This way it is used either to save computational time or to deal with a small number of samples. Examples of surrogate modeling techniques include Support Vector Machines [12], GPR [13,14], Multivariate Simplex Splines [15] or Artificial Neural Networks [16].



In space-related modeling [17], the surrogate model can be an advantageous technique as physical models can be highly complex, even in domains where most of the included phenomena can be described. The utilization of surrogate techniques in the modeling of time series and possible problems and their mitigation is discussed in [18]. Surrogate modeling with GP was used to lower the cost of candidate period evaluation as an optimization in the pulsar period search process [19]. Pulsar models have also been used to test new gravity theories [20] or to model the light curve of pulsar mergers [21].



The main difficulty in the application of the surrogate model technique is the need to select a proper model class. Several authors tried to devise generic methods to solve this [22,23]. Another problem to be resolved is the selection of sampling points to be evaluated in the construction of the surrogate model [24]. With complex systems, a single surrogate model may not be able to authentically represent the system’s behavior. In that case, either a combination of surrogate models or a hybrid combination of surrogate and full models can be used [25]. Another approach in complex system’s surrogate modeling is to describe an adaptive surrogate model that can describe regions of modeled state space, where the model measure of accuracy is out of the required limits [26,27]. For these regions, different surrogate model classes can be used, weights of multiple surrogate models can be adjusted, or additional sampling points can be requested.



GPR is a non-parametric regression technique for surrogate modeling applying the Bayes theorem to a distribution of functions [14,28,29]. With this method, several priors on the functions that should fit target data are established first: a mean, a variance, and a degree of smoothness for the given length scale. Next, the observed data points are used together with their noise level. Using the Bayes theorem, a new posterior distribution of functions can be obtained. The posterior distribution of functions will have the mean value passing through the data used for training. Variance can be used to identify confidence intervals for given and newly predicted data points. General utilization of surrogate techniques, including GP for surface modeling, can be found in [30].



The two components of GP are the mean function, which can be used to implement some prior knowledge about the resulting system being modeled, and the covariance (kernel) function measuring the similarity of each input point. Among the commonly used kernel functions are SEK, also known as Gaussian kernel [31], Matérn kernel, ESSK and RQK [16,29]. Kernels can also be combined together if necessary. Different kernels or the same kernels with different parameters can be multiplied and summed to model more complex input data behavior in the model.



One known problem of GPR is its computational complexity being   O (  n 3  )  . For real use, the limit number of input samples lies around   n ∼   10,000. If the input dataset to be used for training is bigger or is increasing with time, some techniques to deal with the increasing computational resources required have to be used. Methods for sampling training sets are described in [18,24,26,32].




1.3. Pulsar Navigation and Timing


The whole XNAV system scheme consists of two primary elements—the SC and a set of pulsars. As can be seen in Figure 2, the corrected SC position in the direction towards used pulsar    n  s c    ·  Δ r   equals the speed of light times the measured time difference   c  ·  Δ t = c  ·  (  t  S S B   −  t  S C   )  . A review of the current state of pulsar-based navigation is provided in [33].



For space navigation applications, the X-ray is preferable mainly because the size of the X-ray payload is much smaller compared to the radio payload, while the usability of radio pulsars for navigation is studied in [35]. For other spectral bands, there is only a limited amount of known pulsars which emit signals in visible and  γ -ray parts of the electromagnetic spectrum [36].



Once a detector captures individual photons and marks their TOA in the proper time, the TOA is further processed to reconstruct the pulsar pulse profile and to obtain its signal phase given the observation start. A commonly used processing method is epoch folding [3,8,36]; other methods are devised to increase the performance or detection capabilities [19,37,38,39,40,41].



If a precise pulse period is not known, the search needs to precede the application of epoch folding or similar methods for signal-phase estimation.



Assuming observation time   T  o b s    consisting of   N p   pulsar periods P and subdividing the period P into   N b   bins of length   T b  , each photon number    c j   (  T i  )    is folded into ith bin in the jth period. The empirical profile rate function is defined as [36]


   λ ˜   (  T i  )  =   1   N p   T b      ∑  j = 1   N p     c j   (  T i  )    



(1)







The relation of an empirical profile rate function    λ ˜   (  T i  )    and real rate function   λ (  T i  )   is introduced in [36]. Having the empirical rate function, different methods (e.g., cross-correlation) can be used to compare it with the pulse profile template    λ ′   (  T i  )    to obtain the initial pulse phase. In current methods, the template    λ ′   (  T i  )    is created from long-term observations as a close approximation of real rate function   λ (  T i  )  . In this work, the proposed approach abandons these traditional assumptions.



The output of epoch folding is a single-pulse TOA. There are different methods for deriving the SC position using the information from pulse TOA. The state-of-the-art differential method transforms the measured-pulse TOA to the SSB, a fixed common point in the inertial coordinate frame, for comparison with the pulsar timing model output. Transforming the measured-pulse TOA to the SSB is known as the time-transfer model [8,42]. The method for large-distance SSB transfers is developed in [43].



Once the time difference between   t  S C    and   t  S S B    has been obtained, it can be used to evaluate the SC’s distance to SSB. The difference between predicted and actual pulse’s TOA gives a relative correction of SC distance to be further used to update the predicted SC position in the next iteration of the navigation algorithm. Based on the number of pulsars used, one can either correct the position in one direction, usually perpendicular to other means of position determination such as DSN. With three pulsars available, one can correct the SC’s 3D position, while with four pulsars, one can obtain precise timing information along with SC’s 3D position. More than four pulsars are used to enable the detection of pulsar signal glitches, scintillation, and other disturbances, and shorten the position fix time using pulses with different periods.



Several published pulsar databases originating from previous research projects are listed in [44,45,46,47]. The advantage of the SEXTANT database (11 pulsars) [47] is that raw data are available through the NICER database of the NASA HEASARC project [48] together with the data processing software. A proper selection of pulsars used and their effects on the initial state estimation is described in [49].



Pulsar navigation is subject to different errors. Some of them can be eliminated using error estimation techniques for time-transfer model errors, SSB position error, pulsar angular position error, pulsar distance error, pulsar proper motion error, and SC clock error. Some errors are caused by changes in ISM, pulsar behavior, and other sources that cannot be influenced nor predicted exactly. The reported positioning precision achieved during simulations and experiments ranges from 100  m  [34,42] to 5  k  m  [36,50]. Some authors address precision improvements also with changes to navigation algorithms [51]. The application with a limited pulsar observation time is introduced in [52].




1.4. Pulsar Signal Models


As X-ray pulsar signals cannot be detected on the ground due to the Earth atmosphere’s almost-zero transparency to the X-ray part of electromagnetic spectra and their acquisition through space telescopes is both costly and restrictive to target pulsar selection and the amount of signal obtained, the simulation of X-ray pulsar signals based on their physical characteristics is of great importance for the validation of X-ray pulsar signal processing algorithms, X-ray pulsar-based navigation strategies and physical sensors or whole payload testing [53].



Current signal modeling methods start with the best-measured pulse profile   h ( ϕ )   fitting to    h *   ( ϕ )   . Usually, the fitted profile    h *   ( ϕ )    is defined as a sum of Gaussian functions:


   h *   ( ϕ )  =  ∑  i = 1  C    f i   ( ϕ )    



(2)




with    f i   ( ϕ )    defined as


   f i   ( ϕ )  =    a i    2 π  δ i 2      exp  −     ( ϕ −  μ i  )  2   δ i 2      



(3)




where   f i   is the searched Gaussian component i, and   μ i  ,   δ i   and   a i   are its mean, variance and scaling factor, respectively. Parameter  ϕ  is the phase of the pulse. With C being the number of Gaussian functions used for the fitting, the higher the C, the better the fit, but the slower the evaluation.



	
The direct method is the baseline method [53]. Using the pulse profile model    h *   ( ϕ )   , it is divided into a fixed number N of time bins with length   t b   such that    t b  N = P   with P being the pulse profile period. For each bin, the value of    h i *   ( ϕ )   ,   i ∈ [ 1 , N ]   is then used as the input parameter for the non-homogeneous Poisson process to generate the number of photons in this bin based on the Poisson distribution.



	
The inverse mapping method is introduced in [54]. It is proven that the next photon TOA   t  n + 1    can be generated based on the current photon TOA   t n  . The advantage is that the computational time to generate the signal does not depend on its length but only on the number of generated photons.



	
The statistical method from [55] eliminates the direct dependency on observation time and calculations of differential equations for each photon as required by the inverse mapping method. It proves that the probability distribution of photon TOA can be used as the pulse profile during one period. Apart from computational efficiency, the signal and noise are generated separately, allowing for precise control of both.






Other signal modeling methods include the Monte Carlo-based approach proposed in [56], the scale transforming method from [57], and the signal simulation on SC described in [58].





2. Materials and Methods


2.1. Pulsar Visibility


The visibility of an object on the celestial sphere is given by the position of the observer on the Earth’s surface given by latitude  φ  and longitude  λ , the coordinates of the object given by declination  δ  and right ascension  α , and the time of observation given by the local hour angle H. Neglecting the difference between the sidereal and universal time, which is   4 min   per day, the total time above the altitude h is   2 H   [59]. An object rises above the angle h if


  δ ≥ φ + h −  90 ∘   



(4)







For the radio telescope used with   φ =  49 °   54.514 ′    and   h =  15 ∘   , this gives us minimal declination   δ = −  25.09 ∘   . For timing and navigation purposes, the measurement window for a single object has to be large enough with a minimum set to be    t  m i n   = 1   h  . An observation lasting at least    t  m i n   = 3600 s   with angle h above   15 ∘   gives us local hour angle   H =  7.5 ∘   . For 3600  s  observation duration requirement the declination is   δ ≥ −  24.79 ∘   , for 7200  s  it is   δ ≥ −  23.90 ∘   . For observation planning, the visibility data for each target pulsar are generated.




2.2. Pulsar Radio Flux Intensity


To obtain an accurate-pulse TOA estimate, the high signal flux density is crucial to obtain a high SNR. As the flux density varies with the receiver’s frequency range, the total flux of the pulsar in this range needs to be analyzed. For most pulsars, the general rule is the higher the observing frequency, the lower the flux density. As noted in [60,61], the vast majority of known pulsars’ spectral characteristics fit into a few well-described types:




	
Simple power-law spectrum;



	
Broken power-law spectrum;



	
Log parabolic spectrum;



	
Power law with high-frequency cut-off;



	
Power law with low-frequency turn-over.








Apart from these generic models, a particular class named GPSP is known [62,63,64], containing around 30 pulsars.



Another factor that needs to be considered is that the flux of individual pulsar is not constant in time. This is caused by a combination of fluctuations in the pulsar emissions itself and diffractive and refractive interstellar scintillation [65,66]. Ref. [67] showed that pulsars in large distances with high DM are more stable with respect to these changes. From the measurements and simulations using the NE2001 galaxy model, Ref. [61] concludes that the maximal effect of these fluctuations should be related to a maximal modulation index of   0.3  .



The radio receiver used for our experiments is described in Section 2.4 and [68]. It operates in the range from 1.0  G  Hz –2.0  G  Hz . To obtain the radio telescope’s overall flux, the exact parameters for a given spectral type of each pulsar need to be determined. Consequently, the known flux intensity is integrated over the radio telescope spectrum range. The authors started with the ATNF pulsar catalogue (https://www.atnf.csiro.au/people/pulsar/psrcat/, accessed on 6 October 2024) version 2.0.1, and applied the following steps for each pulsar:




	
For pulsars without a spectral index listed in the catalog with only a single measurement, assume   α = − 1.6   based on [61,69].



	
For pulsars with two or more measurements, evaluate the index from these measurements.



	
Data from available papers are used to add or replace the spectral index and flux data with more precise values. Data from [60,70] are already part of ATNF version 2.0.1 and higher, so there is no need for a special evaluation. For [61], data are also part of ATNF, but it is possible to utilize this paper’s classification and extra information. Other references utilized in this step include [63,64].



	
For each pulsar and each of its measurements, compute the total flux.



	
Sort pulsars according to their total expected flux for the used radio telescope. The pulsar distribution in galactic coordinates can be seen in Figure 3 with point colors based on the method used to compute the total flux.









2.3. Observation Planning


Putting all the above information together, an observation plan starting 2024-01-01 and being valid until 2024-12-31 was prepared, containing the 10 best observation candidates as summarized in Table 1.



From these candidates, only PSR B1642-03 has a slightly higher galactic background noise signal, while the rest are in low-noise regions. Another aspect that needs to be considered is pulsar period duration with respect to the time resolution of the radio telescope used. Based on the Nyquist–Shannon sampling theorem and time resolution of 1  m  s  for recorded spectrum, it is possible to observe pulsars with at least a 2  m  s  period. The pulsar with the shortest period from our pre-selected pulsars is PSR B1257+12 with a period of   6.2    m  s . All other pulsars have their periods an order of magnitude higher.




2.4. Radio Telescope Characteristics


The radio telescope used in this work [68] is part of equipment built for the Sun observations by Astronomical Institute of the CAS. Radio telescope RT2 as seen in Figure 4 is based on the German Würzburg-Riese RADAR antenna and platform later equipped with new radio parts. Since 1994, RT2 has been used mainly for tests, short-term experiments, and the development of new observation instruments. The basic parameters are in Table 2.




2.5. Pulsar Signal Model Requirements and Design


For pulsar timing and navigation solutions, HIL testing or studies using simulations, there is a crucial need for the ability to produce tens of hours-long pulsar signals for a high number of pulsars simultaneously. One option is to replay real signals from space-based X-ray telescopes like Chandra (https://www.nasa.gov/mission/chandra-x-ray-observatory/, accessed on 6 October 2024), XMM-Newton (https://sci.esa.int/web/xmm-newton/, accessed on 6 October 2024) or NICER (https://heasarc.gsfc.nasa.gov/docs/nicer/, accessed on 6 October 2024). The second option is to generate a synthetic sequence using pulsar signal generators (see Section 1.4).



The challenge of using real signals measured in space is mainly the inability to select pulsars of one’s own choice. Still, even for pulsars observed by X-ray telescopes, the amount of data in terms of the number of observations and their length is strictly limited. With current pulsar models, the problem is that the set of pulsar parameters is fixed, and from this perspective, they can model only the short-term behavior of the pulsar signal. These static models are based on the pulsar time and phase model defined by


  Φ  ( t )  = Φ  (  t 0  )  +  ∑  n = 0   n = + ∞      1  n !     f  ( n )     ( t −  t 0  )   n + 1     



(5)




where   f  ( t )  =  f s   ( t )  +  f d   ( t )    is real pulsar frequency as a combination of source frequency   f s   and Doppler frequency shift in moving sensor (SC)   f d   [36]. The   f s   is expected to be constant with respect to time or have constant the first or second derivatives—period change rate and acceleration. A possible solution evaluated in this work is using the radio part of the electromagnetic spectrum to observe the real signal of pulsars to produce a dynamic pulsar signal model feeding input parameters for the synthetic signal generator to generate an X-ray-like signal. The idea of moving from a static model to a dynamic one is depicted in Figure 5. The scheme of the proposed solution can be seen in Figure 6.



This offers several advantages:




	
There are much more radio telescopes on Earth than X-ray observatories in space.



	
For the purpose of pulsar signal modeling, the radio telescope does not need to have the ability to observe a single pulse. This leads to the requirement of smaller sensitivity, further widening the number of radio telescopes that can be used to obtain radio signals.



	
Using on-Earth telescopes with a smaller pressure for observation time leads to an increased number of possibly longer observations.



	
With different PTA projects running for up to 20 years, there is a long history of possible pulsar radio signals to be used with a very long time span.








The contradiction with on-Earth observations is a limited part of the sky observable compared to the space telescopes. The authors propose the following high-level requirements for the model used as an X-ray-like pulsar signal generator for input parameters:




	
The model should utilize radio measurements.



	
The model should enable the generation of an X-ray-like signal suitable for use in simulations or HIL tests of pulsar-based navigation and timing solutions.



	
The model should enable the reproduction of pulsar signals for objects with known changes in pulsar parameters, like binary pulsars or pulsars with trends in period evolution.



	
The radio signal input should be 30 min –300 min  of length per single observation, based on target pulsar’s SNR.



	
The frequency of radio observations should be at least once per month considering the pulsar behavior stability.



	
The X-ray-like output should be generated for times with radio observations available but also between them.



	
The model should enable the reproduction of pulsar signal characteristic changes relevant to expected use, mainly pulse period, intensity, and shape change.



	
The model will include not only the pulsar signal but also an additional noise. The mid- and long-term evolution of the noise for each target pulsar should be modeled as well for a more realistic synthetic signal.









2.6. Pulsar Observations


All pulsar observations presented in this paper were made using the RT2 radio telescope in Ondřejov. Observed pulsars are summarized in Table 1. For each pulsar, at least two measurements with a length of 2  h  and at least one measurement with a length of 3  h  were made. The observation schedule is based on pulsar visibility as described in Section 2.3. To test the effect of the availability of longer data, there is a single observation of PSR J0341+5711 with a length of 5  h . Few observations above the three required are available with a shorter duration than 2  h  due to technical issues during recording, usually due to bad antenna pointing.




2.7. Radio Telescope Signal Processing


Processing the measured data with existing software requires their conversion to some commonly supported format. Due to its simplicity, the SIGPROC filterbank format [71] was selected. Data are converted to this format using 32 bit float-type data per single frequency channel value, and metadata from the observation are used to fill the required header.



The processing of radio data in the SIGPROC filterbank format is carried out with the PRESTO software version 12Mar10 (git c0c6e2f2) [72]. The first part of the data analysis creates a mask to mitigate RFI using the rfifind command. Full-frequency channel masking is not used. The accelsearch command is then used to search for possible birdies—periodic interference in the spectra. The main metric for the usability of observation data for given sub-bands SP1, SP2, SP3, or SP4 is the percentage of good versus bad time intervals from rfifind. Data with a small GTI ratio are omitted by dropping the whole sub-band if GTI’s cover is less than 70% of the observation and there are other sub-bands with a higher GTI ratio.



As this is not a search for new pulsars, the target pulse period and DM are known. They are applied to original raw data with RFI and birdie masking using the prepfold command to produce the pulse TOA.





3. Results


3.1. Pulsar Signal Parameters Interpolation


With data measured and preprocessed, a list of pulsar signal parameters per each observation is obtained. There can be several lists per observation if a long observation is divided into sub-observations. The proposed pulsar radio signal model has been used in a synthetic signal generator, where artificial but realistic changes are expected. The model includes not only the pulsar signal but also different kinds of noise ranging from ISM derived noise and its changes to radio telescope-related noise. The proposed model, based on available observations, is defined by a set of four parameters:




	
  {  T  0 i   }  ,   i ∈ [ 1 , M ]  —list of all starts of observations; M is number of observations used [MJD].



	
  {  ϕ  0 i   }  ,   i ∈ [ 1 , M ]  —list of all initial pulse phases [1].



	
  {  P i  }  ,   i ∈ [ 1 , M ]  —list of all pulse periods [  m s  ].



	
  {  I  i j  ′  }  ,   i ∈ [ 1 , M ]  ,   j ∈ [ 1 ,  N i  ]  —list of preprocessed intensities for all pulse bins of all observations [1], building a shape of each profile i.








By separating phase and pulse period information, the resulting shape and intensity are not influenced by high-frequency changes in the phase. The model can have the same number of profile bins for different pulsars. For the interpolation or extrapolation method to model the period and shape, it is required to be able to work with a low number of observations M, handle different levels of smoothness of resulting surface in the time and profile shape axis, and have low computational complexity and time for an evaluation of parameters for a given time   T g  . Speed is crucial for use in synthetic signal generators because there will be a very high number of pulses to be generated. For navigation purposes, computational complexity is less critical due to the lower number of model evaluations, but confidence interval knowledge is crucial. You can see an example of the GPR model in Figure 7.




3.2. Pulsar Signal Generator


In this section, the authors’ own measurements of PSR B0950+08 are used to demonstrate the model buildup and usage for the artificial data generator. PSR B0950+08 can help demonstrate the need for a dynamic pulsar model due to its period evolution [73]. More details about this pulsar and its measurement in radio and X-ray can be found in [74,75]. The difference in the measured pulse profile and mainly its width to published results can be explained primarily by the low SNR of this measurement on the RT2. The pulse profile parameter check has been carried out for other observed pulsars with a higher SNR: PSR B0818-13, J0302+2252, J0341+5711. It should be also noted that there is a systematic error in observations recorded with the RT2 radio telescope, as the resulting period of all pulsars is slightly higher than expected (  + 0.07 %   to   + 2.6 %  ).



3.2.1. Pulsar Signal Model


As PRESTO sums all partial profiles to obtain an average one, the profile for each observation needs to be normalized by the observation length   L i  . The profile consists of signals from the target pulsar but also from its surroundings and local Earth-based noise. To remove these from the model, the minimal pulse intensity value   I  i j    of each pulse i is subtracted from the whole pulse, as this should be part of the pulse profile without any or with the minimal signal from the target pulsar:


   I  i j  ′  =  I  i j   /  L i  − m i n  (  I  i j   )   ∀ j ∈  [ 1 ,  N i  ]   



(6)







The required amount of additional noise will be added later when generating the output signal from the model. The next step is to remove the phase information from the model and keep it separate. Let us shift the first pulse profile so that the maximum of the pulse is in the bin center at    N 1  / 2  . The amount of rotation (number of bins) is converted to this profile’s initial phase   ϕ  01   . For all other pulses (  1 < i ≤ M  ), we use the cross-correlation of several periods of pulses to find a relative position with the highest match, and the required rotation of such pulse is its initial phase   ϕ  0 i   . Aligned and processed input period shape examples for four observations of PSR B0950+08 can be seen in Figure 8.



The resulting cross-section of the model is then used for a single-pulse period shape. For this, the start and end of the pulse shape should have the same value to avoid steps in the resulting periodic signal. To achieve this, the model will use two pulse periods with half the period added before and half after the original period shape. Only the central part with a single-pulse profile is utilized to generate output from the cross-section of the model. These double-pulse profile shapes create one plane of the resulting model. The third axis is the time of the observation.



For the GPR-based model, the proper mean and kernel functions need to be selected. For simple shapes of pulses, single SEK was selected as a kernel function. The RQK can be utilized to model more trends in input data at once but at the expense of an additional hyperparameter. For binary pulsars where periodic behavior with a known frequency is expected, using the ESSK should be considered. The selection of the right kernel is carried out based on known physical properties of a given pulsar signal and tested by comparing the marginal likelihood of GPR models for each kernel candidate. For PSR B0950+08, as an example, a zero mean function and a single SEK kernel function with the following hyperparameters were used: a characteristic length scale of   3.67  , a signal standard deviation of   528.48   and a noise standard deviation of   7.39  . Other kernels provided similar marginal likelihoods, as summarized in Table 3, meaning there is no advantage in the selection of more computationally expansive kernels. ESSK was not tested as the parameter evolution is not periodic for PSR B0950+08.




3.2.2. Model-Based Signal Generator


Using the previously described model, artificial data can be generated for a randomly chosen time in the range of   T 1   to   T M  . The proper pulse period, phase, and shape for a given time    T g  ∈  [  T 1  ,  T M  ]    will be required to generate the signal. The generator output will be a discrete event list with selected time granularity. For examples in this section, the time increment of 1  m  s  was used.



For the pulse period, the authors used the list of periods   {  P i  }   for observation start times   {  T  0 i   }   and constructed a cubic spline interpolation to evaluate period   P g   for time   T g  . The GPR-based model and its cross-section in time   T g   is used for pulse shape. To obtain the initial phase   ϕ g   at time   T g  , we chose the time   T  0 s    from   {  T  0 i   }   with minimal distance to   T g   and applied the Equation (7) using numeric integration to obtain phase   ϕ g   for   T g  . Phase   ϕ ∈ [ 0 , 2 π ]   of a periodic signal in time   T g   depends on changing period P and initial phase   ϕ  0 s    [76]:


   ϕ g  = ϕ  (  T g  )  =  ∫   T  0 s     T g   ω  (  t ′  )  d  t ′  +  ϕ  0 s   =  ∫   T  0 s     T g      2 π   P (  t ′  )    d  t ′  +  ϕ  0 s    



(7)







Resulting profile for   T g   with initial phase   ϕ g   can be seen in Figure 9. The orange part of the profile is the single period used for further signal generation.



In current synthetic pulsar signal generators [55], the pulse profile model is based on very high SNR data from large telescopes like Effelsberg [77]. In our case, a smaller radio telescope was used, resulting in a lower SNR of obtained pulse even with several hours of single-pulsar observation. This means that the signal noise is a genuine part of our model and is only partially removed using minimum signal subtraction.



In previous works [44,78], it was shown that individual photon arrival at the detector can be seen as a cyclostationary non-homogeneous Poisson process. While several advanced pulsar generator methods were developed [55,56,79], these do not focus on the characteristic of the resulting signal but only on the generator’s efficiency to allow for a high-speed synthetic pulsar signal output. In this work, this is not the goal, so the authors utilized the direct method from Section 1.4, which can be replaced with a more advanced version if the throughput is of fundamental importance.



For the given time   T g   and selected time precision of 1  m  s  in all examples shown, the probability of detecting k photons in the output bin is given by the Poisson distribution with parameter   Λ =  I ′  / s  , where   I ′   is the profile intensity from a GPR-based model for a given bin, and s is the scaling factor for the amount of additional noise added to the pulsar signal.



To illustrate the influence of scaling factor s, Figure 10 shows the results of processing 200  s  of signal generated from the PSR B0950+08 GPR model for the same time   T g   but with a different scale s ranging from 3000, meaning a very small amount of noise added, to 25,000, meaning a high amount of noise added. The baseline-added background noise is the same for both cases. The possible minimal value for the scale   s = 1   means the exact model match for  Λ . The maximal value is unlimited, but above some threshold, the pulsar signal is not detectable for a given signal length. For the model used in Figure 10, the threshold for s is    s  t h r   ≈ 40,000  . In the same way, the background and measurement noise can be added and tuned. Examples in Figure 10 use uniform distribution   U ( 0 , 1 )  .





3.3. Pulse Detection Statistics


In Section III b and Appendix B of [80], the use of reduced   χ 2   statistics for the determination of pulsation presence is discussed. The statistic S is defined as


  S =  ∑  j = 1  n      (  R j  −  N  T ′   )  2    N  T j    T ′      



(8)




where n is the number of bins, N is the total number of photons received,   T j   is the total integration time for bin j,   T ′   is the total integration time, and   R j   is the counting rate in bin j. It is proven that S is a   χ  n − 1  2   random variable. To be independent of the number of bins, a reduced   χ 2   is often used, as defined by    χ r 2  = S /  ( n − 1 )   . The local increase in   χ r 2   for a given period P, its derivatives, and   D M   are characteristic for pulsating signals processed with epoch folding.   χ r 2   is one of the metrics used in PRESTO, HEASARC, and other pulsar-related software to evaluate the candidate parameters for the given signal with respect to pulsar signal detection [81,82]. The uncommon utilization of   χ 2   statistics use is explained in Section 4.3 of [83]. An example of   χ r 2   dependency on period and its first derivative for the PSR B0818-13 signal can be seen in Figure 11.



This statistics-based comparison can be utilized instead of a direct pulse and timing comparison for calibration of a generated signal and NICER-recorded signal to obtain proper noise parameters for the generator.



Figure 12 shows the mean value of reduced   χ 2   (blue line) and   1 σ   (gray area) of PSR B0950+08 for 4 observations of the radio signal from the RT2 telescope (left) and for 13 available observations of the X-ray signal from NICER (right). For signals with detectable pulses (long observation, high SNR), there is a significant peak in reduced   χ 2   values. The position of the peak is centered around the period of pulsar observed and thus is the same for all observations, while the amplitude of the peak depends on the quality of pulse detection.



The pulse period of   253.88    m  s  was detected for radio data, but there is no peak for the NICER data. The local peak around the expected   253.07    m  s  period is not higher than other local peaks caused purely by noise.



To demonstrate the behavior of reduced   χ 2   statistics with a changing SNR, driven by the generator parameter scale s and length of processed signal l, see Figure 13 for 600  s  and 1200  s  of generated signal. The background noise for these two examples was generated using uniform distribution   U ( 0 , 50 )  . Each colored line in these graphs represents a different scale s for the generated signal.



Note that the longer the signal used, the higher the reduced   χ 2   value, but also, the width of the peak for the correct period is narrower. The shape of the peak is similar for different scales if the SNR is high enough to detect the pulse. If the pulse is not detected, the peak is not present, and the mean value of reduced   χ 2   is constant for all tested period values (253.00  m  s –253.99  m  s ). For scale   s = 3000  , the duration   t = 600   s   of the signal is not enough to detect the pulse, while with   t = 1200   s  , the peak is clearly visible.



Figure 14 and Figure 15 demonstrate the evolution of reduced   χ 2   statistics for different folding periods close to the target period with decreasing signal length l and decreasing amount of noise and increasing SNR via scale s.




3.4. Surrogate Pulsar Signal Model Validation


For generated data, the output needs to be validated with respect to the original measured data. To compare differences between the original radio-based pulse profile and two generated data-based pulse profiles with high and low SNR, see Figure 16.



The standard mean for comparing two curves or sets of samples is the coefficient of determination, defined as the squared Pearson correlation coefficient. To validate the generated pulsar data, they are first processed with PRESTO to obtain an integrated pulse profile and period. These are then compared to values derived from measured data processed with PRESTO using the coefficient of determination   R 2  , where    R 2  =  r  x y  2   . The Pearson correlation coefficient   r  x y    for N samples of original x and generated y pulsar profiles is then defined as [58]:


   r  x y   =     ∑  i = 1  N   (  x i  −   x ¯  i  )   (  y i  −   y ¯  i  )       ∑  i = 1  N    (  x i  −   x ¯  i  )  2       ∑  i = 1  N    (  y i  −   y ¯  i  )  2        



(9)




with   x ¯   being the mean value of x and   y ¯   being the mean value of y.



The original measured data and generated data with changing parameters are compared, and a change in SNR via scale s and length of generated signal l is evaluated. The generated signal is compared to the closest radio observation data in the time domain, so the   R 2   coefficient never reaches   1.0  ; there is an approximation of the original pulse profile within GPR training and the model pulse profile for time   T g   is different than the pulse profile for time   T  0 i    if    |   T  0 i   −  T g   | > 0   . These evaluations provide inputs for proper sensor and observation length selection for simulations or HIL testing.



Figure 17 shows the evolution of   R 2   with the changing scale of s within the generator and constant length of signal   l = 3000   [s]. With the scale below ∼25,000, the   R 2   is within the   10 %   margin of its maximum, which corresponds with the signal processing output from PRESTO. With a lower SNR caused by a higher scale of s, the   R 2   decreases.



Figure 18 shows the evolution of   R 2   when changing the length of the generated signal l and the constant scale   s =   25,000.



The last thing to test is the stability of   R 2   with a signal of constant scale s and length l but generated for different times   T g  . Figure 19 shows the evolution of   R 2   for scale   s =   25,000 and signal length   l = 3000   [s] with the signal generated to start on 2024-04-10 x:00:00.0 with   x ∈  N 0  ,  0 ≤ x ≤ 23  . In contrast to previous tests, where just the resulting pulse profiles without any change can be compared, here there are different pulse phases  Φ  for every generated signal. To compare them with the original radio-based pulse profile, these generated profiles need to be shifted to have the same phase  Φ . The resulting evolution of   R 2   within one day of the generated signal is stable as expected, with small fluctuations due to randomness in the signal generator.





4. Discussion


To the authors’ best knowledge, all other existing methods for synthetic pulsar signal generation focus on the computational complexity of the process to allow for the maximal amount of generated signal per computational time.



What all these methods have in common is the original source of pulsar characteristics. They work with the exact pulse period, in some cases complemented by its first- or even second-time derivative, and the best available pulse profile shape obtained from independent projects utilizing the best available space or Earth-based observatories. This leads to the limitation of pulsar selection, amount of observation per pulsar, and dependency on third-party projects. The evolution of pulsar signal characteristics, as well as background noise, is not taken into consideration.



The newly proposed method for pulsar signal modeling is based on the utilization of radio observation from a smaller Earth-based radio telescope, balancing the data quality with a higher availability of this class telescopes. This results in a much higher number of possible observations. These observations are used as input for the pulsar signal model with all parameters set as flexible instead of fixed. This allows for not only a generic pulse period evolution in time but also profile shape change. Such a model is closer to conditions that the sensor will work with for real applications and thus provides higher confidence for XNAV simulations or HIL tests for future sensor development. As the model defines the pulsar signal characteristics only, it serves as input data replacement for all previously mentioned methods and, as such, can improve the results of all of them.



Future Trends


The authors expect to participate in further improvements in the current demonstration setup of the RT2 radio telescope to enable automatic observation planning and real-time radio signal processing. With these enhancements, it will be possible to build a whole stack of necessary processing blocks for the implementation of a pulsar clock. The authors will make the database of recorded pulsar signals publicly available for further scientific use. Once the RT2 system is thoroughly tested and developed, it is expected to apply the setup for the available 11  m  RT5 radio telescope. This should enable us to extend the list of pulsars with detectable signals and find a better overlap with NICER X-ray data for further calibration and extension of the current pulsar signal model.
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The following abbreviations are used in this manuscript:



	ATNF
	Australia Telescope National Facility



	CAS
	Czech Academy of Science



	DM
	Dispersion Measure



	DSN
	Deep Space Network



	ESSK
	Exponential Sine Squared Kernel



	GP
	Gaussian Process



	GPR
	Gaussian Process Regression



	GPSP
	Gigahertz Peak-Spectrum Pulsar



	GTI
	Good Time Interval



	HIL
	HW-in-the-loop



	IMU
	Inertial Measurement Unit



	ISM
	Interstellar Medium



	MJD
	Modified Julian Days



	NICER
	Neutron Star Interior Composition Explorer



	PRESTO
	Pulsar Exploration and Search Toolkit



	PTA
	Pulsar Timing Array



	RQK
	Rational Quadratic Kernel



	RFI
	Radio Frequency Interference



	SC
	Spacecraft



	SEK
	Squared Exponential Kernel



	SEXTANT
	Station Explorer for X-ray Timing and Navigation Technology



	SNR
	Signal-to-Noise Ratio



	SSB
	Solar System Barycenter



	TOA
	Time of Arrival



	XNAV
	X-ray Pulsar Based Navigation
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Figure 1. Pulsar signal time evolution—current models (a) and proposed model (b) considering ISM instabilities and reduced on-board sensor sensitivity. 
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Figure 2. Pulsar navigation system architecture. Source: [34]. 
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Figure 3. Highest flux pulsars and their estimation. The gray area on the map is never visible when using the RT2 radio telescope. 
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Figure 4. The RT2 radio telescope in CAS Ondřejov observatory. 
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Figure 5. Pulsar signal model with time evolution—current models (a) and proposed model (b). 
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Figure 6. GPR-based pulsar signal surrogate model utilization in the whole signal generator pipeline. 
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Figure 7. GPR-based pulsar radio signal model for PSR B0950+08. 
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Figure 8. Input period shapes after normalization, minimum subtraction, and phase removal for PSR B0950+08. 
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Figure 9. PSR B0950+08 pulse profile for selected time   T g   with initial signal-phase   ϕ g   (vertical black line). The orange part of the profile is a single period used for signal generation. 
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Figure 10. Generated signals of PSR B0950+08 processed with PRESTO for different scales of s (SNR). 
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Figure 11. Reduced   χ 2   statistic versus period and its first derivative for PSR B0818-13 (1239 ms). 
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Figure 12. Reduced   χ 2   statistics for PSR B0950+08—radio vs. X-ray (  253.88   m  s ). 
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Figure 13. Reduced   χ 2   statistic for 600 s and 1200 s of generated PSR B0950+08 signal (253.88 ms). 
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Figure 14. Evolution of reduced   χ 2   statistic shape for length of signal l decreasing left to right. 
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Figure 15. Evolution of reduced   χ 2   statistic shape for scale s decreasing from left to right. 
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Figure 16. Pulse profiles based on measured (blue) and generated data with high SNR (red) and low SNR (yellow) for PSR B0950+08. 
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Figure 17. Coefficient of determination for the PSR B0950+08 changing scale s. 
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Figure 18. Coefficient of determination for the PSR B0950+08 changing length l. 
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Figure 19. Coefficient of determination for the PSR B0950+08 changing time   T g   during 2024-04-10. 






Figure 19. Coefficient of determination for the PSR B0950+08 changing time   T g   during 2024-04-10.



[image: Aerospace 11 00839 g019]







 





Table 1. Observation-related information for the 10 best pre-selected pulsars.
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	Pulsar
	P [s]
	Flux [W/m2]
	Fl. err [W/m2]
	Vis [h]
	Close to Sun





	J0341+5711
	   1.8880   
	   9.8358 ×  10  − 10     
	   6.4925 ×  10  − 17     
	all
	–



	J2043+7045
	   0.5880   
	   1.5597 ×  10  − 11     
	   3.9111 ×  10  − 19     
	all
	–



	J0302+2252
	   1.2072   
	   9.6537 ×  10  − 12     
	   6.9157 ×  10  − 20     
	∼12 h
	2024-04-20–05-29



	B0818-13
	   1.2381   
	   4.3899 ×  10  − 12     
	   1.3474 ×  10  − 10     
	∼ 6 h
	–



	J2352+65
	   1.1640   
	   3.1631 ×  10  − 12     
	   7.0428 ×  10  − 19     
	all
	–



	B1642-03
	   0.3877   
	   3.0014 ×  10  − 12     
	   2.1748 ×  10  − 11     
	∼ 8 h
	2024-11-25–12-08



	B2016+28
	   0.5580   
	   2.4174 ×  10  − 12     
	   8.0023 ×  10  − 12     
	∼14 h
	–



	B1257+12
	   0.0062   
	   2.2272 ×  10  − 12     
	   1.1490 ×  10  − 11     
	∼11 h
	2024-09-22–10-10



	B0329+54
	   0.7145   
	   1.9561 ×  10  − 12     
	   1.8715 ×  10  − 12     
	∼22 h
	–



	B0950+08
	   0.2531   
	   1.7966 ×  10  − 12     
	   3.5863 ×  10  − 12     
	∼10 h
	2024-09-09–08-01







P is pulsar signal period; Flux is the expected value of flux based on previous evaluations with expected error; Vis is basic per day visibility of the pulsar above horizon; Close to Sun is time; when the pulsar is closer than   20 ∘   to the Sun it should not be observed.













 





Table 2. RT2 Basic parameters.
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	parabolic reflector, diameter
	  7.5    m 



	bearing pointing accuracy
	   0.05 ∘   



	half power beam width
	  1.0 ∘   to   2.0 ∘  



	frequency range
	1.0  G  Hz  to 2.0  G  Hz 



	4 sub-bands with 250  M  Hz  each
	SP1, SP2, SP3, SP4



	spectral channels per sub-band
	1024



	frequency spectral resolution
	303  k  Hz 



	time resolution
	1  m  s 



	dynamic range
	50  d  B 



	ADC resolution
	   14  bits   



	mechanical limits for antenna
	elevation:   10.0 ∘   to   84.0 ∘  , azimuth:   1.0 ∘   to   357.0 ∘  










 





Table 3. Marginal likelihood for different GPR kernels and PSR B0950+08 model.
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	Kernel
	Marginal Likelihood [1]





	SEK
	   0.3242 ×  10 4    



	Matérn kernel
	   0.3258 ×  10 4    



	RQK
	   0.3354 ×  10 4    
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