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Abstract: The performance of detonation engines depends on propellant injectors. This study
investigates a fluidic-valve injector mounted to a detonation tube. The injector is equipped with
a recessed cavity connecting to the fuel plenum. After verifying the theoretical and numerical
framework, three cases (I, II, and III) are analyzed, each representing different combinations of
initial injector conditions and fuel supply setups. In all cases, a detonation wave is initiated near the
headend of the detonation tube. It propagates through the initial section of the tube and undergoes
diffraction and deformation at the flush-wall orifice. Among the considered cases, Case III, featuring
a pre-pressurized initial injector flowfield and a total-pressure-inlet boundary, demonstrates the best
agreement with the experimental results. It reveals a strong interaction between the longitudinally
traveling detonation wave and the transverse propellant plume expanding from the orifice, causing
the detonation wave to split. One part continues within the tube, while the other diffracts into the
injector, creating a recirculation zone. Shock waves propagate within the injector and reflect at the
base of the cavity, generating pressure spikes similar to the experimental observations. However, the
contact surface separating the burnt products and fresh propellant reaches only a limited distance
into the injector, suggesting a short interruption time and rapid recovery of the propellant supply.

Keywords: injector; numerical setups; detonation

1. Introduction

With the potential for greater fuel efficiency, higher energy density, and lighter weight
over traditional propulsion systems, detonation engines have been considered for a wide
range of applications in aviation and space flight over the past few decades [1–4]. One of
the leading concepts is the continuously rotating detonation engine (RDE). Many studies
have been performed of various configurations, including premixed propellant injection [5],
separate fuel and oxidizer injection [6], and concepts using pure oxygen or air as the
oxidizer [7,8]. With each configuration comes different demands on the fueling scheme, to
supply a steady and quality propellant stream to the detonation wave.

With annulus diameters between 0.1 and 1.0 m, the nominal operating frequencies of
RDEs range from 1 to 10 kHz [9], which poses severe challenges for injector design. One of
the primary challenges is the lack of traditional solenoid valves capable of operating at such
high frequencies [10]. To address this issue, a valveless injector has been proposed to utilize
gas-dynamic processes to serve the function of a valve [9,11]. The valveless injector, also
known as a fluidic-valve injector, consists of an injection orifice open to a detonation tube
and a recessed cavity with its base connected to the propellant feed line. When a detonation
wave passes the orifice, a blast wave is diffracted into the injector, inducing high pressure
in the cavity that blocks the propellant from entering the detonation tube. Peace et al. [11]
mounted the injector to a pulsed detonation engine (PDE) operating at 20 Hz and analyzed
the interruption time interval, defined as the time period during which detonation burnt
products reside in the cavity. By adjusting the cavity length and propellant supply line
pressure, they achieved controlled interrupted propellant flow.
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Another challenge occurring in systems with separate fuel and oxidizer supplies is
the mixing phenomenon. The high frequency of the detonation wave traveling around the
annular chamber limits the interactions between fuel and oxidizer, resulting in propellants
that are insufficiently mixed. Additionally, the transient mixing process between unburned
propellants and burnt products reduces the detonation wave speed [12] and, consequently,
lowers the RDE’s propulsive performance. Sato et al. [13] examined mixing processes in an
RDE combustor with discrete fuel and air injections using three-dimensional numerical
simulations. They observed that while fast injector recovery was crucial for continuous
detonation propagation, steady recovery was equally important. Unsteady injector recovery
intensified the undesired mixing of burned and unburned gases, leading to regions of
autoignition ahead of the detonation wave. This premature deflagration was identified as
the main source of loss in the pressure gain in an RDE.

Furthermore, with a detonation wave passing over a fueling injector at intervals below
0.1 ms, the impact of the wave on the injector performance, and conversely, the impact
of the injector on the wave, remains largely unexplored [14]. Goto et al. [15] investigated
the injection heights achieved by propellants entering an annular chamber. Their results
showed that inconsistent injection heights could lead to instability and potentially extin-
guish the detonation reaction, causing severe vibrations. These challenges persist across
all RDE configurations currently under consideration, underscoring the imperative for an
efficient and reliable injector design. Elucidating the interdependent effects of the injector
on the wave, and vice versa, is essential in the pursuit of an optimal design of fuel injectors
for detonation engines.

In addition to the inherent technological challenges, uncertainties regarding the exper-
imental conditions and numerical settings of previous work have introduced communica-
tion complexities among the research community. While some early numerical works lack
experimental counterparts [16,17], and uncertainties in measurements hinder validation
exercises [18], recent practices advocate for close collaboration between experimental and
computational research. This entails using experimental data to validate numerical results
and employing verified numerical codes to bolster the credibility of these results. Given
the complexity of the flowfields involved, it is imperative to study the effects of operating
conditions on injector performance in detonation engines, as well as to identify the optimal
approach to represent these conditions in computational studies that can be validated
against established experimental research. The present work aims to perform a compre-
hensive computational study of the valveless injector for detonation engine applications.
The physical model considered is the recessed-cavity fluidic-valve injector measured by
Peace et al. [11]. To find the conditions best representing the experimental data, three cases
are considered and evaluated to choose the proper initial and boundary settings. The flow
characteristics in the detonation tube and inside the injector are recorded and analyzed for
each case to examine the injector performance.

The rest of the paper is organized as follows. Section 2 introduces the theoretical and
numerical framework, including case descriptions and model validation and verification.
The results and discussions are presented in Section 3, and the conclusions in Section 4.

2. Numerical Method and Physical Model

In detonation simulations, the timescale associated with chemical reactions is typically
much smaller than that of flow processes. Therefore, transport effects such as viscosity
and heat conduction can be ignored [19]. All cases in the paper are solved using the Euler
conservation equations of mass, momentum, and energy, considering finite-rate chemi-
cal kinetics. To capture the multidimensional characteristics of detonation phenomena,
three-dimensional computations are generally preferred. However, due to limitations
in computational resources, the present work resorts to two-dimensional configurations
instead. The suitability of the two-dimensional Euler equations in resolving detonation
structures has been examined by Oran et al. [20]. According to their findings, the flowfields
resolved using the Euler equations closely resembled those computed using the Navier–
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Stokes equations, except for minor structures that have a negligible impact on the overall
detonation structure. The governing equations are written in the following vector form

∂Q
∂t

+
∂E
∂x

+
∂F
∂y

= H (1)

where the dependent variable vector Q, convective flux vectors E and F, and source vector
H are defined as

Q =


ρ

ρu
ρv
ρet
ρYi

, E =


ρu

ρu2 + p
ρuv

u(ρet + p)
ρuYi

, F =


ρv

ρuv
ρv2 + p

v(ρet + p)
ρvYi

, H =


0
0
0
0
.

ωi

 (2)

where ρ, u, v, et, and p represent the density, axial velocity, vertical velocity, specific total
energy, and pressure, respectively; Yi and

.
ωi are the mass fraction and mass production

rate of species i, i = 1, ns − 1 and ns is the total number of species. The specific total energy,
et, is calculated as

et =
ns

∑
i=1

Yi

(
∆h0

f ,i +
∫ T

Tre f

Cp,i(T)dT

)
− p

ρ
+

(
u2 + v2)

2

where ∆h0
f ,i is the enthalpy of formation of species i, and Cp,i(T) is the specific heat at

constant pressure evaluated with the NASA polynomials [21]. The pressure is evaluated
using the equation of state for a perfect mixture,

p =
ns

∑
i=1

pi = ρRuT
ns

∑
i=1

Yi/MWi

where MWi is the molecular weight of species i and Ru is the universal gas constant. A
system of nr elementary reactions can be represented as

nr

∑
j=1

ν′jiCi ↔
nr

∑
j=1

ν
′′
ji Ci, i = 1, . . . , ns (3)

where ν′ji and ν
′′
ji are the stoichiometric coefficients of species i in the reactants and products

of the jth elementary reaction (j = 1, . . . , nr), and Ci is the concentration of species i in
the mixture. The net mass production rate of species i from all the chemical reactions is
determined as

.
ωi = MWi·

nr

∑
j=1

[
ν
′′
ji − ν′ji

]{
k j f

ns

∏
i=1

Ci
ν′ji − k jb

ns

∏
i=1

Ci
ν
′′
ji

}
where k j f and k jb are the forward and backward reaction rate constants for the jth reaction.
For each elementary reaction, k j f is calculated using the empirical Arrhenius equation,

k j f = Aj·exp
(
−Eja/RuT

)
where Aj is a constant termed the preexponential factor and Eja is the activation energy. The
equilibrium constant of the jth elementary reaction Kj, which is a function of temperature,
is used to calculate k jb,

k jb = k j f /Kj

In the current study, an eight-species, nineteen-step elementary mechanism [22] is
employed to model the H2-O2 combustion. A second-order upwind scheme is used to
solve the flow equations, and a multi-stage Runge–Kutta explicit transient formulation is
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applied for temporal integration. To obtain time-accurate solutions, the time steps are fixed
at values that satisfy the requirements imposed by the Courant–Friedrich–Lewy condition.
All simulations in this study are carried out using the density-based solver for unsteady
flows in Ansys Fluent 2020 R1. This solver has been extensively employed and validated
for detonation research [23,24].

2.1. Case Descriptions

To reduce numerical uncertainty, simulations are first performed in a straight detona-
tion tube. Figure 1 shows a schematic of the computational domain in the baseline case,
consisting of a small ignition zone near the tube headend (A), and the remaining section
of the detonation tube (B). The detonation wave is represented by the red line with an
arrow indicating its propagation direction. The ignition and tube zones are abbreviated as
“ignition” and “tube”, respectively. The detonation tube has a total length, lt, of 838 mm
(33 inches) and a height, dt, of 25 mm (1 inch). The length of the ignition zone, li, measures
2.5 mm (0.1 inches). The tube zone is initially filled with a premixed stoichiometric H2-O2
mixture at 1 atm and 300 K. The ignition zone is initialized with a mixture in chemical
equilibrium at 35 atm and 3500 K. The equilibrium mixture includes H2, H, O2, O, OH,
HO2, H2O2, and H2O predicted by the H2-O2 combustion mechanism [22]. These pa-
rameters reflect the state behind the detonation wave, eliminating the need to treat the
deflagration-to-detonation transition.
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Figure 1. Schematic of the detonation tube, baseline case.

With the simple tube as the baseline case, a detonation tube-injector system is con-
structed. Figure 2 shows the configuration and dimensions of the system considered in
the present work. The model is based on the PDE-mounted fluidic-valve injector that was
experimentally measured by Peace et al. [11]. It consists of a detonation tube, representing
the engine operating environment, and a recessed-cavity injector attached to the side of
the tube. To facilitate the computational analysis, the entire domain is divided into four
zones. The first two zones, denoted A and B, are carried over from the baseline case. The
remaining two zones in the attached injector are consistent with the experimental setup: a
narrow pipe open to the tube, labeled as zone C, and a cavity connecting to the propellant
supply line, designated as zone D. The four zones are referred to as ignition, tube, orifice,
and cavity, respectively. To ensure a well-established detonation wave approaching the
injector, the injector centerline is placed a distance Lo of 114 mm (4.5 inches) downstream of
the tube headend. Within the injector, the orifice has a length lo of 46 mm (1.8 inches) and a
diameter do of 6.3 mm (0.25 inches), and the cavity has a length lc of 63 mm (2.5 inches) and
a diameter dc of 9.5 mm (0.375 inches).
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To study the effects of injector operating conditions on the propagation of the detona-
tion wave, three different sets of injector conditions are considered, as listed in Table 1. It is
worth noting that in the experiments, the injector was supplied with air. To simplify the
computational analysis, only the species included in the reaction mechanism are considered,
and pure oxygen is used instead of air. In all three cases, the injector is initialized with
still oxygen. In Cases I and II, the injector has an initial static pressure of 1.0 atm, while in
Case III, the injector is pressurized to 5.1 atm (75 psi). The propellant injection condition at
the cavity base is also varied among these three cases. In Case I, a choked flow from the
supply line is assumed, and the cavity base is specified as a velocity inlet with a normal
speed of 325 m/s, corresponding to the speed of sound in oxygen at 1 atm and 300 K. In
Cases II and III, the velocity is not explicitly specified. Instead, the cavity base is set as a
pressure inlet, with Case II having a static pressure of 5.1 atm and Case III having a total
pressure of 5.1 atm, ensuring a propellant stream without explicitly assigning the velocity.
It is worth noting that the boundary setup in Case III allows the propellant injection speed
and flowrate to adjust as the pressure in the injector changes during the recovery process.

Table 1. Injector operating conditions.

Case Initial Condition Boundary Condition for Propellant Supply

I oxygen, 1.0 atm velocity inlet, 325 m/s
II oxygen, 1.0 atm pressure inlet, static pressure = 5.1 atm
III oxygen, 5.1 atm pressure inlet, total pressure = 5.1 atm

2.2. Model Validation and Verification

To minimize numerical uncertainty, a grid convergence study is performed in the
baseline case. Four different grid levels are considered, with a refinement ratio of 1.5 in
each coordinate. The aspect ratios of the computational cells are fixed at unity to prevent
stretching effects. Note that the detonation cell width is about 1.5–2 mm in a stoichiometric
H2-O2 mixture [25,26]. The mesh sizes at all the grid levels are smaller than this range to
ensure a reasonable numerical resolution. Table 2 summarizes the total cell numbers and
average cell sizes for all four levels.

Table 2. Numerical grids.

Level 1 Level 2 Level 3 Level 4

number of cells, N 330,000 737,550 1,648,128 3,708,288
average cell size, in mm 0.25 0.17 0.11 0.08

The calculations start from the prespecified conditions at t = 0. Figure 3a shows the
distributions of pressure gradient magnitude near the detonation front at t = 70 ms for the
four different levels of resolution. The results from the Level 1 grid show the least detail.
At the Level 2 grid, the cross-hatching pressure gradients caused by the expansion of the
detonation cell wavelets appear, along with more details near the wave front. These cross-
hatching pressure gradients serve as an approximation for the cellular structures observed
in the soot-foil records of the maximum pressure footprints [27]. The flow structures
become clearer in Levels 3 and 4, respectively. The thickness of the detonation shock front
is determined by measuring the distance from the initial pressure rise to the peak pressure.
As the refinement level increases, the shock thickness decreases from 1.07 mm in Level 1
and 0.71 mm in Level 2 to 0.49 mm in Level 3. Further mesh refinement results in a slight
decrease to 0.38 mm in Level 4, suggesting the achievement of grid convergence.
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Following Roache [28], grid convergence is further assessed using the grid convergence
index (GCI) defined for two successive grids i and i + 1, where grid i + 1 is finer than grid i

GCIi,i+1 ≡ FS·|εi,i+1|
rΠ − 1

(4)

where FS is the factor of safety and has a recommended value of 1.25 when three or more
grids are used; εi,i+1 = | fi − fi+1|/ fi is the relative error between two grids; r is the grid
refinement ratio, which is set to be 1.5 in the present work; and f is a flow property. The
parameter Π is the order of convergence defined as

Π ≡ ln[( f1 − f2)/( f2 − f3)]

lnr
(5)

Taking the peak pressure across a detonation wave as the flow property, the respective
values of f1, f2, and f3 are measured as 18.9, 20.3, and 20.9 atm in the simulations using
Levels 1–3 grids. The relative errors for each refinement are then calculated as ε1,2 = 0.07
and ε2,3 = 0.03. The order of convergence is found to be Π = 2.1, indicating a theoret-
ically second-order solution. Consequently, the GCIs are determined as GCI1,2 = 0.07
and GCI2,3 = 0.03. A small GCI value suggests that the computation has low numerical
uncertainty due to spatial discretization error. Additionally, the solutions should be within
the asymptotic range, meaning that they should be obtained using a sequence of systemati-
cally refined grids over which the discretization error is reduced. The achievement of the
asymptotic range is considered when

GCI1,2

rΠ·GCI2,3
≈ 1 (6)

The calculated GCIs predict a value of 1.08, confirming the grid convergence. Using
a nonlinear least squares regression technique, the asymptotic peak pressure across the
detonation wave is determined to be 21.2 atm. The relative errors in the peak pressure are
subsequently calculated as ε = 0.10, 0.04, 0.01, and 0.003 for mesh Levels 1, 2, 3, and 4,
respectively. Figure 3b shows the relative errors in the peak pressure, ε, as a function of cell
numbers, N, in a log–log scale. According to these results, the Level 3 grid is considered
sufficiently reliable and is thus employed for the subsequent simulations.

Figure 4 shows profiles of pressure, temperature, and H2 mass fraction, respectively,
across the detonation wave for the Level 3 grid in the baseline case. As the detonation wave
passes through the unburnt mixture, it compresses the gases and raises the static pressure
to the value described by the von Neumann spike, which is over 20 atm in the baseline
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case. The mixture temperature also rises sharply due to aerodynamic heating from the
normal shock wave. The combined elevated temperature and pressure creates the necessary
conditions for autoignition of the mixture. As intermediate reactions occur, radicals are
generated, leading to explosive reactions and the release of heat at a substantially higher
rate compared to deflagration. Key detonation characteristics, such as wave propagation
speed and chemical heat release rate, can be estimated at the Chapman–Jouguet (C-J)
condition. In Figure 4, the C-J point is identified by the location at which the H2 mass
fraction decreases to the equilibrium value in the burnt mixture. At the C-J point, the
mixture temperature measures 3682 K, and the pressure is 18.1 atm. These values align
with the theoretical prediction for a stoichiometric H2-O2 detonation at an initial pressure
of 1 atm [25].
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3. Results and Discussion

The flowfield within the detonation tube-injector assembly exhibits significant un-
steadiness. To illustrate the overall development of the flow, pressure history is recorded at
three probes whose locations correspond to those of the pressure transducers used in the
experiments. To ensure a fully developed detonation wave and avoid headend effects, the
three pressure transducers (PCB) used in the experiments by Peace et al. [11] are replicated
numerically using pressure probes, as shown in Figure 5: (1) PCB 5 is placed inside the
tube at a distance, L5, of 61 mm (2.4 inches) ahead of the injector centerline; (2) PCB B
is positioned at a distance, LB, of 72 mm (2.85 inches) below the wall orifice inside the
injector cavity; and (3) PCB T is located at a distance, LT, of 95 mm (3.75 inches) below
the wall orifice and 15 mm (0.55 inches) above the cavity base. It is important to note
that all the pressure transducers in the experiments were located at the walls, while in the
simulations, PCB 5 is located along the tube centerline and PCB B and PCB T are located
at the injector centerline. Figure 5 shows the pressure histories at the three probes from
both numerical and experimental studies. The time coordinates are adopted from the
experimental study [11]. To facilitate comparison, the initial pass of the detonation wave at
PCB 5 has been aligned by shifting the numerical results forward by 55 µs. Note that in
the simulations, PCB 5 is located 53 mm (2 inches) closer to the orifice centerline than that
in the experiments. According to a ZND-based theoretical analysis, the detonation wave
speed is estimated to be approximately 2780 m/s, suggesting a travel time of 19 µs over a
53 mm distance. Therefore, the numerical results at PCB B and PCB T are shifted forward
by 36 µs.
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Figure 5a compares the pressure history at PCB 5 immediately upstream of the injector
orifice. In all simulations, the pressure decreases rapidly following the initial spike, while
the decrease is more gradual in the experiment. One possible explanation for this difference
is that a two-dimensional duct is modeled in the simulations, whereas the experiment was
conducted in a three-dimensional tube. The inclusion of a third dimension in the experiment
provides the flow with additional capacity to store energy and resist change, relieving the
post-detonation pressure relaxation. Another factor that may contribute to the difference
in pressure decrease trends is the method employed for simulating chemical reactions.
The numerical model incorporates finite-rate chemistry, which can result in variations
in energy release rates compared to the experimental conditions. These differences in
the energy release rates may lead to discrepancies in the pressure evolution behind the
detonation front. Since the injector setups do not affect the flow within the detonation tube,
the pressure evolutions of the numerical cases exhibit similarities.

After the detonation wave diffracts into the flush-wall opening, it degenerates into
a shock wave that propagates through the orifice and expands into the cavity. Figure 5b
shows the pressure history at PCB B, inside the cavity. Compared to the experimental
results, the pressures in Cases I and II start with lower values and rise to similar spikes upon
the arrival of the shock wave. In Case III, the pressure initially matches the experiment,
but it shows a much smaller increase after the shock wave, suggesting different wave
diffraction processes at the orifice. The Case III results also suggest the impact of injector
conditions on the shock wave magnitude and propagation speed. After the initial shock
wave traverses the cavity, it reflects off the cavity base and induces a second pressure spike.
The pressure spike caused by the arrival of this reflected shock wave is denoted by Marker
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A in the experiment and Marker B in Case III. In Cases I and II, with low propellant injection
pressures, the reflected expansion waves are not recorded during the simulation window. It
is worth noting that the abrupt geometric contraction from the cavity to the orifice forms a
partial barrier that interferes with the advection of mass and momentum inside the injector
and causes additional wave reflections, as indicated by the uneven pressure evolution in
both the experimental and numerical results. Considering the wave arrival time and overall
evolution of the experiment, Case III shows better agreement than Cases I and II.

To illustrate the unsteady motion near the propellant supply line, Figure 5c compares
the pressure history at PCB T close to the cavity base. Until the first pass of shock waves at
t = 270 µs, Case III shows good agreement with the experiment, with the same pre-shock
pressure and a comparable pressure jump behind the initial shock wave. Immediately
after passage of the shock wave, the pressure remains constant in the experiment, but
shows a steady drop in Case III. Upon the arrival of the first reflected shock, denoted by
Marker C at around t = 320 µs in the experiment and Marker D at t = 340 µs in Case III,
PCB T encounters another sharp pressure jump, due to its proximity to the cavity base.
Since the pressure increase behind each shock affects the recovery time of the injector in
supplying fresh propellant, it will be important to obtain a quantitative description of the
shock motions and achieve a better estimate of the injector interruption time in future
simulations. Since Case III best represents the experimental work, it is examined in detail
in the following section.

3.1. Detonation Wave Diffraction at the Injector Orifice

The highly unsteady wave behaviors inside the injector begin with the diffraction of
the detonation wave into the flush-wall orifice. Figure 6a shows, to illustrate a concept,
a shock diffracting into a still zone at an unconfined opening. As the detonation wave
passes the opening, expansion waves start to emanate at the corner, O. The resulting
disturbance propagates at the local sound speed c while being transported downstream at
the post-shock particle speed of u, intercepting the detonation wave front and inducing
curvature in its otherwise planar front. At an instant ∆t after the detonation wave passes O,
the lower part of the detonation front AB has assumed a curved shape, while the upper
part BC remains planar. Adapted from Skews’s geometric construction for non-reacting
diffracting shocks [29,30], the angle α between the disturbance trajectory and the normal of
the incoming detonation wave can be determined with the formula

tanα =
ν

D
=

√
c2 − (D − u)2

D
(7)

where D is the undisturbed detonation wave speed and v is the propagation speed of the
interaction point B on the wave front. The current concept is depicted in Figure 6b, where
the flush-wall orifice is a confined opening. The continuous wave front bifurcates at the rear
corner of the orifice: the majority of the lower part enters the injector, while the remaining
curved portion, combined with the undisturbed planar section, continues to propagate
downstream in the tube. This orifice is not a stagnant zone; instead, transverse flows exit
the orifice due to either the velocity (Case I) or pressure (Case III) inlet at the injector base.
The resulting shock diffraction process is illustrated in Figure 7a–c.
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Figure 7. Schematic of a shock diffracting into a transverse flow.

Figure 8 shows the detonation wave diffraction process in Case II, where the injector
has the same initial pressure as the detonation tube, and the zone inside the injector
is initially still. In this configuration, the results are similar to those of earlier research
conducted on detonation diffraction [31,32]. In Figure 8c, an expansion region forms at
the portion of the detonation wave entering the injector, as the leading shock decouples
from the reaction zone. As the detonation wave passes the orifice, most of it is unaffected,
and only the small near-wall portion comprising the expansion region is pushed into the
injector by the high-pressure hot product behind it. By locating the interaction point at
multiple time steps as the detonation crosses the injector, the angle α is found to be 17 deg.
A known detonation velocity of 2800 m/s and C-J point sonic speed of approximately
1460 m/s results in a corner signal propagation velocity of 1590 m/s into the burnt region
behind the detonation. The curved diffracted shock front is confined by the orifice and
divided into two parts at the rear corner; one part continues to move downstream in
the detonation tube, while the other part penetrates the orifice and initializes the highly
unsteady wave motions inside the injector. A curved shock is observed inside the injector
in Figure 8d. Propagation velocity can be used to determine injector spacing and ensure
that a recovering injector downstream is minimally affected by the wave processes. The
description of wave curvature will contribute to better understanding the potential for
reinitiation during diffraction, to be elaborated in a later section.
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Figure 9 shows, using both pressure and vorticity magnitude contours, the diffraction
process in Case III. Upon initiation of the simulation, the pre-pressurized injector assem-
bly experiences an initial transverse propellant flow, with an instantaneous propellant
mass flow rate of 50 g/s, into the detonation tube. This mass flow rate persists as the
detonation wave approaches the injector, only to be interrupted upon the passage of the
wave. In Figure 9a, the expansion of propellant from the pressurized injector leads to
flow recirculation near the orifice. In Figure 9b, as the detonation wave approaches the
orifice, it interacts with the recirculation region, causing deceleration of the lower part
of the wave. Consequently, the wave front splits into two parts, with the undisturbed
upper part propagating down the detonation tube. As shown in Figure 9c,d, the lower
part diffracts into the injector and its behavior downstream of the orifice closely resembles
the shock diffraction process sketched in Figure 7. Additionally, the wave front is further
deformed by an expansive disturbance emanating from the leading corner. In Figure 9e,
the diffracted curved shock front divides into two parts at the rear corner of the orifice: one
part moves downstream in the detonation tube, interacts with the rear recirculation zone,
and pushes the vorticity downstream; the other part penetrates the orifice and distorts
the otherwise steady flow inside the injector, initializing highly unsteady wave motions.
A vortical structure is formed just below the orifice, as visualized by the distributions
of pressure and vorticity magnitudes in Figure 9d–f. This vortex reduces the transverse
momentum and prevents excessive penetration of the hot burnt products into the injector.
Since the injector is filled with fresh propellant, the diffracted detonation wave entering the
injector loses its reaction zone and degenerates into a shock wave.

Note that in Case I, the injector is initialized with still propellant, and the velocity inlet
boundary condition is activated only when the simulation starts. As a result, transverse
flow is not established when the detonation wave reaches the wall orifice. Consequently,
the wave diffraction process in Case I resembles that in Case II and is not shown here.
The effect of the injector’s initial pressure is demonstrated by comparing Cases II and
III. In Case II (Figure 8), the propellant plume and the accompanying shear layers are
absent from the detonation tube, eliminating the wave bifurcation observed in Figure 9b–d.
The pressure difference across the diffracting shock is larger in Case II than in Case III,
causing the shock to propagate into the injector at a faster speed (Figure 8e,f). Furthermore,
although vorticity is generated near the orifice in Case II, the interaction between the shock
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wave and vorticity is weakened compared to that in Case III, leading to stronger shock
waves and larger pressure spikes within the injector, as shown in Figure 5b.
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3.2. Shock Wave Dynamics Inside the Cavity

As shown in Figure 2, each fluid-valve injector is comprised of two parts: the orifice
(zone C), exposed to the detonation tube, and the cavity (zone D), attached to the propellant
plenum. The orifice is connected to the cavity through an abrupt area expansion. Shock
motions in the orifice region are strongly influenced by the detonation wave diffraction
at the flush-wall opening. The first shock wave reflection off the opposing orifice wall is
followed by a series of reflections between the two orifice walls. The result is an undulation
of the shock wave front, with the leading edge fluctuating between the left and right walls.
The fluctuations are attenuated as the shock wave approaches the expansion into the cavity.
When it reaches the cavity expansion, the shock wave resembles a normal shock, with no
visible fluctuations along the wave front.

As a shock wave propagates further into the injector and towards the cavity base, it
expands at the cavity entrance, interacts with the surrounding walls, and reflects at the
gaseous interface between the cavity flow and the incoming propellant stream. The wave
motions and residence times inside the cavity are of critical importance in determining the
propellant injection efficiency and injector performance. Figure 10 shows the distributions
of pressure and transverse velocity inside the cavity in Case I. Since the injector is initially
filled with still fluid and the velocity inlet boundary condition at the cavity base takes time
to update the injector flowfield, the detonation wave diffracts into the orifice and enters the
cavity without encountering the opposing flow from the injected fluid. In Figure 10(b1),
the shock wave travels downward at approximately 773 m/s. The upward propellant flow
from the velocity inlet boundary has a velocity of 200 m/s. After the shock wave collides
with the propellant stream, the pressure increases significantly in Figure 10(a2) and the
velocity is reduced to about 550 m/s, as shown in Figure 10(b2), keeping a constant velocity
as shown in Figure 10(b3) until it reflects off the cavity base.
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Figure 11 shows the distributions of pressure gradient magnitude for three cases at
three instants: when the shock wave enters the cavity, transverses inside the cavity, and
reflects off the cavity base. The streamlines in Figure 11 are generated from lines spanning
the width of the cavity section at three locations: top at y = −47 mm from the orifice
entrance, middle at y = −79 mm, and at the base of the injector y = −109 mm. Fuel flow is
visualized by the uniform upward streamlines from the injector base in the early images
of each case. The fuel velocity varies in the three cases: 325 m/s for the velocity inlet in
Case I, 469 m/s for the static pressure inlet in Case II, and approximately 0.5 m/s in the
pressurized cavity for the total pressure inlet in Case III. Figure 11a shows the results from
Case I. Immediately after the incoming shock wave enters the cavity, it expands due to the
abrupt area change, and the resultant overexpanded flow is incident to the wall, inducing
recompression and secondary shock waves that interact and merge with the primary shock
wave, as marked by the streamlines and pressure gradient contours at t = 98.75 µs. The
resultant shock wave travels at an estimated speed of 660 m/s before it is slowed down by
a collision with a pressure wave from the velocity inlet. It is approximately 90 mm into the
injector at t = 153.75 µs. Vortical structures appear near the orifice–cavity joint because of
flow expansion. Note that the high-pressure gradients near the cavity base result from the
velocity inlet boundary condition. At about t = 260 µs, the shock wave reaches the cavity
base, acting as a pressure boundary to the wave reflection, causing a series of expansion
waves emerging from the inlet shortly afterward. No reflected pressure spikes are formed
in Case I, as observed in Figure 5c.

Figure 11b shows the cavity flowfield in Case II. Similar to Case I, the incoming shock
wave enters the cavity at t = 98.75 µs, inducing flow expansion, shock wave interactions,
and recombination near the wall. The resultant shock wave travels at a slightly higher
speed of 680 m/s toward the cavity base. Since the propellant supply has a pressure higher
than that in the initial injector flow, compression waves stem from the cavity base and
collide with the incoming shock wave. These shock interactions cause a large reduction in
the wave speed, leading to a smaller shock penetration into the cavity at t = 155 µs than in
Case I. Furthermore, as the shock wave reaches the cavity base, where it encounters higher
pressure than in Case I, it reflects off the injector base, at t = 283.75 µs.
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The scenario in Case III is noticeably different, as shown in Figure 11c. Compared
to Cases I and II, the injector in Case III is initialized to a much higher pressure. Due to
the detonation wave and propellant plume interaction outside the flush-wall orifice, the
incoming shock wave enters the injector at a lower speed of 400 m/s. As it expands into
the cavity around t = 163.75 µs, its strength is further reduced, exhibiting much milder
dynamics near the orifice–cavity joint. The pressure gradient magnitudes are significantly
lower than those in Cases I and II throughout the cavity, indicating that a pressurized
injector may facilitate steady propellant injection and mitigate the intermittent pressure
pulses from the propellant supply line. The relative uniformity of the injector flowfield,
and the close similarity of the pressure readings to the experimental results, make Case III
the optimal condition for further analysis of injector operation.

3.3. Evolution of Contact Surfaces

As the shock wave enters the injector, it is followed by the hot detonation products.
A phenomenon of particular interest is the contact surface forming between the burnt
detonation products and the fresh propellant. Assuming negligible diffusive effects, as
modelled by the current inviscid flow solver, the contact surface travels in the injector for
some time and then ejects from the wall orifice. The residence time of the contact surface
inside the injector is a critical factor in determining the recovery time required for the
injector to resume fresh supply of propellant [9,33]. In the present study, the temporal



Aerospace 2024, 11, 171 15 of 19

evolution of species mass fraction and temperature distribution is studied to deduce the
motion of contact surfaces.

Figure 12 shows the distribution of OH mass fraction superimposed by the isolines of
density gradient magnitude |∇ρ| = 10 kg/m4 for Case III. After the shock diffraction into
the orifice, the shock wave travels against a propellant flow that moves at approximately
185 m/s. The separation of the shock wave from the detonation products is first captured
in Figure 12a. The shock wave traced by the isolines of density gradient magnitude
significantly outpaces the burnt products in Figure 12b and reaches the orifice–cavity joint
at approximately t = 136 µs in Figure 12c. After accounting for the opposing local flow
velocity, the shock wave has an average velocity of approximately 450 m/s. The opposing
flow also slows down the flow of burnt products, leading to a velocity of about 60 m/s at
the leading edge of the contact surface. At t = 491 µs, the reflected shock wave propagates
toward the orifice and the contact surface ceases to move further into the cavity. As shown
in Figure 12, the contact surface reaches about 35 mm into the orifice before reversing back
toward the detonation tube at approximately 120 m/s. The first sign of contact surface
ejection is observed at t = 600 µs in Figure 12f. The penetration of contact surfaces into the
injector could be further reduced by changing the geometric parameters of the injector; this
will be addressed in future research.
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Figure 13 shows the temperature distributions at the same instants as in Figure 12. In
Figure 13a, the detonated mixture trailing the decoupled shock front has a temperature of
about 3400 K at the flush-wall opening. The undisturbed propellant flow inside the injector
has a temperature of 300 K. In Figure 13b–d, the shock front sweeps through the orifice and
compresses the propellant flow to around 400 K. As the detonated mixture spreads into
this shocked but unreacted propellant, the temperature near the contact surface is about
1800 K. In Figure 13d–f, because of the reflected shock, the hot mixture starts to retreat
to the detonation tube and the orifice zone starts to refill with fresh propellant. Since the
local fuel–air equivalence ratio is well above the flammability limit, exothermic reactions
are not anticipated inside the orifice zone. Nonetheless, the temperature and mixture
composition inside the orifice are critical factors in accounting for potential autoignition in
the propellant flowpath. Further analyses, especially considering diffusion processes, are
needed to explore the temperature distributions and evolution.
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3.4. Potential for Reinitiation

In previous studies on detonation transition criteria in tubes, Peraldi et al. [34] dis-
covered that a minimum ratio of 13 between the tube diameter and the detonation cell
width is necessary for a successful transition from deflagration to detonation. In the current
configuration, the detonation cell width is 2.08 mm. The ratios of the tube diameter to
the cell width in the orifice and cavity zones are approximately 3.05 and 4.58, respectively.
Consequently, the likelihood of a deflagration-to-detonation transition occurring inside the
injector is low [25]. If any detonation waves were to enter the injector, they would have to
originate from reinitiation during the diffraction phase.

When a detonation wave diffracts into a stagnant zone, potential reinitiation sites
are found at the hot spots on the curved diffracted wave at the sharp opening. These
hot spots have the potential to ignite transverse detonation waves that travel along the
wave until they reflect off one of the side walls [35]. If this were to occur, the detonation
wave could penetrate throughout the rest of the injector. However, generating transverse
detonation waves in the current model is challenging since the detonation diffraction
process is confined to a limited duration over a restricted opening.

Furthermore, the pressurized injector scenario poses an additional challenge for reini-
tiating detonation inside the injector. Li et al. [36] studied detonation wave diffraction
into a supersonic crossflow. They found that introducing a supersonic crossflow increases
the likelihood of reinitiation in unstable detonations with irregular cellular structures. In
practical applications that employ air as the oxidizer, the irregular cellular structure in-
creases the chances of reinitiation. When simulating a subsonic injector flow, the additional
pressure from the incoming flow can increase the potential for reinitiation. To prevent
detonation reinitiation in both pressurized and unpressurized cases, a possible approach is
to modify the pathway of the detonation wave as it turns into the orifice. Wang et al. [37]
explored detonation diffraction around obstacles of semicircular, triangular, and rectan-
gular shapes. They established a correlation between the likelihood of reinitiation and
the ratios of obstacle size (radius for semicircular obstacles, and length for triangular and
rectangular obstacles) to induction length. They discovered that for semicircular obstacles,
the supercritical regime with a continuously coupled shock-reaction front occurs at ratios
larger than 100. As the ratios decrease, the critical regime is encountered, characterized by
successive shock-reaction front decoupling. Ratios below 12.5 lead to subcritical diffrac-
tions, where the leading shock decouples from the reaction front. Apart from obstacle size,
obstacle shape significantly influences the regime distributions. In the case of rectangular
and triangular obstacles, the subcritical regime arises when the upstream side of each shape
is smaller than the characteristic reflection length [38,39]. Changing the lip geometry at the
orifice entrance could leverage the subcritical regime and restrict reinitiation generated at
the upstream orifice rim. Further research is needed to explore these design changes.
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4. Conclusions

The present study describes a comprehensive numerical investigation of the instan-
taneous flowfield inside a recessed-cavity fluidic-valve injector attached to a detonation
tube. To verify the computational framework and determine an appropriate mesh size, a
baseline case is modeled with a straight detonation tube, and a grid independence study is
performed using four different mesh resolutions. Based on an evaluation of the detonation
wave structures, thicknesses, and computation times, the Level 3 grid is selected for the
subsequent computations.

The computational results on the assembly of the detonation tube and injector are
found to be notably affected by the numerical setup. To account for the effects of injector
operating conditions and to accurately represent the experimental settings, three cases (I, II,
and III) are simulated, each featuring different initial injector conditions and inlet setups. A
comparison of the pressure data obtained from the experimental work reveals that Case III,
which has an initially pressurized injector and a total pressure inlet boundary condition at
the cavity base connecting to the propellant supply, shows the best agreement.

The primary focus of this study is to investigate key flow behaviors, including the
diffraction of the detonation wave from the detonation tube into the flush-wall orifice,
the dynamics of shock waves inside the cavity, and the penetration of the contact surface
separating the burnt and unburnt gases into the injector. In Case III, the collision between
the longitudinally travelling detonation wave and the transverse propellant stream leads
to the bifurcation of the detonation wave ahead of the orifice. One portion of the wave
expands in the tube, while the other part enters the orifice, resulting in the formation
of a recirculation zone and vortical structures. The latter degenerates into a shock wave
inside the injector, propagating towards the cavity base and creating a series of shock wave
motions and pressure spikes that are in good agreement with the experimental results. The
shock waves, together with their associated flow structures, interact with the stream of
fresh propellant in the orifice, causing a deceleration of the contact surface. Consequently,
the penetration of the contact surface into the injector is limited, and the recovery time
required for the injector to supply fresh propellant is reduced. Further research is necessary
to explore the influences of injector geometry on detonation wave diffraction, shock wave
propagation, and the interruption of the propellant supply.
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Nomenclature

Symbols
A preexponential factor
c speed of sound
D detonation wave speed
d diameter
Ea activation energy
et specific total energy
FS convergence factor of safety
f flow property
l length
M Mach number
N number of cells
ns number of species
p pressure
Ru universal gas constant
r grid refinement ratio
T temperature
t time
u, v velocity components
x, y spatial coordinates
Y mass fraction
α angle between disturbance trajectory and detonation wave normal
ε relative error
Π order of convergence
ρ density
Ω vorticity magnitude
.

ω mass production rate of reactants
Subscripts
c property of cavity
C-J Chapman-Jouguet condition
i index of nominal species
i property of injector
o property of orifice
t property of detonation tube
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