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Abstract: Large-eddy and direct numerical simulations generate vast data sets that are challenging to
interpret, even for simple geometries at low Reynolds numbers. This has increased the importance of
automatic methods for extracting significant features to understand physical phenomena. Traditional
techniques like the proper orthogonal decomposition (POD) have been widely used for this purpose.
However, recent advancements in computational power have allowed for the development of data-
driven modal reduction approaches. This paper discusses four applications of deep neural networks
for aerodynamic applications, including a convolutional neural network autoencoder, to analyze
unsteady flow fields around a circular cylinder at Re = 100 and a supersonic boundary layer with
Tollmien-Schlichting waves. The autoencoder results are comparable to those obtained with POD and
spectral POD. Additionally, it is demonstrated that the autoencoder can compress steady hypersonic
boundary-layer profiles into a low-dimensional vector space that is spanned by the pressure gradient
and wall-temperature ratio. This paper also proposes a convolutional neural network model to
estimate velocity and temperature profiles across different hypersonic flow conditions.

Keywords: reduced-order modeling; machine learning; deep neural networks; data-driven analysis;
autoencoder; cylinder wake; hypersonic boundary layers

1. Introduction

The understanding of unsteady flows through dimensionality reduction is crucial for
gaining physical understanding and often accomplished by modal-decomposition tech-
niques. Such techniques identify effective low-dimensional modal bases, typically orthogo-
nal, that capture dominant flow mechanisms like vortex shedding with high accuracy [1].
The proper orthogonal decomposition (POD) [2] and the dynamic mode decomposition
(DMD) [3] are prominent among these techniques, leveraging singular value decomposi-
tion (SVD) without necessitating knowledge of the governing dynamics. For instance, the
“snapshot” method [4] requires only flow field data at regularly spaced time intervals. POD
is particularly noted for its energy optimality, capturing the maximum unsteady energy
content with the fewest modes, enhancing its attractiveness despite challenges in highly
nonlinear scenarios [5].

Well-established modal decomposition techniques like POD sometimes fail to capture
instability modes crucial in flows with instability waves that lead to large-scale fluid
motion or breakdown [6]. To address these limitations, some researchers have combined
POD modes with linear stability theory (LST) modes, while others have turned to the
spectral proper orthogonal decomposition (SPOD). SPOD is adept at identifying coherent
structures in data with multiple frequencies and time-dependent structures, making it
suitable for scenarios where POD falls short [7]. This method has been effectively applied
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to various flows, such as the wake behind curved cylinders [8] and dynamic stall of
helicopter blades [9], where it permitted the identification of the dynamics of the different
fluid structures.

Moreover, recent advances in machine learning (ML) and deep learning, particularly
in autoencoders (AEs) and convolutional neural networks (CNNs), have shown promise in
managing these nonlinear challenges [5,10-12]. Autoencoders, especially multi-layer and
mode-decomposing CNN AEs, offer a more compact and accurate data representation by
leveraging nonlinear activation functions, which often outperform traditional methods like
POD in terms of data compression and mode representation [5,13].

In this paper, we employ three different modal decomposition techniques, POD, SPOD
and convolutional neural networks to analyze three different cases. First, the unsteady
two-dimensional wake flow downstream of a circular cylinder at a Reynolds number of
100 is analyzed, where we compare the coherent structures identified by POD and SPOD
with those from a convolutional autoencoder, based on a convolutional CNN ideas by
Murata et al. [5], aiming to highlight the respective strengths and applicabilities of each
method in capturing essential flow dynamics. The AE architecture is then modified for the
decomposition of a supersonic boundary-layer with Tollmien-Schlichting waves. The AE
modes obtained are compared with modes from POD analyses. Finally, the study extends
to examining steady hypersonic boundary-layer profiles using AEs, relating the latent space
to the pressure gradient and wall-temperature ratio, and proposes a CNN for estimating
the velocity and temperature profiles.

2. Case Description and Methodology
2.1. Cylinder Wake

A two-dimensional simulation of the flow around a circular cylinder for a Reynolds
number based on cylinder diameter of Rep = 100 was carried out with an in-house
developed finite-volume code [14]. Length scales were made dimensionless with the
cylinder diameter, and velocities were made dimensionless with the freestream velocity.
Time was made dimensionless by the ratio of cylinder diameter to freestream velocity.
The computational grid had 194 cells in the azimuthal direction and 130 cells in the radial
direction (Figure 1), for a total of 25,220 cells. No-slip and no-penetration conditions were
employed on the cylinder wall. The wall was assumed to be adiabatic, and non-reflecting
boundary conditions were employed at the freestream boundary.
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Figure 1. Computational grid for circular cylinder flow. Length scales were made dimensionless with
the cylinder diameter, D.
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2.1.1. Training Data

A total of 2560 snapshots of the flow field, saved at a constant time interval of At = 0.25,
were used to train a CNN-AE. The data set covers roughly 108 periods of the primary
shedding mode. The u and v velocity components for the entire computational domain
were used as input and target data for the ML approach.

2.1.2. Model Architecture

A network architecture similar to that proposed by Murata et al. [5] was adopted. A
summary of the network architecture is provided in Table 1. The architecture is designed
to allow for four decomposed fields (i.e., modes). Due to its ease of use and high level
of abstraction, all network architectures investigated in this paper were developed using
the Keras [15] library with Tensorflow as back-end. The loss function was based on the
mean-square error (MSE) and minimized with the Adam [16] optimizer. Early stopping
was used with a patience of 20. After 796 epochs, the training and validation MSE were
6.23 x 10~° and 6.66 x 107>, respectively.

Table 1. MD-CNN-AE network architecture for circular cylinder flow.

Encoder
Layer Output Shape
Input (192,128, 2)
1st Conv(3, 3, 16) (192, 128, 16)
1st MaxPooling (96, 64, 16)
2nd Conv(3, 3, 16) (96, 64, 16)
2nd MaxPooling (48, 32, 16)
3rd Conv(3, 3, 8) (48, 32, 8)
3rd MaxPooling (24, 16, 8)
4th Conv(3, 3, 8) (24, 16, 8)
4th MaxPooling (12,8, 8)
5th Conv(3, 3, 4) (12, 8,4)
5th MaxPooling 6,4,4)
6th Conv(3, 3, 2) (6,4,2)
6th MaxPooling (3,2,2)
Flatten 12,1)
FCNN (Latent Vector) 2,1
Decoder
Layer Output Shape
FCNN output 12,1)
Reshape (3,2,2)
1st upsampling 6,4,2)
7th Conv(3, 3, 4) (6,4,4)
2nd upsampling (12,8,4)
8th Conv(3, 3, 8) (12, 8, 8)
3rd upsampling (24, 16, 8)
9th Conv(3, 3, 8) (24, 16, 8)
4th upsampling (48,32, 8)
10th Conv(3, 3, 16) (48,32, 16)
5th upsampling (96, 64, 16)
11th Conv(3, 3, 16) (96, 64, 16)
6th upsampling (192, 128, 16)

12th Conv(3, 3, 2) (192, 128, 2)
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2.2. Proper Orthogonal Decomposition
The proper orthogonal decomposition (POD),

viut) = a0, &

decomposes an unsteady flow into a series of time-coefficients, a;, and modes, q;(x). For
the present analyses, a compressible POD kernel by Rowley et al. [17] was employed,

20

o ?, ©)

u*+ 0%+

where c is the speed of sound, and « was set to 1/ such that the kernel is identical
to two times the total internal energy. The POD modes are orthogonal and here sorted
according to their eigenvalue magnitudes. The eigenvalue magnitudes correspond to twice
the total internal energy contained in the respective modes. For the cylinder wake case,
POD analysis was carried out using 512 snapshots from the training database.

2.3. Spectral Proper Orthogonal Decomposition

SPOD is an algorithm that enables the separation of flow phenomena according to
their frequencies and energies. Here, a brief introduction to the algorithm is presented.
For a deeper review, see the works by Towne et al. [18] and Schmidt and Colonius [7]. An
ensemble of M snapshots spaced at a constant time interval of At is divided into Nj, data
blocks with N snapshots each and a number of snapshots by which the blocks overlap, N,.
For the nth data block,

(n)

e

n
Q=" |, )

(n)

INg
the data are transformed from time space into frequency space with fast Fourier transforms
(FFTs). The number of blocks, Nj, is a power of 2 due the nature of the FFT algorithm. For

each frequency, a matrix of Fourier realizations is assembled,

where k is the Fourier mode wavenumber, x = At/ (sN,) is a normalization factor with
s = 1 if no data windowing is used (this option was chosen for the results presented in
this paper). Using the POD formalism, an orthogonal basis to best approximate the qA,((n)

is found,

i =Y e oy 5)
=1

(n)

where ®y; are the orthogonal basis functions for the kth wavenumber, and a; j  are the
corresponding coefficients of the nth block. A spectral correlation matrix is built,

Mk = QZWQ]{ ’ (6)
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where W is a weight matrix. The My matrix is Hermitian. The singular value decomposition
for Q is related to the eigenvalue problem for My,

M; = Q,WQ; = ©,A,0;. @)

Here, Oy is the left eigenvector matrix, and Ay is a diagonal matrix that contains the
eigenvalues. For the cylinder wake, 512 snapshots from the training data base were split
into Nj, = 3 blocks of Ny = 256 snapshots, with an overlap of N, = 128 snapshots.

2.4. Unsteady Supersonic Boundary-Layer Flow

A laminar Mach 1.6 boundary layer flow over a flat-plate was simulated with an
in-house developed finite-volume code [14]. The inflow momentum thickness Reynolds
number was Rey = 113. Velocities were made dimensionless with the freestream velocity,
Us = 555.65 m/s, and length scales were made dimensionless with L,.r = 2.862 mm. The
Reynolds number based on Ue and L,.s was 100,000. The mesh had 200 cells in the stream-
wise direction and 300 cells in the wall-normal direction (Figure 2), for a total of 60,000 cells.
A four cell-wide wall-normal blowing and suction slot near the inflow boundary was
employed to introduce Tollmien—Schlichting waves. The forcing amplitude and frequency
were 1072 and 1.256. More details about this case can be found in Thumm et al. [19] and
Gross and Fasel [20].

0 2 4 6 8 10
X

Figure 2. Computational grid for supersonic boundary layer.

2.4.1. Training Data

A database of 1000 snapshots of the # and v-velocity were recorded over a time interval
of 0.13 milliseconds at a constant sampling rate. Of the 1000 snapshots, 700 were randomly
chosen for AE training and the remaining 300 snapshots were used for validation. Only the
near-wall region where the Tollmien—Schlichting waves reside, 0 < y < 0.25, was analyzed.

2.4.2. Model Architecture

Details of the AE architecture for the decomposition of the supersonic boundary layer
flow into two modes are provided in Table 2. The hyperbolic tangent function was chosen
as activation function for all layers. The MSE was chosen as loss function. Using the Adam
optimizer, early stop, and a patience of 50, training was completed after 1638 epochs. The
validation loss at the end of the training was 5.2342 x 10~°.
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Table 2. AE network architecture for supersonic boundary layer.

Encoder
Layer Output Shape
Input (160, 160, 2)
1st Conv(3, 3, 16) (160, 160, 16)
1st MaxPooling (80, 80, 16)
2nd Conv(3, 3, 8) (80, 80, 8)
2nd MaxPooling (40, 40, 8)
3rd Conv(3, 3, 8) (40, 40, 8)
3rd MaxPooling (20, 20, 8)
4th Conv(3, 3, 4) (20, 20, 4)
4th MaxPooling (10, 10, 4)
5th Conv (3, 3, 4) (8,8,4)
5th MaxPooling 4,4,4)
Flatten (64,1)
FCNN (Latent Vector) 2,1)
Decoder
Layer Output Shape
FCNN output (64,1)
Reshape 4,4,4)
1st upsampling (8,8,4)
Zero Padding (1, 1) (10,10, 4)
5th Conv(3, 3, 4) (10, 10, 4)
2nd upsampling (20, 20, 4)
6th Conv(3, 3, 8) (20, 20, 8)
3rd upsampling (40, 40, 8)
7th Conv(3, 3, 8) (40, 40, 8)
4th upsampling (80, 80, 8)
8th Conv(3, 3, 16) (80, 80, 16)
5th upsampling (160, 160, 16)
9th Conv(3, 3, 2) (160, 160, 2)

2.4.3. Proper Orthogonal Decomposition

The unsteady supersonic boundary-layer flow was also analyzed with the POD. For
the POD, 512 snapshots from the training database were processed.

2.5. Steady Hypersonic Boundary-Layer Flow
The transformed compressible boundary-layer Equations [21],

Cf") +ff" + (‘; f’2>ﬁ =0, ®

(Cq)' +fq =0, ©)

(C¢") +Prfg = (1— Pr)('y(_igMz[C(f’f” cos? @ + g4’ sin®> ®)]’, (10)
1+ O

with @ as the angle between the velocity vector outside the boundary-layer and the stream-
wise direction, were solved to obtain velocity and temperature profiles for a range of
pressure gradients, f = (—0.005, —0.004, —0.003, —0.002, —0.001, 0,0.001), and tempera-
ture ratios, T/ Ti o = (0.2, 0.4, 0.6, 0.8, 1). The cross-flow velocity component was set
to zero, ¢ = 0. Additional details about the boundary layer equations are provided in
Barraza et al. [22]. The freestream conditions, Mach number, Reynolds number, Prandtl
number and isentropic exponent for the boundary layer calculations are summarized in
Table 3.
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Table 3. Conditions for hypersonic boundary layer calculations.

M 6

Re 10,822,430
T 51.219K
Peo 611.362 Pa
Pr 0.71

0% 14

2.5.1. Training Data

A total of 40 velocity and temperature profiles, evenly distributed over a streamwise
interval of 0.0065 m < x < 1 m, were used to build the training database. The u and
T profiles were made dimensionless with the freestream velocity and temperature and
sampled at constant intervals from the wall to the boundary layer edge (80 samples each).
The total number of profiles in the training database was 40 x 7 x 5 = 1400.

2.5.2. Model Architecture

Two different approaches were employed for decomposing and reconstructing the
hypersonic boundary layer profiles. The first approach is based on an AE. The network
architecture is summarized in Table 4. The AE encodes the u and T profiles into a latent
vector, r, with three components. The entire latent vector is then decoded to reconstruct the
profiles (with 80 points across the boundary layer thickness; i.e., the same resolution as for
the input).

Table 4. Network structure for AE-based analysis of hypersonic boundary layer profiles.

Encoder
Layer Output Shape
Input (80, 1)
1st 1D-Conv(3, 16) (80, 16)
1st MaxPooling (40, 16)
2nd 1D-Conv(3, 8) (40, 8)
2nd MaxPooling (20, 8)
3rd 1D-Conv(3, 4) (20, 4)
3rd MaxPooling (10, 4)
4th 1D-Conv(3, 2) (10, 2)
4th MaxPooling 5,2)
Flatten (10, 1)
FCNN (Latent Vector) 3,1)
Decoder
Layer Output Shape
FCNN output (10, 1)
Reshape (5,2)
1st upsampling (10,2)
5th 1D-Conv(3, 4) (10, 4)
2nd upsampling (20, 2)
6th 1D-Conv(3, 8) (20, 8)
3rd upsampling (40, 4)
7th 1D-Conv(3, 16) (40, 16)
4th upsampling (80, 8)
8th 1D-Conv(3, 1) (80, 1)

The second approach is based on three convolutional neural networks (CNNs) that
are trained with u-velocity and temperature profiles (80 data points across boundary layer),
and y values for specific Rey, B, edge Mach numbers, M., edge temperatures, T,, edge
densities, p., edge viscosities, ., edge pressures, P,, and temperature ratios, Ty, / T; (i-€.,
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wall temperature to freestream total temperature). The wall-temperature ratios, pressure
gradients, B, and x range are the same as for the first approach (Sections 2, 2.5 and 2.5.1).
The range for the remaining parameters is

54,058 < Re, < 10,822,430
517< M, <6.188
50526 Pa< P, < 1486Pa
31x10°kg/(m-s) < p, <4433 x10 %kg/(m-s)
485K < T, <66.02K
0036 kg/m® < p, < 0.0784 kg/m> (11)

The NN architecture for the three CNNs is shown in Table 5.

Table 5. Network structure for CNN-based analysis of hypersonic boundary layer profiles.

Convolutional Neural Network

Layer Output Shape
Input 8,1)
Fully Connected Layer (20, 1)
Reshape (5,4)
1st upsampling (10, 4)
1st 1D-Conv(3, 8) (10, 8)
2nd upsampling (20, 8)
2nd 1D-Conv(3, 16) (20, 16)
3rd upsampling (40, 16)
3rd 1D-Conv(3, 32) (40, 32)
3rd upsampling (80, 32)
4th 1D-Conv(3, 1) (80, 1)

3. Results and Discussion
3.1. Cylinder Wake Flow

An instantaneous visualization of the spanwise vorticity (Figure 3) reveals a von
Karman vortex street. The two modes obtained from the MD-CNN-AE are visualized

in Figure 4.

Figure 3. Instantaneous visualization of spanwise vorticity, —2 < w, < 2.
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Figure 4. Autoencoder modes: u-velocity (top) and v-velocity (bottom) contours.

The two leading modes obtained from the POD are presented in Figure 5. As men-
tioned earlier, AE decomposition was performed using 2560 snapshots. The AE and POD
modes share many similarities: The u-contours are asymmetric with respect toy = 0 and
the v-contours are symmetric with respect to y = 0. For both mode pairs (AE and POD),
the second mode is shifted by a quarter wavelength with respect to the first mode. For the
POD, mode pairs are known to capture traveling waves [1], and the same appears to be the
case for the AE modes.

Reconstructions of the flow field from the leading AE and POD modes are presented
in Figure 6. Qualitatively, the AE reconstruction appears closer to the original flow field.
This observation is in agreement with Murata et al. [5], even though the present results are
based on an O-grid with lower resolution and fewer snapshots.

The root-mean-squared error (RMSE) and the absolute error were computed for both
reconstructions. The RMSE is defined as follows:

RMSE = | —— Z Z ¢ij — ij)? (12)

zl]

where ¢ and ¢ are the u or v velocity component of the original and reconstructed flow
field. The grid point indices are denoted by i and j. The absolute error is defined as
Perror = | — 43| Figure 7a,b show the absolute error for the AE and POD reconstructions,
where the left column is the u error and the right column is the v error. The absolute error for
the POD reconstruction is larger than for the AE reconstruction, in particular for the wake
region, which is dominated by unsteady flow structures. The RMSE values are compared
in Table 6. Compared to the POD reconstruction, the RMSE for the AE reconstruction is
47% lower for the u velocity and 39% lower for the v-velocity. This indicates that for a
highly truncated modal basis (mean flow plus two modes), the AE modes represent the
unsteady flow field better than the POD modes. It is believed that this can be attributed to
the ability of the AE to capture nonlinearities. A drawback of the AE approach is however
that it requires more snapshots for network training.
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Figure 5. Leading POD modes: u-velocity (top) and v-velocity (bottom) contours.

u: -0.24 0.068 0.376 0.684 0.992 1.3

v: -0.65 -0.45 -0.25 -0.05 0.15 0.35 0.55

(a)

u: -0.24 0.068 0.376 0.684 0.992 1.3

(b)

u: -0.24 0.068 0.376 0.684 0.992 1.3 : -0.65 -0.45 -0.25 -0.05 0.15 0.35 0.55

(c) x

Figure 6. Contours of u-velocity (left) and v-velocity (right). (a) Original flow field, (b) AE recon-
struction and (c) POD reconstruction.
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Figure 7. Absolute error between original flow and (a) AE reconstruction and (b) POD reconstruction.
Left and right column correspond to u and v velocity error.

Table 6. Comparison of RMSE for u and v velocity component.

u RMSE v RMSE
AE 0.00476 0.00648
POD 0.00894 0.01058

Figure 8 displays the SPOD spectrum as a function of the Strouhal number
St = fD/U. The eigenvalues for the first three modes demonstrate a clear dominance of
the first mode, especially at lower Strouhal numbers, indicating the presence of a coher-
ent low-frequency behavior in the flow. Figures 9 and 10 present the the u-velocity and
v-velocity component of the SPOD modes for two different Strouhal numbers: 5t = 0.171
(left column) and St = 0.328 (right column). The SPOD modes for St = 0.171 exhibit a
strong spatial coherence and are well separated from the higher modes, which is consistent
with the observation that the flow is dominated by a primary shedding frequency. This
also explains why the MD-CNN-AE can represent the instantaneous flow field so well with
only two AE modes plus the mean flow, as shown in Figure 6.

1x10°} . -

1x107%}

Figure 8. SPOD spectrum as a function of St = fD/Ue.
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Figure 9. SPOD modes for u-velocity. (Left column): St = fD/U, = 0.171. (Right column):

St = fD/Us = 0.328.
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Figure 10. SPOD modes for v-velocity. (Left column): St = fD/Usx = 0.171. (Right column):
St = fD /U = 0.328.
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3.2. Unsteady Supersonic Boundary-Layer Flow

Contours of the base flow u-velocity and the u-disturbance velocity obtained directly
from the simulation are provided in Figure 11. The figure of the disturbance velocity reveals
Tollmien-Schlichting waves that first grow and then decay in the streamwise direction. As
the disturbance input is harmonic and the flow is time-periodic, SPOD is not required and
POD provides time-coefficients that are harmonic in time. The AE modes and dominant
two POD modes are compared in Figures 12 and 13. Overall, the AE modes are very similar
to the POD modes. As for the cylinder flow, the modes are phase-shifted by a quarter
wavelength in the streamwise direction. This behavior can be explained by the fact that the
Tollmien—Schlichting waves are traveling in the streamwise direction.

u: 01 u: -9.0x10% 9.0x10%

0.15

Figure 11. Base flow u-velocity and u-disturbance velocity.

u: -6.0x10% 4.0x10% u: -6.0x10% 4.0x10%

© -6.0x10%  4.0x10%

0.15
0.1
>
0.05
05 4 8 10
X
(b)

Figure 12. Modes obtained from (a) autoencoder and (b) POD: u-velocity contours.



Aerospace 2024, 11, 506 14 of 19
vi -2.0x10% 0.0x10"®° 2.0x10% v -1, 7x10°5 0.0x10*® 17x10"5
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7) 8 02
? _ _
v: -2.0x10% 3.4x10%" 2.0x10% vi -1.7x10% 0.0x10"® 1.7x10%
0.15
0.1
>
0.05 ‘ ‘
0; 4 6 8 10
(b) X

Figure 13. Modes obtained from (a) autoencoder and (b) POD: v-velocity contours.

3.3. Steady Hypersonic Boundary-Layer Flow

The AE results are discussed first. In Figure 14, u-profiles obtained directly from the
similarity solutions are compared with the reconstructed profiles for three streamwise
locations, x, pressure gradients, B, and wall-temperature ratios, Ty /Tt 0. Although the
agreement is overall very good, small inaccuracies can be observed. For example, in
Figure 14a, the reconstructed profile overshoots the reference profile by a minimal amount
near the boundary layer edge. The outputs of each AE layer for one of the cases, x = 0.278 m,
B =0, Tw/Tteo = 0.4, are depicted in Figure 15. In the figures, the different colors signify
the outputs from different filters of the convolutional layers. As is typical for neural
networks, no immediate sense can be made of the intermediate network states.

80 80 80
—— Similarity Sol.
70! — Reconstructed 70 70
60 60 60
50 50 50
—40 —40 —40
30 30 30
20 20 20
10 10 10
8.00 0.25 050 0.75 1.00 8.00 0.25 0,50 0.75 1.00 8.00 0.25 0,50 0.75 1.00
uus ufue ufue
(a) (b) (c)

Figure 14. Comparison between input (blue) and reconstructed (orange) u-profiles for (a) x = 0.085 m,
B = —0.004, Tyy/Tie = 0.2, (b) x = 0278 m, p = 0, Tyy/Tjeo = 0.4, and (c) x = 1 m, p = 0.001,
T/ Ti o = 0.8.
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Figure 15. Outputs of each AE layer for x = 0.278 m, B = 0, Ty / Tt,.o = 0.4. The title above each
sub-figure indicates the name of the hidden layer for which the output is plotted. Each color represent

a different filter of each convolutional layer.

In an attempt to interpret the latent vector, its three components, r1, 2, and r3, are

plotted against the x-coordinate, pressure gradient, 5, and wall-temperature ratio, T,/ T} 0,
in Figure 16. For the images in the left column of Figure 16, the pressure gradient parameter
and temperature ratio were fixed, § = —0.003 and Ty, / Ti o = 0.6; for the images in the
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m
o

center column of Figure 16, x = 1 m and T,/ T} = 0.6; and for the images in the right
column of Figure 16, x = 1 m and g = —0.003.

The three components of the latent vector r show a clear dependence on the pressure
gradient and wall-temperature ratio. Specifically, r; and r3 display notable variations with
changes in B and Ty / Tt . 12 also shows variations, though to a lesser extent compared to
r and r3.

In contrast, the correlation between the latent vector components and the x-coordinate
is weak. This is not surprising since the profiles were obtained from similarity solutions
with a normalized y-coordinate, making the spatial variation along x less significant in
the encoded representation. These observations suggest that the autoencoder primarily
captures the effects of the pressure gradient and wall-temperature ratio in its latent space,
considering them as key features of the input profiles.
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Figure 16. Components of latent vector, r.

The results from the CNN-based approach are discussed next. In Figure 17, velocity
and temperature profiles for § = —0.0025, M, = 5.585, T, = 58.01 K, p, = 0.0567 kg/ mS,
He = 3.82 X 10~ kg/(ms), P. = 945.6 Pa, Rey = 7,351,901 and T/ Tt 00 = 0.5 are compared.
Since the chosen parameters were not part of the training data set but inside the range of the
training data, this suggests that the model can interpolate between data points. The profiles
obtained from the similarity solution and the estimated profiles obtained from the CNN
are in good agreement. The estimated profiles are not as smooth as the reference profiles. If
deemed necessary for a practical application, the estimated profiles could be smoothed.

A data point far outside the bounds of the training data set (except for the wall temper-
ature ratio) was also considered, § = —0.006, M, = 5.06, T, = 68.63 K, p, = 0.0864 kg/ m3,
te = 4.63 x 1070 kg/(ms), P, = 1703.2 Pa, Rey = 11.943 x 10° and Ty, / T;.co = 0.6. For the
chosen data point, the CNN overpredicts the boundary-layer thickness (Figure 18) and
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the prediction is noisy. Nevertheless, even though the chosen parameters are outside the
bounds of the training set, the near-wall temperature distribution is well represented.
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/
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8.00 0.25 0.50 0.75 1.00 1 3

Figure 17. Similarity solution and estimated CNN profiles for p = —0.0025, M, = 5.585, T, = 58.01 K,
pe = 0.0567 kg/m?, i, = 3.82 x 106 kg/(ms), P, = 945.6 Pa, Rey = 7,351,901 and Ty, / T 0 = 0.5.
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Figure 18. Similarity solution and estimated CNN profiles for f = —0.006, M, = 5.06, T, = 68.63 K,
pe = 0.0864 kg/m?, yp = 4.63 x 107°kg/(ms), P, = 1703.2 Pa, Rey = 11.943 x 10° and Ty / T} 0o = 0.6.

ufue

TiTe




Aerospace 2024, 11, 506

18 of 19

References

4. Conclusions

This paper explores the suitability of machine learning (ML)-based approaches for the
data-driven modal decomposition of unsteady fluid flows and for the compression of steady
boundary layer profiles into a compact sub-space. The von Karman vortex street behind
a circular cylinder and Tollmien—Schlichting waves in a compressible Mach 1.6 flat plate
boundary layer were analyzed with an autoencoder (AE) and with the proper orthogonal
decomposition (POD).

The modes obtained from the AE and POD were very similar. For the circular cylinder
wake, the root-mean-squared error of an instantaneous flow field reconstructured from the
leading three AE and POD modes revealed that the AE modes represent the flow field better.
It is believed that this can be attributed to the ability of the AE to capture nonlinearities.

The present results suggest that AE-based approaches are well-suited for identifying
modes (which capture large-scale coherent fluid motion) that are chiefly responsible for
the observed fluid dynamics. Furthermore, as AE-based modes provide a compact basis,
they are well suited for the development of reduced order models. For larger datasets or
flows that are governed by strongly nonlinear phenomena, AE-based modal decompo-
sitions are a very attractive alternative to POD since they do not require the solution of
large singular value problems and since the underlying neural networks can by design
capture nonlinearities. A drawback of the AE approach is however that it requires large
training datasets.

Both an AE and a convolutional neural network (CNN) were employed for gener-
alizing hypersonic laminar boundary layer profiles based on the streamwise coordinate,
pressure gradient, and wall temperature ratio. For the AE, the latent vector correlated well
with the pressure gradient and temperature ratio, but not with the streamwise coordinate.
This was attributed to the fact that the AE was trained with scaled profiles.

A new network architecture, which combines a one-layer perceptron and a CNN,
was proposed to estimate the velocity and temperature profiles from the boundary-layer
edge parameters. When the boundary layer edge parameters were chosen within the
bounds of the training database, the estimated profiles were in good agreement with the
similarity solution profiles. However, estimation of profiles outside the bounds of the
training database was found to be challenging. Different architectures or a larger training
database could prove helpful for overcoming this limitation.

In conclusion, the present results indicate that ML-based approaches, particularly AE,
are effective for modal decomposition and reduced-order modeling of unsteady fluid flows,
while the proposed CNN architecture shows promise for generalizing hypersonic boundary
layer profiles. Further research into network architectures and training data diversity is
recommended to enhance the robustness and accuracy of the methods.
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