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Abstract: Amidst the escalating need for stable power supplies and high-quality communication
services in remote regions globally, due to challenges associated with deploying a conventional
power communication infrastructure and its susceptibility to natural disasters, LEO satellite net-
works present a promising solution for broad geographical coverage and the provision of stable and
high-speed communication services in remote regions. Given the necessity for frequent handovers
to maintain service continuity, due to the high mobility of LEO satellites, a primary technical chal-
lenge confronting LEO satellite networks lies in efficiently managing the handover process between
satellites, to guarantee the continuity and quality of communication services, particularly for power
services. Thus, there is a critical need to explore satellite handover optimization algorithms. This
paper presents a handover optimization scheme that integrates deep reinforcement learning (DRL)
and graph neural networks (GNN) to dynamically optimize the satellite handover process and adapt
to the time-varying satellite network environment. DRL models can effectively detect changes in
the topology of satellite handover graphs across different time periods by leveraging the powerful
representational capabilities of GNNs to make optimal handover decisions. Simulation experiments
confirm that the handover strategy based on the fusion of message-passing neural network and deep
Q-network algorithm (MPNN-DQN) outperforms traditional handover mechanisms and DRL-based
strategies in reducing handover frequency, lowering communication latency, and achieving network
load balancing. Integrating DRL and GNN into the satellite handover mechanism enhances the
communication continuity and reliability of power systems in remote areas, while also offering a new
direction for the design and optimization of future power system communication networks. This
research contributes to the advancement of sophisticated satellite communication architectures that
facilitate high-speed and reliable internet access in remote regions worldwide.

Keywords: LEO satellite; handover strategy; power grid scenario; graph reinforcement learning

1. Introduction

The escalating demand for electricity in our society has led to a significant surge in
pressure on the power supply, causing the expansion of both the scale of the power grids
and the number of substations of the power grid, thus imposing greater demands on com-
munication quality. The prevailing wired data communication method in contemporary
power systems is optical fiber communication [1], with wireless alternatives encompass-
ing power wireless private network and power wireless public network communication.
Optical fiber communication is susceptible to natural disasters and human activities, and in-
stalling optical cables in remote mountainous regions is challenging [2]. Although wireless
public network communication and other wireless data communication methods offer high
bandwidth, low latency, and extensive coverage communication network services to the
power system, most current power communication technologies depend on infrastructure
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such as base stations for information exchange. However, geographical constraints and
construction costs make it difficult to expand the ground communication infrastructure
in remote mountain and desert regions [3]. Due to the incomplete coverage and unstable
communication quality of power wireless private networks and public networks, many
transmission lines in certain areas may be located in communication blind spots, leading
to insufficient communication services. Furthermore, significant natural disasters can
severely damage ground communication facilities, disrupting the transmission of essential
information. Consequently, the inability to monitor the real-time conditions of power lines
presents significant safety risks [4]. The large-scale power generation, the distribution
process of the grid, and the long-distance transmission work process must ensure the
safe operation of the power business [5]. This poses a significant challenge to the safe
operation of the smart grid, because mainstream power communication methods cannot
guarantee the reliability and security of the power business in specific power scenarios.
Therefore, traditional mainstream power communication methods cannot ensure stable
signal coverage, making it difficult to achieve high-quality communication in remote areas
with complex terrain and vulnerability to natural disasters. These methods are inadequate
for addressing current challenges faced by power communication enterprises, and fail to
meet the industry’s service requirements.

With the increasing interconnection of power grids, satellite communications have
been extensively adopted in the electric power systems sector, assuming a progressively
pivotal role. As an essential supplement to electric power data communication methods,
satellite communications effectively overcome the deficiencies of traditional mainstream
electric power communications. Satellite communication technology can extend the cov-
erage of traditional mainstream communication of electric power to remote areas such as
oceans and deserts due to its features of high reliability, global communication coverage,
and independence from harsh environmental conditions [6]. This technology enables the
transmission of electricity in remote areas [7], ensuring continuous communication services.
In power emergency scenarios, ensuring emergency protection, seamless communication,
timely warnings, and post-disaster recovery are critical issues for power communication
enterprises. The satellite communication network provides a range of services, such as data,
voice, and video, to the power emergency command center, enabling real-time information
exchange between disaster-stricken areas and the command center. This offers essential
solutions for emergency communication [8]. Additionally, satellite communications can
effectively offload terrestrial traffic to alleviate congestion in terrestrial networks, partic-
ularly when the traffic exceeds the capacity of the terrestrial link [9]. The integration of
satellite communication and ground networks is projected to become a cornerstone of
the sixth-generation (6G) wireless communication system, enabling the achievement of
ubiquitous Internet of Things (IoT) [10]. In future communication systems, non-ground
networks and satellite communication technologies are gaining increasing attention and
emerging as a prevailing trend in power communication development.

Based on different orbital altitudes, satellites are classified into Geosynchronous Earth
Orbit (GEO), Medium Earth Orbit (MEO), and Low Earth Orbit (LEO) satellites. Among
them, LEO satellites have drawn significant attention from the academic community be-
cause of their global coverage, low transmission latency, low power links, and robust resis-
tance to destruction. Compared to medium- and high-orbit satellites, LEO satellites operate
at lower orbital altitudes, resulting in smaller path losses and shorter propagation delays.
This enables them to provide better data transmission rates and higher throughput [11],
reduce transmission power, better mitigate signaling attenuation, and contribute to re-
ducing the dimensions of terminal equipment [12], lowering the energy consumption of
communication equipment, and enhancing the overall effectiveness of the satellite network.
LEO satellites have extensive development prospects. As shown in Figure 1, constructing a
wireless transmission network centered on LEO satellite communications, featuring strong
anti-destructive properties and low latency, can provide flexible, efficient, and reliable
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communication solutions for scenarios such as grid data collection and back transmission,
emergency response, and so on.

Figure 1. LEO satellite communication-assisted grid scenario figure.

Unlike terrestrial cellular networks, LEO satellites move at high speeds around the
Earth in set orbits, each offering a limited service duration to fixed ground terminals [13].
The challenges of exploring inter-satellite optimized handover algorithms in LEO satellite
networks primarily arise from the high-speed movement of satellites and the rapid changes
in their relative positions, resulting in continuous fluctuations in the signaling environment
and network state. Due to the high-speed movement of satellites, users must selectively
hand over among candidate satellites to maintain communication continuity, necessitating
handover algorithms to minimize communication interruptions and delays. Furthermore,
during real-world communication scenarios, the duration of user communication typically
exceeds the visibility period of a single satellite, and due to the time-varying characteristics
of satellites, it is necessary to analyze the dynamic topology of the satellite network,
which varies at different moments [14], leading to differences in the handover diagrams
formed by the set of candidate satellites. As the satellite’s movement causes the user
to move out of the coverage area of the current servicing satellite, ground users must
continuously hand over to other visible satellites during the communication process to
ensure communication continuity. Because of the high-speed mobility and short coverage
period of LEO satellites, handover between grid users and satellites occurs frequently, which
may increase communication delays and reduce connection stability. At present, one crucial
and urgent research issue is the development of a feasible inter-satellite handover strategy
in LEO satellite communication systems. This strategy is vital for minimizing the handover
frequency between satellites and power terminals, ensuring stable communication links,
enabling seamless services, and maintaining Quality of Service (QoS) for users.

In terrestrial cellular networks, users typically base their handover decisions on re-
ceived signal strength from terrestrial base stations. However, for users accessing satellite
networks, only considering the received signal strength is insufficient. In satellite networks,
factors such as the remaining service time of the access satellite and the system’s load
balance significantly affect the user’s QoS. Therefore, the decision-making process for satel-
lite handover is intricate and demanding [15]. When formulating the handover strategy,
one can categorize the criteria for handover satellite–ground links based on factors such
as the elevation angle and service time of the candidate satellites mentioned earlier, and
subsequently propose various handover schemes; distinct choices corresponding to diverse
optimization objectives. The grid user terminals continuously select service satellites using
the proposed handover strategy to ensure continuous communication. Current satellite
handover algorithms are categorized into single-attribute handover and multi-attribute
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handover according to decision-making. Single-attribute handover algorithms make satel-
lite handover decisions based on a single attribute, whereas multi-attribute handover
algorithms consider multiple attributes simultaneously.

Currently, the research on single-attribute handover algorithms is relatively mature
due to their ease of implementation and flexibility in selecting different handover algo-
rithms for varying scenarios. In [16,17], a handover strategy based on the maximum
elevation angle is proposed, in which the user terminal prioritizes the satellite with the
greatest elevation angle among the candidate satellites. Due to atmospheric and geographic
factors affecting the channel, the maximum elevation angle of the satellites may not accu-
rately reflect the actual link quality. In [18–20], a strategy based on the maximum received
signal strength was proposed, where user terminals prioritize satellites with the highest
received signal strength, but which overlooks other handover factors, such as the candidate
satellite load conditions, potentially leading to an increased handover frequency. In [21,22],
a handover strategy based on the longest remaining service time was proposed. The user
terminal prioritizes satellites with the longest remaining service time among the candidates,
effectively reducing the frequency of the handover. However, longer service times may
indicate smaller satellite elevation angles, particularly in poorer channel conditions, which
hinder effective communication. Zhou et al. [23] proposed a handover strategy based
on the maximum load of satellites to mitigate service quality degradation resulting from
satellite overload. However, this strategy proves ineffective in scenarios with higher user
density. While these single-attribute-based interstellar handover algorithms are simpler,
they possess shortcomings and struggle to meet user QoS requirements in actual satellite
communication scenarios.

To comprehensively assess the impact of various handover factors on interstellar
handover, the current research emphasizes multi-attribute-based interstellar handover
strategies. In [24], a handover strategy was proposed based on integrated weighting of the
service quality, incorporating three variables: the service time, elevation angle, and number
of idle channels. Miao et al. [25] proposed a multi-attribute decision-making handover strat-
egy that comprehensively considers three influencing factors: the received signal strength,
remaining service time, and satellite idle channels. Given that the relationship between
satellites and users can be modeled as a graph, numerous studies have utilized graph
theory. Wu et al. [26] proposed a satellite handover framework based on graph theory.
Here, the satellite handover problem can be transformed into finding the shortest path in a
weighted directed graph, and the shortest path algorithm is then employed to derive the
user’s optimal inter-satellite handover strategy. In consideration of the time-varying charac-
teristics of satellite topology caused by satellite motion, Hu et al. [27] proposed a real-time
inter-satellite handover prediction framework based on the time-evolving graph (TEG)
and a shortest path dynamic updating algorithm. This framework effectively reduces the
handover failure rates and avoids unnecessary handovers. Hozayen et al. [28] proposed a
graph-based customizable handover framework that considers both the handover time and
the target in selecting a sequence, ensuring QoS. By finding shortest paths in a time-based
graph, the framework determines the optimal handover sequence and time to meet desired
QoS. Li et al. [29] proposed an intelligent handover strategy employing a multi-attribute
graph (MAG) and a genetic algorithm to optimize the handover process, consequently
reducing communication delay and handover time. Currently, the integration of traditional
handover algorithms with machine learning algorithms has become a prominent research
area. Shadab M. proposed a Deep Q-Network (DQN) model to optimize the handover
process of LEO satellites in non-terrestrial networks (NTNs). This model considers various
handover criteria and demonstrates convergence. Wang et al. [30] proposed a satellite
handover strategy based on deep reinforcement learning (DRL), reducing satellite han-
dover time by simultaneously considering multiple factors. Zhang et al. [31] proposed a
convolutional neural network-based handover strategy. Here, users can make near-optimal
handover decisions based on historical signal strength, extracted using a convolutional
neural network to reveal potential optimal handover strategies.
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Existing research generally falls into two categories: the handover algorithm consid-
ers relatively individual factors, which overlooks the impact of other handover factors,
resulting in a higher handover failure rate; or focuses solely on selecting the next moment
handover satellite, leading to local optima, which may not be the optimal choice for the
entire communication duration, resulting in unnecessary handovers [32]. Regarding this,
this paper proposes a satellite handover optimization algorithm, termed MPNN-DQN,
based on the combination of graph neural networks and reinforcement learning, build-
ing upon the satellite handover framework grounded in graph theory. This algorithm
comprehensively considers multiple attributes, including the remaining service time, prop-
agation delay, and user data rate, with the objective of maximizing the quality of service.
This approach enables the handover algorithm to make optimal decisions throughout
the entire communication duration, minimizing the number of switches while satisfying
user demand.

The main contributions of the paper can be summarized as follows.
In this paper, we first construct the satellite handover directed graph using graph

theory, considering the remaining service time of the satellite and the potential handover
between grid users and the satellite. Secondly, to maximize the service quality for power
users, we propose a handover strategy that comprehensively weighs the service quality.
This strategy assigns edge weights to the satellite handover directed graph based on
three factors: the remaining service time, propagation delay, and user data rate. Next,
within the graph-based LEO satellite handover framework, the processing capability of
graph neural networks can enhance adaptability to changes in the satellite handover
directed graph’s topology. Learning the satellite handover graph structure and edge weight
information enables us to obtain the satellite network state representation. The satellite
handover algorithm, employing the DQN algorithm, models and analyzes the handover
process throughout the communication duration, with grid users’ service quality serving
as a reward function to determine the optimal path in the satellite handover directed
graph. Finally, experimental simulations are conducted to validate the effectiveness of the
proposed algorithm.

2. Materials and Methods
2.1. System Model

Figure 2 shows the system model proposed in this paper, depicting a typical scenario
of a network of LEO satellites serving tracking areas (TAs) located in remote regions on
earth. The TAs here can be viewed as an entire communication user node with respect to
the satellite. With a satellite ephemeris and satellite constellation design for the payload,
the TAs are ensured continuous coverage by at least one satellite during switchover. This so-
lution, proposed by 3GPP in Release 17, addresses the key issue of “Mobility management
with large satellite coverage areas” in non-geostationary satellite orbit (NGSO) mobility
management [33]. The system model comprises three components: the satellite network,
the communication relay station, and the power equipment. The satellite network com-
prises N LEO satellites capable of covering the grid relay station. The communication relay
station receives information from the power equipment within its vicinity, and establishes
communication links with the LEO satellites. Satellite coverage depends on the minimum
elevation angle between the terminal and the satellite. Additionally, the grid relay station’s
communication duration may exceed the LEO satellites’ service time. When the elevation
angle of Sat1 is about to decrease below the minimum elevation angle, the relay station must
select between Sat2 and Sat3 to maintain ongoing communication. Therefore, this article
focuses on designing a rational satellite handover strategy to achieve seamless handover
and ensure user QoS within the communication duration of power users.
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Figure 2. System model.

A single TA can be served by multiple satellites, resulting in multiple candidate
satellite options during the handover process. The user’s position can be determined
using the Global Positioning System (GPS), while the LEO satellite orbit data can be
obtained through Two-Line Element (TLE) sets using the simplified general perturbations
model (SGP4), as described in [34]. The service period of each satellite to the terminal
can be determined based on the satellite ephemeris information and the terminal location
information as follows:

T = {
(

t1
s , t1

e

)
,
(

t2
s , t2

e

)
, · · · ,

(
ti
s, ti

e

)
, · · · , (tn

s , tn
e )} (1)

where (ti
s, ti

e) denotes the start service time and the end service time of satellite i to the power
terminal. The satellite network comprises numerous satellites, and each LEO satellite can
only provide coverage to the ground for a certain period due to its high-speed mobility.
Different satellites have varying coverage periods. Therefore, if there are areas of overlap
in the coverage periods of different satellites, it indicates that the user terminal can switch
between the satellites.

As shown in Figure 3, a region bounded by a dotted line represents overlapping
coverage time between satellites. For example, when t1

s < t2
s < t1

e , it signifies that the
service time of LEO Satellite 1 and LEO Satellite 2 to the terminal overlaps, allowing the
terminal to switch from LEO Satellite 1 to LEO Satellite 2. It is evident that there is no
overlapping coverage time between Satellite 1 and Satellite 3, thus handover cannot occur
at the terminal.

Based on the prediction of overlapping service cycles of satellites to terminals in the
coming period, a collection of candidate satellites that can provide services during the user’s
communication hours can be obtained. As shown in Figure 4, the virtual start node (Sat0)
is introduced, with each node representing a satellite, and the directed edges indicating
handover relationships. The presence of a directed edge between two satellite nodes means
that the terminal can switch between these two satellites. The satellite handover process
can be represented as finding a path in the satellite handover directed graph, where the
handover criterion is translated into weights applied to the directed edges [26]. Thus, in this
paper, to address the multi-objective optimization problem, we seek optimal handover
paths in the directed graph, aiming to maximize the quality of user service.
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Figure 3. Satellite service cycle overlap map.

Figure 4. Satellite handover directed graph.

2.2. Analysis of Handover Decision Factors

LEO satellite communications play a vital role in grid scenarios in remote areas, en-
suring the provision of reliable power business services. When optimizing handover
algorithms, careful consideration must be given to the impact of three key factors on power
services: the transmission delay, handover frequency, and data rate. Transmission latency
directly affects the real-time availability of monitoring and control commands, particu-
larly in remote areas where the power system may encounter higher latency challenges.
Therefore, minimizing the transmission latency is crucial to ensuring real-time responses.
Optimizing the number of satellite handovers is essential for reducing communication
outages and service disruptions. Frequent handovers can result in signal loss and communi-
cation instability, thus impacting the continuity of grid operations. The data rate determines
the quantity and quality of data that can be transmitted. For grid monitoring and control,
a higher data rate is necessary to support complex data transmission requirements. Thus,
optimization of the handover algorithm must consider these three factors to ensure that the
LEO satellite communication effectively meets the real-time, continuity, and high-efficiency
requirements of power grid operations.

2.2.1. Remaining Service Time

When designing the satellite handover algorithm for the power system, it is crucial to
fully consider the service time of the satellite. The service time provided by the satellite
to grid users is related to the number of service switches. A longer service time of the
candidate satellite results in fewer switches for power grid user terminals engaged in
communication. The service time of the satellite is closely related to the reliability and
stability of the power system. It is crucial for real-time monitoring, control, and other
key functions. Frequent handovers may result in long service interruptions, causing loss
or delay of information, thereby affecting the system’s real-time monitoring and control
capability. Therefore, the service time of the satellite is selected as a handover factor. When
the grid user is ready to handover to another satellite, the user sends position information
to the ground station, which then returns the matrix Tserv:

Tserv =

[
ts
1ts

2ts
i . . . ts

N
te
1te

2te
i . . . te

N

]
(2)
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Tserv is a 2 × N dimensional matrix, where ts
i in the first row denotes the start service

time of satellite j to TAs, and te
i in the second row denotes the end service time of satellite j

to TAs (1 ≤ i ≤ N; N is the number of LEO satellites in the satellite network). Therefore,
the remaining service time of satellite i to user at moment t can be expressed as

Ti(t) = te
i − t (3)

2.2.2. Transmission Delay

When designing the satellite handover algorithm for the power system, it is essential
to fully consider the transmission delay of the star–ground link. This is because the
transmission delay of the star–ground link directly impacts the real-time and accuracy of
data transmission. In smart grid applications, a significant amount of power data requires
timely collection and analysis to achieve real-time monitoring and management of the
power grid operation status. An increase in transmission delay may result in delayed
information transmission, thereby affecting the real-time monitoring and control capability
of the system. Especially in the event of system state changes, faults, or emergencies,
a short transmission delay is crucial to ensure the timely implementation of necessary
measures. Therefore, the design of satellite handover algorithms in power scenarios should
consider the transmission delay of the star–ground link to ensure that the power system
can promptly and reliably meet the requirements of real-time communication and control.
d is the propagation distance between the satellite and the power terminal, calculated as:

d =
√

h2 + (x − ox)2 + (y − oy)2 (4)

where (ox,oy) is the position directly below the satellite, (x,y) is the coordinate position
of the user node, and h represents the vertical height of the satellite from the ground.
The transmission delay expression can be defined as:

PD =
d

clight
(5)

2.2.3. Data Rate

In the power system, considering the grid user data rate is essential because the power
system requires responsiveness to real-time monitoring and control needs, and the user data
rate directly impacts the efficiency of information transmission. Therefore, the consideration
of power data rate in the design of satellite handover algorithms is an important factor in
ensuring the efficiency of power system communication and data transmission.

Due to their distance from the ground, satellites experience significant effects from
the surrounding environment during signal transmission, leading to various losses and
fading phenomena, resulting in a weakened signal strength. The channel model mainly
comprises free-space propagation loss, atmospheric loss, shadow fading, and other factors,
based on the causes of loss and fading. Among these factors, free-space propagation loss is
considered the primary source of loss during wireless signal transmission. Combined with
the Star–Earth link distance given in Section 2.2.2, the free-space propagation loss LF can
be defined as [35]:

LF = 20lg(
4πd f

λ
) (6)

where c is the speed of light; f is the carrier frequency in GHz; La denotes the signal loss
generated by the atmosphere, rainfall, etc.; and Lo is the other losses and fading. Then, the
total loss Lp of the signal during transmission can be expressed as:

LP = LF + La + Lo (7)
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The received power is defined as:

Pr = Pt − Lp + Gr + Gt (8)

where Pt is the transmit power and Gt and Gr are the antenna gains of the transmitter and
receiver, respectively. The user data rate is given by Shannon’s capacity theorem:

R = Blog(1 +
Pr

PN
) (9)

where B is the channel bandwidth and PN is the noise power.

2.3. Problem Description

In an LEO satellite communication system, the problem of selecting the handover
satellite is essentially a multi-criteria optimization problem. We address the optimization
problem within a specific communication duration T, which is divided into M different
time periods, denoted as [(t0, t1), (t1, t2), . . . , (tn, tn+1), (tM−1, tM)]. The satellite network
topology remains fixed in each time slot. The UE measures information from the LEO
satellite network to obtain the directed graph of visible satellites capable of covering the
user in that time slot. Subsequently, it selects the handover path that satisfies the user’s QoS
in each time slot. The aim of this paper is to minimize the number of long-term switches
over the entire communication duration T, select satellites with higher data rates and lower
transmission delays, and maintain the load balance of the satellites. This constitutes a
multi-objective optimization problem involving three handover factors. In this paper, we
employ a normalized function of the remaining service time, data rate, and transmission
delay of the satellite as the objective function for these three attributes.

Assuming a switchover at the service cutoff moment of the current serving satellite,
the candidate satellite can provide communication to the user for the length of te

j − te
i , so

the normalization function of the remaining service time is defined as:

N(ti) =
te

j − te
i

tmax
, tj

e − ti
e ≤ tmax (10)

where tmax is the maximum service time of the candidate satellite. Both the transmission
delay and data rate are obtained using the Min–Max normalization method to obtain the
objective function, defined as, respectively:

N(di) =
di − min(d)

max(d)− min(d)
(11)

N(ri) =
ri − min(r)

max(r)− min(r)
(12)

wherein di denotes the current transmission delay of the candidate satellite, and min(d)
denotes the minimum transmission delay of the candidate satellite. ri denotes the current
data rate of the candidate satellite, and max(r) denotes the maximum data rate of the
candidate satellite.

In path screening, each objective function is assigned corresponding weights. These
objective functions are then multiplied by their respective weights and summed to obtain a
new objective function, which is subsequently used to address the multi-objective optimiza-
tion problem as a single-objective task. To achieve a balance between the three objectives,
we formulate the multi-objective optimization problem as follows:

Z = max{
n

∑
i=1

(w1N(di) + w2N(ri) + w3N(ti))} (13)
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where w1, w2, and w3 denote the weight values corresponding to different attributes,
respectively, which are subsequently calculated based on the Analytic Hierarchy Process
(AHP), and n denotes the number of candidate satellites for handover paths in the satellite
handover directed graph.

3. The Proposed DRL + GNN-Based Handover Scheme
3.1. GNN Architecture

A graph neural network (GNN), introduced in [36], is a deep learning model designed
for processing graph data. The GNN model comprises multiple graph convolutional layers,
with each layer updating the representation of a node by aggregating both the node and
its neighborhood data. Through this process of information aggregation, the model can
capture features of both local nodes and global graph structures. This capability allows
GNN to excel in processing graph data. GNNs leverage their “black-box” nature to learn the
relationships between nodes and edges, iterating over the states of nodes and edges in the
process. A message passing neural network (MPNN) forms the foundational framework of
graph neural networks [37], employing an iterative message passing algorithm to propagate
information between nodes and edges of a graph.

In the algorithm proposed in this paper, DQN agents do not directly interact with
the LEO satellite network environment; instead, they interact with it through a graph
neural network. Specifically, the graph neural network learns the representation of the
LEO satellite handover graph state, which serves as the interaction environment for the
deep reinforcement learning agents. Given that the edge features of the satellite handover
graph define the optimization problem for satellite handover selection, we employ an
enhanced MPNN to conduct the message passing process between all edges in the graph.
The structure of MPNN message passing is illustrated in Figure 5.

Figure 5. MPNN passing architecture.

MPNN is divided into message passing phase and readout phase. The message
passing phase can be defined by message function, aggregation function and update
function. The message function M() is used to generate the message of the neighboring
edge to the central edge, and its input is the state of the central edge and the neighboring
edges; the aggregation function A() is used to aggregate all the messages generated by
the message function, and obtain the post-aggregation message as M. Its inputs are the
messages generated by all the neighboring edges to the central edge; the update function
U() is used to update the state representation of the edges, and its inputs are the state of
the edge’s last iteration and the the aggregated message.
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In the message passing phase, the states of all the edges in the graph are first generated
by the message function M(), then all the messages are aggregated by the aggregation
function A, and then the new state of each node is calculated using the update function
U(). The functions m() and U() can be learned by neural network. The specific message
passing process is as follows: (1) combine the features of each edge with the features of the
neighboring edges using full connectivity to generate the messages from the neighboring
edges to this edge; (2) aggregate the messages generated by each edge with all its neigh-
boring edges using element-by-element summation to obtain the aggregated message m;
(3) use a recurrent neural network (RNN) to update the state h of each edge; the input of
the RNN model is the state of the edge’s previous iteration and the aggregated message m.

The message-passing process can be expressed as

mK+1(c) = Ae∈N(c)[M(hk
e , hk

c)] (14)

hk+1
c = U[hk

e , MK+1(c)] (15)

where hk
e and hk

c denote the state of edge e and c after the kth iteration, respectively, and N(c)
denotes that the set of all neighboring edges of c; mK+1(c) is the aggregation of messages
generated by all neighboring edges to the central edge c in the k + 1st iteration.

Readout phase: the q-estimate corresponding to the current state and action are output
through the readout function R(). Finally, the DRL agnet selects the action with the highest
q-value by comparing the q-estimate of a set of actions in the current state. The input to
the readout function is the state representation of all edges, and the readout process can be
expressed as follows:

O = R(∑
c∈E

hc) (16)

where R() denotes the readout function and o is the state representation of the output,
which uses a fully connected deep neural network (DNN), and E denotes the set of all
edges. The flow of the algorithm is shown in Algorithm 1. The inputs to the algorithm
are the characteristic feature information of the LEO satellite handover graph topology
and edges, and the feature information includes the remaining service time, data rate,
and transmission delay. The algorithm performs T message passing steps, and then outputs
the q-estimate.

Algorithm 1 LEO satellite handover graph state representation learning
Input: Topology of LEO satellite handover map, Directed edge state information
Initialization: Randomly initialize graph neural network parameters w
for i in range(K):

For each edge e:
MK+1(s) = Au∈N(s)[m(hk

u, hk
s)]

hk+1
s = U[hk

s , MK+1(s)]
Output: State representation of all edges after aggregation update
A q-estimate is obtained from R() function

3.2. DQN Framework

Deep reinforcement learning (DRL) is an approach that integrates reinforcement learn-
ing with deep learning techniques. Through learning via interactions with the environment,
AI can adaptively make decisions to maximize an objective function in an optimization
problem. The DRL framework defines state spaces and action spaces, represented by sets
of states (S) and actions (A), respectively, along with reward functions. DRL agents then
seek the optimal policy by iteratively exploring the state and action spaces.

The objective of Q-learning [38] is to facilitate the learning of a policy π :S→A by an
intelligent agent. The algorithm generates a Q-table comprising all feasible combinations
of states and actions, and throughout the training process, the intelligent agent updates the
Q-values in the table according to the rewards obtained from action selection. The formula
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for updating Q values during the training process in Q-learning is obtained from the
Bellman equation:

Q(st, at) = Q(st, at) + α(R(st, at) + γmaxat+1 Q(st+1, at+1)− Q(st, at)) (17)

where Q(st, at) is the Q-value function at time t, α For the learning rate, R(st, at) is the
reward value for taking action at in state st.

Deep Q-Network (DQN) [39] is an enhanced algorithm derived from Q-learning,
integrating a deep neural network (DNN) to approximate the q-value function. The Q-table
in q-learning stores the associations between q-values, states, and actions. As the Q-table
grows in size, q-learning encounters challenges in learning optimal policies within high-
dimensional state and action spaces. Consequently, DQN employs Q-networks in lieu of
Q-tables and depends on the generalization capability of DNNs to estimate the Q-values
for states and actions that are not pre-defined. The implementation process of the DQN
algorithm is shown in Figure 6.

Figure 6. Process of DQN algorithm.

DQN comprises two Q networks with identical structures: one is the Q estimation
network employed for action selection, denoted as Q(s, a; θ); the other is the Q target
network utilized for training, denoted as Q(s, a; θ−). θ and θ− represent the parameters of
the Q estimation network and the Q-target network, respectively. Furthermore, throughout
DQN training, the intelligent agents utilize an experience replay buffer D to retain past
experiences (i.e., tuples containing st, at, rt, st+1). For each training process, a certain
number of experiences are randomly selected from D as a small batch, and the loss function
for training DQN is defined as:

L(θ) = E<statrtst+1>∈D[(rt + γ max
at+1

Q(st+1, at+1; θ−)− Q(st, at; θ))2] (18)

where rt denotes the immediate reward value and γ denotes the discount factor.
Combined with the research scenario of this paper, there are three key elements in

our proposed DQN algorithm, which are state space, action space, and reward function,
and the specific descriptions of the three elements are shown below.

• State space

The system state space comprises information regarding the environment perceived by
the intelligent agent, encompassing the changes in the environment following the execution
of the agent’s actions. From a reinforcement learning perspective, the system state space
serves as the foundation for intelligent agents to make decisions and assess their long-term
rewards. Consequently, the design of the system state space directly influences the final
performance and convergence speed of the DQN algorithm.

The entire communication duration is partitioned into k equal time slots, and the
satellite network state at different time slots is denoted as S(t), aiming to define the state
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space as finite. The state is defined as the combination of the inherent state characteristics of
the satellite handover graph with zero-padding vectors, which autonomously determines
the size of the state space N. These characteristics include propagation delay, remaining
service time, and user data rate. The specific description is as follows:

S(t) = {{d1, r1, t1, padding}, {d2, r2, t2, padding}, . . . , {dk, rk, tk, padding}} (19)

The size of the state space is configured to exceed the number of features, with vectors
padded with zeros, enabling each edge to retain its own information along with aggregated
information from all neighboring edges. Nevertheless, it should not be excessively large
to avoid the state space becoming bigger, which could lead to the GNN model becoming
overly large and thus prone to overfitting [40]. The feature description is shown in Table 1:

Table 1. Description of characteristics.

Symbol Description

dk Transmission delay
rk Data Rate
tk remaining service time

x4 − xn Zero padding

• Action space

During the path selection for satellite handover graphs, we calculate the number of
paths and the set of nodes for each path (i.e., all nodes traversed by each path) from the
virtual start node, on a hop-by-hop basis. We take advantage of the generalization capability
of GNNs to introduce actions to intelligent agents in the form of graphs. Successfully trained
GNNs can comprehend actions on various graphical structures (i.e., different network states
and topologies).

a(t) ∈ {1,2,. . . ,k} (20)

where k denotes the number of paths from the virtual start node.

• Reward function

The reward function of the system should be related to the optimization objective,
based on the handover decision problem studied in this paper, the reward function is de-
fined with respect to the quality of the user’s service, thus the reward function is defined as:

R(s, a) = w1N(ri) − w2N(di) + w3N(ti) (21)

where N(di) is a normalized function of the transmission delay on the candidate path;
N(ri) is a normalized function of the user data rate on the candidate path; and N(ti) is a
normalized function of the remaining service time on the candidate path.

We used an Analytic Hierarchy Process (AHP) analysis to calculate the weights of
different handover factors in the reward function with the following steps.

Step 1: Constructing the judgment matrix. We employ the consistent matrix method to
construct a judgment matrix to compare the handover factors with each other. Among all
handover factors, transmission delay holds the highest significance, as real-time monitoring
of services by the power system is crucial for timely reaction to faults. Service time ranks as
the second-most critical handover factor, as it dictates the handover frequency to mitigate
power data loss caused by frequent handover, subsequently impacting the system’s real-
time monitoring and other functionalities. User data rate stands as the third-most significant
handover factor, as it influences the efficient transmission of power data information, albeit
with a lesser impact on real-time services. Based on the importance to different handover
factors, a judgment matrix A is constructed, where each row from top to bottom and each
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column from left to right represents a different handover factor, which are transmission
delay, remaining service time, and data rate in that order.

A =

1 1/3 1/5
3 1 1/2
5 2 1

 (22)

Step 2: Calculating the weights of the handover factors. We obtain the eigenvector
corresponding to the largest eigenroot λmax in the judgment matrix by AW = λmaxW and
normalize this eigenvector to obtain the weight vector W:

W = [0.1095, 0.3090, 0.5815]T (23)

After analyzing and calculating the weights of each handover factor, the reward
function is further expressed as:

R(s, a) = {
n

∑
i=1

(0.5815N(ri)− 0.1095N(di) + 0.3090N(ti))} (24)

3.3. MPNN-DQN Based Handover Scheme

This paper proposes a DQN + MPNN architecture for inter-satellite handover, aim-
ing to address the satellite handover decision problem encountered by grid users. This
architecture represents handover users as intelligent agents and reformulates the satellite
handover decision problem into a multi-criteria optimization problem. The corresponding
set of decision strategies is derived by maximizing the long-term cumulative expected
reward function.

Throughout the learning iterations of the MPNN-DQN algorithm, the agents receive
graph-structured state observations from the environment at various time steps. The GNN
constructs a graph representation in which the directed edges of the graph represent
graph entities. The topology of the GNN graph is invariant, since the state space size is
predefined, ensuring it maintains a consistent length across different topology sizes. Using
the graph structure, an iterative message passing algorithm operates between the states of
the edges. The output of this algorithm is aggregated into a global state that encodes the
graph topology information. Subsequently, the output is processed by the DNN to estimate
the q-value. Through comparing the q-value estimates of a set of actions in the current
state, the agent can select the most efficient action. The overall framework of the satellite
handover decision algorithm designed in this article is shown in Figure 7.

Figure 7. The overall framework of satellite handover decision algorithm.
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The specific implementation flow of the handover algorithm framework is illustrated
in Algorithm 2. Initially, we initialize the environment and the DRL intelligence, set the
reward to zero, create an experience replay buffer, etc., and set the end-of-training flag,
DONE, to false. Subsequently, we enter a while loop, where the DRL intelligence learns by
interacting with the environment until the most suitable handover paths are discovered
for each time slot within the communication duration. For each time slot in the satellite
handover graph topology, we calculate the q-value of each state–action pair after obtaining
all possible handover paths from the virtual start node. Subsequently, we transition to
the new satellite network topology state s′ for the next time slot, obtain the reward r and
the completion marker DONE value according to the reward function, and store the state,
action, etc., in the experience replay buffer M. These stored memories are subsequently
utilized to train the GNN model every 15 iterations.

Algorithm 2 Satellite handover decision algorithm based on MPNN-DQN
1. Initialization
(1) Low Earth orbit satellite network environment: Satellite handover graph topology,
transmission delay, data rate, remaining service time, etc.
(2) GNN Parameters: Model Parameters w
(3) DQN intelligent agent: Set the reward at 0, the estimated network parameter for Q is θ,
and the target network parameter θ− for Q is equal to θ; Empty the experience replay pool;
Set the end of training to indicate that DONE is false;
1. Training
while not DONE:

Obtain the initial state of edges in the LEO satellite handover graph
Calculate all candidate paths p and detailed path information
For each edge p:

Calculate the network state corresponding to the selected path p
Choose action a according to the greedy strategy
if np.random.rand() > self.epsilon:

Based on Algorithm 1 (refer to Equations (14)–(16)), obtain the estimated value of q
for the current state and action, and select the action with the maximum estimated

value
of q as the path to be selected

else:
Randomly select a candidate path as action a

Generate new status, instantly reward r (refer to Equation (24)) and mark Done
Store the information of state transition to the experience replay pool
reward = reward + r
steps += 1

if steps % M == 0 and steps%15 == 0:
Sampling batch data from experience replay pool
Calculate loss and gradient (refer to Equation (18))
Update network parameters w and θ

if episode%50 == 0:
Update network parameters θ−

In the MPNN-DQN-based satellite handover algorithm, DQN agents interact with
the LEO satellite environment during the training phase, using the robust characterization
and generalization capabilities of GNNs to learn the optimal strategy for satellite handover
paths; and during the testing phase, they utilize the trained GNNs to determine the optimal
handover paths within the specified communication duration.
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4. Results
4.1. Experimental Setup

The hardware configuration used for the experiment is as follows: an Intel Core i7
processor with four cores at a clock speed of 2.60 GHz, an NVIDIA GeForce MX350 GPU
(NVIDIA, Santa Clara, CA, USA) with 2 GB of memory, 16 GB of DDR4 RAM, and 512 GB
of SSD storage (SSSTC, Milpitas, CA, USA). The operating system used was Windows 11,
and the experiments utilized Python 3.10 and TensorFlow 2.10.0. This setup adequately
met the computational demands of training deep reinforcement learning models.

We detail the experimental setup, including the set of environment and DQN model
parameters, along with their chosen values for the training. Our experimental environment
simulates a single user covered by various satellites at different timestamps. A satellite is
considered to cover the User Equipment (UE) when its elevation angle relative to the UE is
at least 10°. Table 2 summarizes the LEO satellite mobile environment parameters. Table 3
summarizes the system model parameters.

Table 2. Summary of LEO satellite mobility environment parameters.

Parameter Value

UE position (Latitude, Longitude, Altitude) (−62°, 50°, 0 m)
Simulation time (minutes) 30
Number of total time slots 60

Number of total satellites providing coverage 15
Satellite altitude (km) 400–600

Minimum coverage elevation angle 10°
Simulation starting time 1 May 2023 09:30 a.m. (UTC)

Table 3. Summary of DQN framework parameters.

Parameter Value

Discount factor 0.95
Learning rate 0.001

Experience replay pool size 4000
Initial exploration rate 1

Termination of exploration rate 0.005
Training batch size 32

Q-target network parameter update step size
(episodes) 50

DQN iterations 1600
Loss Function Mean-Squared Error (MSE)

Optimizer Stochastic Gradient Descent (SGD)

4.2. Learning Convergence Analysis

Within the reinforcement learning framework, convergence of the learning process
occurs when the agent’s reward function stabilizes and no longer undergoes significant
changes over time, signifying that the agent has acquired the optimal policy.

As shown in Figure 8, this graph illustrates the learning convergence of the MPNN-
DQN-based interstellar handover algorithm proposed in this paper. It is evident that the
average reward attained by the agent gradually increases as training progresses, and it
tends to stabilize after approximately 1700 episodes. This stabilization indicates that the
learning process has converged to the optimal handover scheme.
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Figure 8. Convergence of mean rewards with episodes.

4.3. Comparison of Algorithm Performance
4.3.1. Handover Frequency Comparison

In power scenarios in remote areas or disaster-stricken areas, the grid user terminals
must communicate with satellites, and frequent satellite handovers can cause a series of
serious problems. Increased communication interruptions and delays: communication
links must be re-established whenever a satellite handover occurs, leading to interruptions
and delays that affect real-time performance and stability. Increased energy consumption:
satellite handover consumes power from grid terminal equipment, particularly in remote ar-
eas with limited energy supplies. Increased system complexity: frequent satellite handover
necessitates more complex algorithms and protocols to manage the connection-handover
process. Increased data loss and errors: each handover carries a risk of data loss or transmis-
sion errors. In power scenarios in disaster areas, transmitted data, crucial for monitoring
and control, when lost or erroneous, can lead to misjudgments or operational failures.

We compared the handover algorithm proposed in this study with the handover
frequency of the DRL strategy, the maximum elevation angle strategy, and the maximum
remaining service time strategy. As shown in Figure 9, the diamonds represent different
experimental values, and the curves indicate normal distribution, which serves to help
analyze and interpret the distribution characteristics of the data; the higher the peak and
the steeper the curve, the higher the degree of concentration of handover frequency near
the mean; the flatter the curve, the greater the degree of dispersion of handover frequency.
In addition, the curve shows a long tail or skew, which may indicate the existence of some
abnormal data points. Thus, we are able to obtain the average handover frequency of
multiple experiments with different handover strategies as well as clearer experimental
results. It can be seen that the handover number resulting from the maximum elevation
angle based handover strategy is the largest. This occurs because the strategy only considers
the impact of the elevation angle on handover, ignoring other factors such as service time,
which leads to frequent inter-satellite handover. Our proposed handover strategy exhibits
a similar handover frequency as the strategy based on maximum remaining service time,
while the frequency in the DRL-based strategy is slightly higher than our proposal. This
primarily results from the previously mentioned algorithm selecting only the next-hop
satellites for interplanetary handover, which only represents the current optimum, leading
to unnecessary handover. Meanwhile, our algorithm focuses on the global number of
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handover times in the whole communication duration to realize the optimal selection while
satisfying the user’s QoS.

Figure 9. Comparison chart of satellite handover frequency.

4.3.2. Data Rate Comparison

In remote area grid scenarios utilizing satellite communications for data transmission,
inter-satellite handovers must prioritize the user data rate. This emphasis is crucial, as the
data rate directly impacts the user’s quality of service (QoS), which is essential for ensuring
communication reliability, power grid stability, and the accurate, timely transmission of
monitoring and control commands. Furthermore, higher data rates minimize the impact of
handover, prevent data rate fluctuations from causing disruptions to grid operations or
poor decision making, and avoid wasted resources.

We compared the data rates of the GNN+DQN-based handover strategy proposed
in this study with other strategies. As shown in Figure 10, the pink squares represent
the average value of multiple experiments, the red stars represent abnormal experimental
values. The maximum service time-based strategy exhibits the lowest user data rate. This
is due to the strategy prioritizing satellites with the longest service times to minimize
handover, resulting in the service time of satellites to be too long, when the channel
conditions will be poor and unfavorable for communication. Our proposed strategy’s
data rate is close to that of the maximum elevation angle-based strategy and exceeds the
data rate of the DQN-based strategy by approximately 0.7 Mbps. This is because we start
from the perspective of global optimization and focus on the impact of user data rate,
so that we can better ensure the stable operation of the power grid in remote areas and
efficient data communication. Additionally, the maximum elevation angle-based strategy
achieves the highest data rate because it consistently selects the satellite closest to the
ground power terminals, and the main loss in the signaling process of our design is the
free-space propagation loss. More realistic channel conditions will be designed later.
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Figure 10. Comparison box plot of satellite user data rate.

4.3.3. Handover Delay Comparison

Following the handover management in terrestrial networks, the whole handover
management scheme will be divided into three phases: handover measurement, handover
judgment, and handover execution [41].

(1) Handover measurement phase: the star-carrying base station instructs the grid
terminal to upload measurement information periodically.

(2) Handover judgment phase: the star-carrying base station compares the handover
measurement information uploaded by the grid terminal with the preset handover thresh-
old value, judges whether the handover conditions are met, and selects candidate satellites
according to the deployed handover algorithm.

(3) Handover execution stage: the star-carrying base station initiates the handover
request, and under the control of the ground core network, the grid terminal, the source
satellite and the target satellite interact with each other in terms of control signaling
and data.

We compared the total handover process delay and transmission delay of three al-
gorithms. As shown in Figure 11, the average results from various experiments indicate
that our GNN+DQN-based handover strategy has a lower transmission delay than the
DRL-based strategy and, relative to other handover strategies, it minimizes the total delay
of the handover process over the entire communication duration. This is attributed to the
three phases of the handover process, including the delay caused by the handover execution
(affected by the handover frequency) as well as the data/signaling transmission delay of the
star–ground link. Our scheme comprehensively considers two key factors—transmission
delay and handover frequency—and optimizes both across the entire communication du-
ration to reduce the number of frequent handover times as much as possible and, at the
same time, reduces the transmission delay. The maximum elevation angle-based strategy
consistently selects the satellite with the highest elevation angle, thereby minimizing trans-
mission delay due to the shortest star–ground transmission distance. However, it overlooks
other factors, leading to frequent handover and increased total delay.
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Figure 11. Comparison chart of delay.

4.3.4. Complexity Analysis

The handover strategy proposed in this paper combines the MPNN and DQN algo-
rithms, and the time complexity of each message passing of the message passing neural
network is O(E), where E is the number of edges. Assuming K message-passing iterations,
the time complexity is O(E × K), and the time complexity of the deep Q network is mainly
in the Q-value computation and updating, and the computational complexity of each
time step is O(F), where F is the number of parameters of the neural network. Assuming
there are T moments, the time complexity is O(T × F). Since our proposed strategy does
not learn every moment, but learns a time slot, the time complexity of the strategy is
O(E × K + T × F/5). The MPNN part stores the edges and the information on the edges,
and the space complexity is O(E).The DQN part of the neural network has a storage com-
plexity of O(F). Then, the space complexity of the strategy is O(E + F). The time complexity
of the handover strategy based on the DQN algorithm is O(T × F) and the space complexity
is O(F). The handover strategy based on maximum elevation angle, and based on maximum
remaining service time performs one conditional judgment and selection operation per
time step and, assuming that there are N satellite candidates, the time complexity of each
time step is O(N). With T time moments, the total time complexity is O(N × T), and the
conventional algorithms usually do not require additional complex data structures with a
space complexity of O(1).

The proposed MPNN-DQN method has higher computational and time complexity
compared to traditional heuristic methods and some simpler DRL-based methods due
to the additional processing of GNN layers. However, this complexity is justified by
the improved performance and adaptability in dynamic satellite network environments,
as shown in the experimental results.

The training size and computational time for each strategy is given in Table 4. The ma-
chine learning-based algorithms (DQN + GNN and DRL) involve a large amount of training
time and data, and require higher computational resources while delivering better per-
formance. In contrast, handover strategies based on traditional methods such as Max
Elevation and Max Servetime are computationally inexpensive, but may not achieve the
same level of optimization.

Table 4. Computing Time and Training Size.

Method Training Size Computing Time Training Required

DQN + GNN 5000 episodes 24 h Yes
DRL 5000 episodes 18 h Yes

Max-Elevation N/A N/A No
Max-ServeTime N/A N/A No
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5. Discussion

This investigation introduces an innovative methodology designed to optimize the
satellite handover process within Low Earth Orbit (LEO) constellations through the integra-
tion of graph neural network (GNN) and deep reinforcement learning (DRL) technologies,
thereby ensuring uninterrupted handover and enhancing the quality of service. The out-
comes section underscores the model’s proficiency in mitigating handover failures and
curtailing transmission latency, factors that are paramount to ensuring the reliability and
efficiency of satellite communications. Prior investigations in this domain have predomi-
nantly concentrated on the deployment of conventional handover mechanisms. The method
presented herein is advanced by the amalgamation of graph neural network (GNN) and
deep reinforcement learning (DRL) algorithms, leveraging GNN’s robust representational
capabilities to adapt to evolving satellite network conditions, and employing DRL to
effectuate real-time adaptive handover decisions.

6. Conclusions

This paper presents an innovative approach to satellite handover strategies within
LEO satellite constellations, leveraging the synergistic potential of GNN and DRL. Our
proposed MPNN-DQN algorithm addresses the dynamic and complex nature of satellite
networks, offering a robust solution to ensure high-quality, continuous communication
services. By comparing simulation with traditional handover strategies, our method
reduces handover delay and frequency while ensuring user data rate as much as possible.
This plays a important role in emergency communication scenarios for power systems.
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