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Abstract: The benchmarking of CO2 emissions serves as the foundation for the accurate assessment
of the environmental impact of air traffic. To calculate the environmental benchmarks of arrival traffic
flows with Point Merge System (PMS) patterns, this study proposes a 4D trajectory optimization
method that combines data-driven and optimal control models. First, the predominant arrival routes
of traffic flows are identified using the trajectory spectral clustering method, which provides the
horizontal reference for 4D trajectory optimization. Second, an optimal control model for vertical
profiles with point merging topology is established, with the objective of minimizing the fuel–time
cost. Finally, considering the complex structure of the PMS, a flexible and adaptable genetic algorithm-
based vertical profile nonlinear optimization model is created. The experimental results demonstrate
that the proposed method is adaptable to variations in aircraft type and cost index parameters,
enabling the generation of different 4D trajectories. The results also indicate an environmental
efficiency gap of approximately 10% between the actual CO2 emissions of the arrival traffic flow
example and the obtained benchmark. With this benchmark trajectory generation methodology,
the environmental performance of PMSs and associated arrival aircraft scheduling designs can be
assessed on the basis of reliable data.

Keywords: air traffic management; 4D trajectory optimization; continuous descent operation; genetic
algorithm; trajectory clustering; point merge system

1. Introduction

With the demand for air travel increasing after the COVID-19 pandemic, the environ-
mental impacts caused by air traffic have become increasingly serious. Previous research [1]
has suggested that aviation accounts for 2.5% of global CO2 emissions. Nevertheless, it has
been demonstrated to contribute approximately 4% to the global warming observed to date.
For the sustainable development of the aviation and commercial aircraft manufacturing
industries, many new technologies that can reduce carbon emissions have been extensively
explored. Among the numerous measures aimed at reducing CO2 emissions from aviation,
enhancing the environmental performance of air traffic systems is currently regarded as
the most viable, significant, and promising approach.

In the National Airspace System, a Terminal Maneuvering Area (TMA) is a complex
area of airspace surrounding one or more metropolitan airports, designed to aggregate
arriving traffic flows from different directions. To increase the capacity of TMAs, an arrival
route structure based on area navigation, called the Point Merge System (PMS), has been
developed to assist controllers in sequencing and reducing open-loop radar vectoring. A
PMS is a method for delaying aircraft involving less radar vectoring. Its structure includes a
merge point and equidistant arc-shaped sequencing legs to the merge point. The flight path
in a PMS can be lengthened or shortened as needed without radar vectoring. In the future
Global Air Navigation Plan of ICAO [2], the PMS is recognized as having the potential to
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reduce environmental impacts. However, a well-defined, scientific emissions benchmark
for the minimum harmful input under a given air traffic flow is still lacking. Therefore,
a scientifically accurate benchmark for measuring environmental performance is needed.
With such a benchmark, low-carbon aircraft scheduling techniques can be applied in a
step-by-step manner.

In order to better understand the environmental impacts of TMAs, both at present and
in the future, one approach being adopted by Air Traffic Management (ATM) operators is
quantifying their performance using measures of flight inefficiency [3]. Flight inefficiency
can be defined as anything that causes an aircraft to fly a path different from its fuel-optimal
four-dimensional trajectory. Therefore, the accuracy of the optimized flight trajectory is
important. A challenge posed in the evaluation of the environmental impact of air traffic,
both at present and in the future, is determining the optimal trajectory and minimal fuel
burn (which is the benchmark for fuel-based inefficiency analysis) for any given route,
especially for arrival routes within a TMA.

This research encompasses two technical aspects. First, the arrival traffic flow with a
point merge pattern is identified from the cluttered trajectories within the terminal area,
and prevalent arrival routes are further extracted. Second, as continuous descent operations
are recommended by the ICAO, descent profile optimization provides an important basis
for CO2 emission benchmarking studies. A literature survey on these two technical aspects
is provided below.

The implementation of new airspace surveillance technologies, such as Automatic
Dependent Surveillance-Broadcast (ADS-B), has led to improvements in the integrity,
quality, and accessibility of aircraft tracks. The analysis of track records is becoming a
viable method for identifying traffic patterns and assessing the operational performance
of air traffic. At present, trajectory clustering is becoming the most effective method for
achieving these goals. Various distance-based clustering algorithms have been reported,
but the core component of all of them is the similarity or distance measure used for the
classification of data [4].

In order to accurately represent the overall similarity between two trajectories, various
spatial distance-based similarity metric models have been proposed. Almost all of the
typical clustering algorithms can be used, either directly or synthetically, to perform
trajectory clustering using pre-computed similarity values [5]. Besse et al. summarized the
calculation of spatial distances of trajectories for clustering, giving the distances between
sets of points, between points and line segments, and between line segments. This new
distance was compared to other metrics, according to the corresponding clustering results
obtained using both hierarchical clustering and affinity propagation (AP) methods [6].
Poppe and Buxbaum clustered aircraft climb trajectories using the k-means algorithm,
where the resulting clusters could further be used in trajectory prediction applications [7].
The calculated point-to-segment distance matrix—a spectral clustering algorithm—has
been adopted to cluster flight trajectories [8].

Given the limitations of distance measures for high-dimensional spatio-temporal tra-
jectories, researchers have attempted to improve the credibility of trajectory similarity
through dimensional reduction. For example, Olive and Morio used the Douglas–Pecuker
algorithm to approximate the original trajectories according to a fixed step size [9]. Xuhao
et al. revealed the time-series nature of the trajectories, converted the trajectories into a
time-series of headings relative to their remaining distances, and calculated the similar-
ity between them using the dynamic time warping algorithm [10]. In recent years, the
continuous development of Deep Learning approaches has demonstrated their powerful
ability to extract internal potential features from large data sets. Deep autoencoders have
been developed to train deep neural networks in order to learn suitable representations
from high-dimensional trajectory data. Subsequently, the output of the Deep autoencoder
is input into a GMM or DNSCAN for clustering [11]. In order to understand the spatial
distribution characteristics of the arrival traffic flow in a TMA, Wang established a flight
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trajectory feature compression model on the basis of the t-SNE method, following which
the density peaks clustering approach was used to extract the prevailing traffic flow [12].

Trajectory clustering plays a crucial role in air traffic management, providing insights
for airspace structure optimization, trajectory planning, and trajectory prediction. The
application of trajectory clustering in the field of traffic pattern recognition within TMAs
is evolving and expanding, including enhancement of the airspace structure around air-
ports [13], examination of the reliability of arrival and departure route networks [14], and
analysis of the efficiency of air traffic operations [9]. However, due to the structural com-
plexity of the point merging procedure and the eventual convergence of arrival traffic,
which causes flight trajectories to be more mixed, aggregated, and intertwined, identifica-
tion of traffic flows with PMS topology and its representative trajectories may require a
new similarity-measuring model that takes into account the complex features of arrival
traffic trajectories.

Trajectory optimization plays a key role in ensuring the success of trajectory-based op-
erations. The optimization problem for 4D aircraft trajectories has been studied extensively
by many scholars, who have gradually realized that the 4D trajectory optimization problem
can be formulated as a multi-phase optimal control problem with process constraints,
terminal points constraints, and control constraints [15,16]. At present, 4D trajectory opti-
mization methods can be classified into four categories: dynamic programming, indirect,
direct, and meta-heuristic algorithms.

Initially, researchers explored the potential of dynamic programming methods to
address trajectory optimization problems [17]. However, it was found that the computa-
tional complexity and issues associated with interpolation limited the applicability of these
methods in practical trajectory optimization scenarios [18]. Many scholars have attempted
to address the aforementioned limitations of dynamic programming methods [19–21].
For example, Ahmed et al. [22] recently proposed a modified dynamic programming
method which overcomes the curse of dimensionality and the extended mesh problem
while enhancing the computational efficiency and feasibility of 4D trajectory optimization.

Indirect methods are based on transforming the 4D trajectory optimal control problem
into a Hamiltonian boundary value problem, which is then solved using numerical meth-
ods to obtain differential or algebraic equations [23,24]. The primary application of this
technique is to optimize relatively simple systems [25]. Indirect methods encounter diffi-
culties in solving the trajectory optimization problem due to the complex model dynamics
and the numerous constraints involved in the 4D trajectory optimization problem [26].

Compared with indirect methods, direct methods discretize the complex optimal
control model into a finite-dimensional nonlinear planning problem, which has higher com-
putational efficiency and numerical stability, and is suitable for optimal control problems
with complex constraints [27,28]. Soler et al. [29] have transformed the 4D trajectory opti-
mization problem into a multi-stage optimal control problem and used the point collocation
method to obtain a 4D trajectory with the objective of minimum fuel consumption. Based
on this study, Soler et al. [30] further analyzed the performance of aircraft, considering
different take-off weights and cost indices to obtain a 4D trajectory with minimum fuel
consumption. Bonami et al. [31] transformed the 4D trajectory optimization problem into a
mixed-integer nonlinear programming problem and used the branch and bound method to
find a 4D trajectory with the objective of optimal fuel consumption.

Continuous Descent Operations (CDOs) have been recognized as an effective way to
significantly reduce fuel burn and CO2 emissions in aircraft operations [32]. By keeping
arriving aircraft at their cruise altitude longer, then following a continuous descent at
near-idle thrust with no level-flight segments, CDO can bring substantial fuel savings and
environmental benefits [33]; therefore, it has become a globally recommended emission
mitigation practice by the International Civil Aviation Organization (ICAO).

The pseudo-spectral method is a representative direct method that transforms the con-
tinuous optimal control problem into a nonlinear programming (NLP) problem, enabling
more efficient parameterization of constraints. Many scholars have employed pseudo-
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spectral methodologies to address the descent profile optimization problem, in accordance
with specified horizontal route conditions. For instance, Park and Clarke divided a CDO
into a number of descent stages according to different flap settings and calibrated airspeed
constraints, then modeled the trajectory optimization problem as a multi-phase optimal
control problem between two previously known endpoints, and solved for the optimal
continuous descent trajectory using the Gaussian pseudo-spectral method [34]. Subse-
quently, Park et al. employed the Legendre–Gauss pseudo-spectral method to determine
the optimal commencement of the descent point and descent profile, and proposed a CDO
trajectory that simultaneously reduces flight time and minimizes fuel consumption [35].
Similarly, Ma et al., taking delay time, fuel burn, and aircraft noise as objectives, used the
Legendre–Gauss pseudo-spectral method to generate optimized trajectories [36]. Zhu et al.
developed trajectory optimization models based on the Gaussian pseudo-spectral method
to obtain optimal descent trajectories for different cost index values [37]. Most of the above
studies relied on the GPOPS toolbox for solutions. However, the quality of the solution
and the convergence of the computational process depends heavily on the initial estimates
of the control variables, and inappropriate values can lead to solution failure [38].

The advent of swarm intelligence optimization technology has prompted some schol-
ars to employ heuristic algorithms in an attempt to resolve the optimal control problem
of 4D trajectories. Yang et al. addressed the challenge of not being able to provide time-
continuous control variables in trajectory optimization problems by transforming the
optimal control problem into a nonlinear planning problem [39]. The nonlinear planning
model was constructed using the thrust and load factor as decision variables, which was
solved using IPSO-SQP [40]. They claimed that, despite its simplicity and intuitiveness, the
particle swarm methodology proved to be quite effective in finding the optimal solution to
orbital rendezvous optimization problems with considerable numerical accuracy. Ren et al.
developed an integer planning model based on flight segment division and employed a
particle swarm optimization algorithm to obtain optimal green trajectories [41].

Although the aforementioned studies have achieved notable success in their respective
fields, they have not yet addressed the CO2 emissions baseline trajectory problem of traffic
flow. In order to investigate the mechanism driving the environmental inefficiency of
point merge traffic flows within a busy terminal area, we combine trajectory clustering and
optimal control methods to propose a 4D trajectory optimization model for benchmarking
the CO2 emissions of inbound traffic flows. This is the first time that such a systematic
approach has been utilized to gain insight into the emissions benchmarking of traffic flows
from the perspective of a data-driven optimization model.

The differences between the research in this study and the existing achievements are
specifically reflected in three aspects: First, the continuous descent operation under the
special structure of the PMS presents distinct constraints from traditional arrival procedures.
To satisfy these constraints, we propose a new optimal control model for the 4D arrival
trajectory optimization problem. Second, a 4D trajectory nonlinear optimization method
is developed on the basis of a genetic algorithm to solve the 4D trajectory optimal control
problem. The method is able to model and solve the PMS vertical profile encompassing a
level-flight arc leg in an ad hoc manner. Third, a spherical segment–path distance between
trajectories directly using their coordinates is calculated, which overcomes the deformation
defects caused by the indirect use of map projection coordinates.

To establish environmental benchmarks for arrival traffic flows utilizing PMS topology,
this study introduces a 4D trajectory optimization method that integrates data-driven and
optimal control models. The predominant arrival routes are identified via trajectory spectral
clustering. A tailored optimal control model, specifically designed for the vertical profiles
of PMS topology, is developed with the objective of minimizing fuel–time costs, using the
identified arrival routes as horizontal guidance. To overcome the limitations of traditional
solvers like GPOPS in addressing optimal control problems involving multiple descent
processes, a genetic algorithm-based solution approach is proposed. Subsequently, the
proposed method was applied to a realistic terminal airspace scenario, and its applicability
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was validated through two consecutive experiments: one for identifying arrival traffic
flows and the other for optimizing 4D trajectories.

2. Methodology

The section outlines the process of data pre-processing, point merge operation flow
identification, and continuous descent operation 4D trajectory generation, as illustrated
in Figure 1. The process consists of five steps: (1) extract arrival trajectories from the
traffic flow records within the boundaries of the terminal control area; (2) calculate the
distances between pairs of trajectories sequentially to obtain the spherical symmetric
segment distances, and construct the similarity matrix of the arrival trajectory set; (3) use
a spectral clustering algorithm to obtain the spatial pattern of arrival traffic flow, identify
the core trajectories for the identified traffic flow and, finally, take the horizontal profile of
the core trajectory as the prevailing arrival route; (4) establish an optimal control model
for a CDO profile with PMS topology based on predominant arrival routes; and (5) solve
the optimal control problem for vertical profiles using a nonlinear trajectory optimization
model—called GACDO—based on a genetic algorithm.
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Figure 1. The framework of the proposed method.

2.1. Data Pre-Processing

Air traffic surveillance equipment, such as secondary surveillance radar and ADS-B,
are capable of acquiring many kinds of aircraft navigational traffic data, such as the position,
altitude, speed, and heading of aircraft in the terminal area and their changes, in real-time.
The Air Traffic Control (ATC) automation system receives, processes, and displays the
surveillance data and, at the same time, records all or part of the flight tracks of the aircraft.

The concepts of track and trajectory are not distinguished in ATC operations and
research and, for the purpose of this study, they are defined as follows:

A basic track is the geographic position and altitude information of the kth point
of an aircraft i recorded by a surveillance sensor at a certain time t, expressed as a four-
dimensional vector Pk = (α k, βk, hk, tk), where αk, βk, and hk denote the longitude, latitude,
and altitude of the aircraft in space, respectively, and t denotes the timestamp.

The trajectory is the historical trace of an aircraft’s flight over a period of time, which
is actually a continuous curve. Due to the data processing cycle of monitoring sensors
and the cognitive limitations of air traffic controllers, the trajectory T consists of a series
of discrete tracks arranged in chronological order with certain time intervals; that is,
T = (P1, P2, . . ., Pk, . . ., PK), where k ∈ [1, K] is the chronological index of tracks and K is
the total number of tracks in the trajectory T.
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Suppose that the set of trajectories formed by all arriving aircraft in the terminal area
in a given time period is Γ ={T1, T2, . . . ,Ti, . . . ,TN}, where each Ti denotes an arriving flight
trajectory and N denotes the total number of all trajectories.

Although the trajectory data recorded by ATC surveillance systems has been processed
for correlation, noise reduction, and elimination of duplicates, it still contains a large
number of redundant and irrelevant tracks in the context of analyzing the environmental
performance of the arriving traffic flows.

Most trajectories also contain tracks of the en-route flight, or even of the entire flight
phase from takeoff to landing. It is necessary to remove those tracks outside of the terminal
airspace. The geographic boundary of the terminal airspace is usually formatted as a two-
dimensional polygon. For such processing, tracks outside the boundary of this polygon
can be eliminated, while those inside are retained.

Tracks within the terminal airspace may also contain overflying aircraft tracks. In
addition, there are general aviation flights and training flights within the terminal airspace.
When general aviation aircraft are equipped with ADS-B transmitters, the surveillance
system will also record these tracks. We can eliminate these tracks through determining
whether the aircraft lands at the major airport in the terminal airspace. As there are different
movement patterns for arriving and departing flights, they need to be distinguished.
Arrival and departure trajectories can be easily separated according to their departure and
destination airports in the flight plans that correspond to the trajectories.

Finally, we obtain the arrival trajectories during a period of time. The set of tra-
jectories formed by all arriving aircraft in the terminal area over a given time period
is Γ= {T1, T2, . . . ,Ti, . . . ,TN}, where each Ti denotes an arriving flight trajectory and N
denotes the total number of all such trajectories.

2.2. Traffic Flow Identification and Predominate Arrival Route Recognition

Arrival traffic flow consists of successive arrivals with similar movement behaviors.
As they have similar trajectories, they are often recognized through trajectory clustering.
In general, clustering can be performed through comparing trajectory objects. Therefore,
it is important that a trajectory distance measurement model reflects the trajectory shape
characteristics, including the physical distance and total length of the trajectory. In addition,
as aircraft fly over a large area of the Earth’s surface, the trajectory distance must take into
account its spherical geometry in order to avoid the deformation caused by map projection.

2.2.1. Spherical Segment–Path Distance between Trajectories

Supposing that there are two tracks, P1(λ1, ϕ1, h1, t1) and P2(λ2, ϕ2, h2, t2), where λ1
and ϕ1 represent the longitude and latitude of P1, and λ2 and ϕ2 represent the longitude
and latitude of P2, the shortest distance between them can be calculated using the Haversine
formula [42], as shown in Equation (1):

⌢
d gc(P1, P2) = 2R0arcsin

√
sin2(

ϕ2 − ϕ1

2
) + cos(ϕ2) cos(ϕ1) sin2(

λ2 − λ1

2
) (1)

where R0 represents the average radius of the Earth. This formula takes into account the
rounding error in the proximity between the two points and calculates the great circle
distance between them.

If trajectory T2 has a segment arc
⌢
S k defined by its endpoints Pk and Pk+1, the great

circle distance from any track point O on trajectory T1 to arc
⌢
S k can be calculated with

Equation (2):
⌢
d pS(O,

⌢
S ) = min(

⌢
d gc(O, Pk),

⌢
d gc(O, Pk+1)) (2)
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Figure 2a shows the distance
⌢
d pT(O, T2) from point O to trajectory T2, which is the

minimum distance between the point O and all segments that make up T2. This can be
calculated using Equation (3):

⌢
d pT(O, T2) = min

⌢
d pS(O, Sk) k ∈ [1, 2, ..., K2 − 1], (3)

where K2 is the number of tracks contained in T2. Then, the spherical segment–path distance
from T1 to T2 can be defined as Equation (4):

⌢
d SPD(T1, T2) =

1
K1

K1

∑
k=1

⌢
d pT(Ok, T2) (4)

where Ok is the kth track on trajectory T1 and the number of track points contained in

trajectory T1 is K1. A schematic representation of the calculation of
⌢
d SPD(T1, T2) is provided

in Figure 2b.
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Figure 2. Spherical segment–path distance between trajectories: (a) the distance from point O to
trajectory T2; (b) the spherical segment–path distance from T1 to T2.

The inter-trajectory distance matrix D = [di,j]N×N is generated by calculating the
symmetric unidirectional great circle distance between trajectories Ti and Tj in the set of
arrival trajectories Γ, as shown in Equation (5).

di,j =
1
2
(
⌢
d SPD(Ti, Tj) +

⌢
d SPD(Tj, Ti)) (5)

2.2.2. Predominant Arrival Route Recognition

Spectral clustering is an algorithm derived from graph theory, the main idea of which
is to treat all data as points in a high-dimensional space connected by edges. The weight
of an edge between two distant points is low, while the weight of an edge between two
close points is high. Clustering can then be achieved through dividing the graph of data
points into sub-graphs in such a way that the sum of edge weights between the sub-graphs
is minimized and the sum of edge weights within the sub-graphs is maximized.

The matrix of trajectory similarity is constructed based on inter-trajectory distances, in
order to accurately reflect the similarity relationship between data points. This results in
higher similarity between similar points and lower similarity between dissimilar points.
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Equation (6) shows the Gaussian kernel function ωi,j used to construct the similarity
between trajectories Ti and Tj:

ωi,j = exp(
−
(
di,j

)2

2σ
), i = 1..N, j = 1..N. (6)

The parameter σ in Equation (6) controls the width of the neighborhood; a larger
value of σ indicates a higher similarity between the trajectories, which should be adjusted
according to the specific situation. A non-negative link weight unidirectional graph G can
be constructed on the basis of the similarity between the trajectories. The weight of the zero
eigenvalue of the Laplace matrix L of the graph G is approximately equal to the number of
connected sub-graphs of the graph G, denoted as Z. It is important to note that Z represents
the estimated number of clusters.

The spectral clustering method divides the original trajectory samples into Z subsets
(i.e., Z different clusters of trajectories) according to their similarities in structure and
proximity to each other. However, in practice, the clusters obtained from preliminary
clustering do not accurately reflect the spatial characteristics of the traffic flow. This is
because the distances between trajectories within the clusters are not the same, especially
when the clusters contain some abnormal trajectories. Thus, it is often necessary for a
cluster to be subdivided into several smaller sub-clusters. This study proposes the use of a
k-Nearest Neighbor (KNN) distance model between the trajectories to identify prevalent,
anomalous, and representative trajectories obtained from the same cluster. The aim is to
identify the main trajectories and their representative flight routes, which can effectively
express the characteristics of the spatial distribution of traffic flow.

To obtain the average KNN distance of a trajectory Ti in the trajectory cluster Fz ,
the inter-trajectory distance matrix D—given by Equation (5)—is first searched to find
the distances to other trajectories in Fz . Then, these distances are sorted from smallest to
largest, and the average KNN distance di of Ti is calculated using Equation (7):

di =

K
∑

i=1
di,j

K
. (7)

The k-nearest neighbor distance matrix of Ti also can be used to classify a given cluster
of trajectories into two sub-classes using k-medoids. This process yields the prevalent traffic
flow trajectories and the anomalous trajectories. Each class of data obtained using the k-
medoids classification algorithm has a corresponding center that serves as a representative
of the data with high similarity. The prevalent traffic flow trajectories also exhibit a
core trajectory, which represents the most frequent movement patterns under specific
operating conditions, such as air traffic flow, traffic mix, runway-in-use configuration, and
meteorological conditions. It serves as a horizontal reference for arrival routes during the
following 4D trajectory optimization.

2.3. Optimization of Continuous Descent 4D Trajectory with Point Merge Pattern
2.3.1. Continuous Descent Operation in Point Merge System

The PMS is a new type of arrival route structure based on satellite navigation, proposed
by the European Organization for the Safety of Navigation (EUROCONTROL). It provides
a systematic method for the sequencing and continuous descent of arriving aircraft, and has
been gradually adopted worldwide in recent years. A typical point merging system consists
of inner and outer sequencing arc legs and a merge point (MP), as shown in Figure 3. An
arc leg is a segment of arc with equal distance from the merge point, which is used to
regulate the spacing of successive aircraft. For the purpose of establishing sufficient vertical
separation, the inner arc is generally higher than the outer arc by several flight levels, and
aircraft are required to maintain the same altitude and constant speed while on the arc. The
merge point is an orientation point designed within the terminal area. Aircraft arriving
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from different directions fly into the arc leg from their arrival routes and turn directly to
the merge point upon receiving turning instructions from air traffic controllers.
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Figure 3. Route structure of point merge system.

When an aircraft passes through the merge point, it will fly along a short segment
to the final approach fix. The most important task for the pilot of the aircraft during this
period is to smoothly and quickly intercept the Instrument Landing System (ILS) localizer.
There is no need to optimize the trajectory at this segment and, so, the MP is used as the end
of the CDO. Figure 4 shows a typical CDO descent profile, combining the route structure of
the point merge procedure and the basic requirements of the CDO. The diagram shows the
relationship between flight distance to the MP, flight time to the MP, and flight altitude.
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Figure 4. Typical CDO process of point merge procedure.

The descent can be broken down into five phases, according to standard airline
operation procedures and the special structure of the point merge procedure. During phase
1, the aircraft maintains a constant Calibrated Airspeed (CAS) at the flight level while
entering the terminal airspace, until it reaches the Top of Descent (TOD). The regulations
for operating large commercial aircraft require that the CAS of an aircraft must not exceed
250 knots below 10,000 ft. Additionally, air traffic control mandates that the CAS of an
aircraft must not be less than 250 knots above 10,000 ft. Therefore, during phase 2, the
aircraft must descend to 10,000 ft and decelerate to 250 knots. In phase 3, the aircraft
descends to the specified altitude of the sequencing arc and decelerates to the specified
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speed limit of the arc. During phase 4, the aircraft flies along the arc while maintaining a
constant speed and altitude. In phase 5, the aircraft leaves the sequencing arc and gradually
descends to the specified altitude and decelerates to restricted speed at the MP.

In this section, we employed spectral clustering to identify the traffic flow with the
PMS pattern and to obtain the core route of this traffic flow. This core route represents the
horizontal trajectory of the aircraft among this traffic flow, thereby providing a horizontal
reference for 4D trajectory optimization of the arriving aircraft. Subsequently, we optimize
the vertical profile of this core route based on the five phases illustrated in Figure 4. As such,
the horizontal route and its optimal vertical profile constitute the complete 4D trajectory.

2.3.2. Optimal Control Model for Point Merge Pattern

The optimization problem for the CDO vertical profile in point merge operations can
be transformed into a multi-stage nonlinear optimal control problem, given the initial condi-
tions of horizontal route, aircraft type, arrival altitude, and speed. The relevant constraints
are determined according to air traffic rules depending on the given horizontal distance
of the arrival route and the length of the sequencing arc. A multi-stage nonlinear optimal
control model of the CDO profile is then established in order to meet the requirements of
the point merge systems.

(1) Objective function

There is a simple proportional relationship between aircraft fuel consumption and
CO2 emissions [43]. The CO2 emission index of aviation kerosene is 3.15; that is, 3.15 kg
of CO2 is produced for every 1 kg of fuel burned. Therefore, the objective of minimum
CO2 emissions can be mapped to fuel consumption optimization. The objective function is
given as Equation (8):

minJfuel = f (1) ×

(
x(1) − x(0)

)
vT

(1)
+ f (4) ×

(
x(4) − x(3)

)
vT

(4)
+ ∑

p=2,3,5

∫ t(p)
0

t(p)
f

f (p)dt (8)

Meanwhile, air traffic control aims to expedite air traffic flow while minimizing flight
time. The objective function is shown in Equation (9):

minJtime = t(5)f (9)

In these equations, the fuel consumption rate for phase p is represented by f (p),
while vT

(p) denotes the level flight true airspeed of the aircraft during the same phase.
Additionally, x(p) represents the distance to be flown from the end of phase p to the MP,
and t(5)f indicates the end moment of the CDO.

Typically, in the actual operation of a commercial aircraft, fuel and time-related costs
are considered together through setting a Cost Index (CI) in the Flight Management System
(FMS). Thus, an economic cruising speed that minimizes the total Direct Operating Cost
(DOC) is obtained. The objective function is shown in Equation (10):

minJDOC = Jfuel + CI × Jtime (10)

(2) Control Variables

In the optimal control model, the aircraft state X is defined in terms of the distance
to the MP x, the altitude h, and the true airspeed vT. Therefore, X = [x, h, vT]. The force
analysis of the aircraft descent is used to calculate each variable of the flight state, as shown
in Equation (11): 

dvT
dt = T−D

m − g sin γ
dh
dt = vT sin γ
dx
dt = vT cos γ

(11)
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Equation (12) is used to calculate T (engine thrust) and D (drag), where m is the mass
of the aircraft and g denotes the gravitational acceleration:

T = Cdes × CT1 × (1 − h
CT2

+ CT3 × h2)

D =
[CD0+CD2×(

2mg
ρvT

2Sw
)]×ρvT

2Sw

2

(12)

where Cdes represents the thrust correction coefficient, CT1 represents the first thrust coeffi-
cient, CT2 represents the second thrust coefficient, CT3 represents the third thrust coefficient,
CD0 represents the zero-lift drag coefficient, CD2 represents the induced drag coefficient,
ρ represents the atmospheric density, and Sw represents the reference area of the wing.
These coefficients are related to the aircraft type, and can all be derived from the aircraft
parameters in the BADA documents [44].

According to Equation (12), the thrust of an aircraft during descent is solely dependent
on its altitude in an ideal scenario. As the descent angle γ determines the aircraft state, it
may be considered as a unique control variable.

(3) Constraints

The values of state variables (e.g., flight distance and altitude) in each phase must be
restricted to a corresponding range, as shown in Equation (13).

x(5) = 0

h(1)0 = hcr

h(2)f = 10, 000 ft

h(4)0 = harc

h(5)f = hMP

(13)

where h(p)
0 represents the initial altitude for phase p, h(p)

f represents the final altitude for
phase p, hcr represents the handover altitude when the aircraft enters the terminal airspace,
and hMP represents the altitude when the aircraft is at its MP.

Equation (14) shows the corresponding speed restrictions that the aircraft must satisfy
in different phases when descending within the terminal airspace:

250 ≤ v(p)
C ≤ vMO, p ∈ [1, 2]

vC,MP ≤ v(p)
C ≤ 250 kn, p ∈ [3, 4]

v(4)C = vC,arc

v(5)f = vC,MP

(14)

where v(p)
C represents the calibrated airspeed of the aircraft in phase p, vMO is the maximum

allowable CAS of the aircraft, v(p)
f is the CAS at the end of phase p, and vC,MP is the CAS at

the MP.
To avoid an uncomfortable situation for passengers caused by a high descent rate, the

glide path angle γ must be limited to a certain range, as shown in Equation (15):

γmin ≤ γ ≤ γmax (15)

where γmin and γmax are the upper and lower limits of the glide path angle, respectively.
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Although the optimal control model divides the complete flight into several indepen-
dent phases, it is important to maintain consistency between the states before and after the
critical point of the artificially divided successive segments, as shown in Equation (16):

X(p−1)
f = X(p)

0 (16)

where X(p)
0 and X(p)

f denote the initial and final states of the aircraft in phase p, respectively.

2.3.3. GACDO Algorithm for Point Merge Pattern

The challenge in solving the optimal control model for continuous descent operations
lies in the uncertainty regarding the future flight time. To address this issue, we use the
exemplar trajectory identified in Section 2.2 as the reference route, and choose the horizontal
flight distance as one of the key decision variables for modelling.

Most airlines have developed operating procedures for various aircraft types, in order
to enhance their economic efficiency, safety, and passenger comfort. These procedures
offer clear guidance on the CAS profile of the aircraft, as illustrated in Figure 5. This study
models the CAS profile of the arrival process using seven decision variables, denoted
by S= [s1, s2, s3, s4, s5, v1, v2]. Figure 5 shows that v1 represents the extreme CAS for the
second phase, while v2 represents the CAS when the aircraft is flying on the sequencing arc.
The notation used in this context is as follows: s1 represents the distance of the level flight
segment before the top of descent (TOD); s2 represents the distance flown by the aircraft
as it changes from its initial speed to v1; s3 represents the distance flown by the aircraft as
it maintains v1; s4 represents the distance flown by the aircraft as it decreases from v1 to
250 kn; and s5 represents the distance flown by the aircraft as it descends from an altitude
of 10,000 ft to the sequencing arc altitude.
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Figure 5. Arrival CAS profile model, represented by seven decision variables.

Thus, the optimization model for the vertical profile is established as shown in Equation (17):

min f ∗(s1, s2, s3, s4, s5, v1, v2)
s.t.

s1 + s2 + s3 + s4 ≤ x(3) − x(0) − 2

1 ≤ sj ≤ 80, j = 1, 2, 3, 4

v1,min ≤ v1 ≤ v1,max

v2,min ≤ v2 ≤ v2,max

sj ∈ Z j = 1, 2, 3, 4

vj ∈ Z j = 1, 2

(17)
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The objective function is represented by f ∗(S), while x(3) represents the flight distance
from the beginning of the sequencing arc to the MP. The minimum value of s5 is constrained
to 2 NM by x(3) − x(0) − 2. To facilitate aircraft operations, decision variables are typically
constrained to integer values.

During level flight, the aircraft maintains a constant CAS, resulting in linearly varying
fuel consumption with flight distance. However, during the descent phase, the fuel con-
sumption is nonlinearly related to the flight distance due to the complex model dynamics.
To solve this nonlinear objective function during aircraft descent, a numerical solution
method is proposed.

The descent between the interval [x(1), x(3)] is used as an example to illustrate the nu-
merical solution algorithm for fuel consumption. There are five known data points—namely,
(x(1), v(1)C

)
, (x(a), v1), (x(b), v1), (x(2),250), (x(3), v2), and (x(4), v2)—from the aircraft velocity

profile shown in Figure 5. Similarly, dividing the interval [x(1), x(3)] by a sufficiently small
distance ∆x will produce a number of query points xi, i = [1, 2,. . ., N1], where N1 denotes
the number of query points. Assuming that the CAS is uniformly decreasing, a linear
interpolation method can be used to generate the calibrated airspeed corresponding to any
query point xi.

The conversion of calibrated airspeed vC,i to true airspeed vT,i under international
standard atmospheric conditions is given by Equation (18):

vT,i =
vC,i√

(288.15 − 0.0065hi/288.15)4.2579
(18)

where vT,i and hi represent the true airspeed and altitude, respectively, at the query point xi.
For a sufficiently short time period ∆t, the acceleration vT/∆t can be approximated

as a constant, and the displacement ∆x is linearly related to the square of time, with the
underlying kinematic shown in Equation (19):

∆x =
1
2

(
∆vT

∆t

)
× ∆t2 + vT,i × ∆t (19)

From Equations (11) and (19), the displacement with time can be approximately
described by a quadratic equation, as shown in Equation (20):[(

Ti − Di
m

)2
− g2

]
(∆t)2 − 2(Ti − Di)× ∆vT

m
(∆t) + ∆vT

2 +

(
g × ∆x

vT,i

)2
= 0 (20)

Equation (21) demonstrates how to derive the flight time differential using the hor-
izontal flight distance increment ∆x and the differential ∆vT of the true airspeed from
Equation (20):

∆t =

2(Ti−Di)×∆vT
m −

√(
2(Ti−Di)×∆vT

m

)2
− 4

[
2
(

Ti−Di
m

)2
− g2

][
∆vT

2 +
(

g×∆x
vT,i

)2
]

2
[(

Ti−Di
m

)2
− g2

] (21)

From Equations (11) and (20), the corresponding flight time ti, glide path angle γi,
altitude hi, and fuel flow fi are calculated iteratively, as shown in Equation (22):

ti = ti−1 + ∆t
γi = arcsin

[(
Ti−Di

m − ∆vT
∆t

)
/g

]
hi = hi−1 + ∆t × vT,i × sin γi

fi = max
{

Cf1 ×
(

1 − vT,i
Cf2

)
× T, Cf3 ×

(
1 − hi−1

Cf4

)} , (22)
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where Cf1, Cf2, Cf3, and Cf4 are the correction factors, which can all be obtained from the
data in the BADA documents [44].

According to the velocity–distance profile shown in Figure 5, the state of the aircraft at
each query point of the continuous descent operation can be obtained and, finally, the total
fuel consumption Jfuel and the total flight time tf can be calculated.

The fitness function incorporates penalty terms during evaluation, in order to ensure
that the solution satisfies the constraints of the optimal control problem. The glide path
angle constraint function u(γi) is defined as shown in Equation (23), in order to determine
whether the glide path angle is within the range:

u(γi) =

{
0 ,−5 < γi < −1
1 , else

(23)

In the velocity profile shown in Figure 5, the altitude l(p) that the aircraft must reach
at x(p) (p = 2, 3, 5) follows Equation (13). In order to ascertain whether the iteratively
calculated altitude meets its constraints, the altitude constraint function yp

(
h(p)

)
is defined

as shown in Equation (24):

yp(h(p)) =

{
0, l(p) − δ < h(p) < l(p) + δ
1, else

(24)

where δ is an allowable height tolerance. Finally, the fitness function of the GACDO model
is given by Equation (25):

minJDOC(S) = Jfuel + CI × t f + M × ( ∑
q=2,3,5

(
yp(h(p))

2
+

N1

∑
i=1

u(γi)) (25)

where M is a sufficiently large positive integer.
In accordance with the aforementioned models, a numerical solution for a continuous

descent 4D trajectory-based genetic algorithm was developed in Matlab 2016b, which is
referred to as the GACDO algorithm.

3. Experimental Results and Discussion
3.1. Airspace and Available Data

This study presents an example of identifying the arrival traffic flow with a point
merge pattern and experiments of 4D trajectory carbon emission optimization using the
airspace around Shanghai Pudong International Airport (PVG). Figure 6 provides the
specific information of the airspace in detail. The PMS primarily handles arrival traffic flow
from the MATNU and AND directions. Aircraft from MATNU follow standard instrument
arrival route (STAR) MAT81A to enter the inner arc leg at a flight level of 2400 m. Aircraft
from the AND direction follow STAR AND82A to enter the outer arc leg at a flight level of
2100 m. The maximum CAS on the arc legs must not exceed 230 kn.

ADS-B trajectory data for flights at PVG in December 2023 were acquired. The raw
trajectories were pruned in accordance with the geographic boundaries of the terminal
area. Departure trajectories were filtered out, and approximately 1500 arrival trajectories
were retained. Radar guidance commands are frequently issued to aircraft by approach
controllers for sequencing and traffic conflict resolution purposes. However, this can
interfere with the aircraft’s planned flight routes, causing deviations from their intended
paths and resulting in more chaotic trajectories, as illustrated in Figure 6. It is important
to note that this interference is a common occurrence in air traffic control. In Figure 6,
solid triangles indicate compulsory reporting points for traditional navigation routes, while
hollow star symbols specifically indicate non-compulsory reporting points for regional
navigation routes.
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Figure 6. PVG airspace configuration and arrival trajectories.

3.2. Traffic Flow with PMS Topology and the Prevailing Arrival Route Identification

The inter-trajectory distance matrix was computed by calculating the spherical segment–
path distances between arrival trajectories. The inter-trajectory similarity was then com-
puted, taking σ = 15.6 km as the average inter-trajectory distance. A non-negative link-
weighted unidirectional graph, G, was then constructed, and the Laplacian matrix of graph
G was computed to have five non-zero characteristic roots. The preliminary judgment
categorized the trajectories into five clusters. These clusters were then input into a spectral
clustering algorithm, resulting in five arrival traffic flows, as shown in Figure 7. Among
them, SASAN-01 and AND-02 follow the trombone operation pattern, denoted as F1 and
F2, respectively; meanwhile, MATNU-01, AND-01, and DUMET-01 follow the point merge
operation pattern, denoted as F3, F4, and F5, respectively.
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Here, we take F4 as an example. Letting K = 11, we calculated the distance between
any trajectory in F4 and its K nearest neighbors, then used the k-medoids method to
classify the trajectories in F4 into two categories, resulting in 377 prevailing trajectories
and 14 anomalous trajectories, as shown in Figure 8. In this example, the percentage
of prevailing trajectories was 96.42% and the core trajectory T4

ex is shown as the blue
line in Figure 8. The central trajectory is more accurate and robust, as the interference of
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anomalous trajectories was eliminated. The length of the core trajectory from the terminal
area boundary to the MP in this example is 202 km, of which 27 km comprises the length of
the arc. These central trajectory data provide the initial conditions for the following vertical
profile optimization.
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Given that determination of the representative arrival route is an essential preliminary
step in the experimental process, its accuracy has a significant influence on the overall
accuracy and precision of the resulting data and conclusions. In order to validate the
method proposed in this study for the determination of central trajectories, a metric to
measure the consistency of traffic flow trajectories—namely, the average between-like
distance—is proposed. Meanwhile, the AP clustering algorithm is used for comparison.
AP takes distance measures between data points as an input and, through performing the
exchange of real-valued messages between data points to select an exemplary cluster center,
the exemplar to which the data points belong is determined. As a result, the clusters were
segmented. The trajectory clustering algorithm based on AP also identifies an exemplar
trajectory, illustrated in Figure 8 as the red line.

The quality of the identified predominant traffic flow trajectories was determined
according to the within-like criterion Cw. The within-like criterion was employed to
illustrate the dispersion of trajectories belonging to the same traffic flow. It can be observed
that arrival traffic flows with greater consistency tend to exhibit smaller within-like values,
while those with less consistency exhibit larger within-like values, which is calculated
according to Equation (26):

Cw =
1
|Fz| ∑

Ti∈Fz

d(Tex
z , Ti). (26)

Comparative analysis reveals that the proposed method yielded Cw = 2.26 km and
the AP clustering method yielded Cw = 2.39 km. The elimination of anomalous trajectories
in our method rendered the center trajectory a more suitable representative of the typical
traffic flow in F4.

3.3. The Generation of 4D Trajectory

The arrival routes obtained in Section 3.2 were used as for the vertical profile opti-
mization experiments which, in turn, allowed for the synthesis of a 4D trajectory for the
aircraft’s continuous descent operations. The experiment was conducted using an aircraft
of type A320 with a CI set to 30. The initial conditions for the entry of the aircraft into the
terminal airspace and the rules of operation within the terminal area are shown in Table 1.



Aerospace 2024, 11, 673 17 of 23

Table 1. Initial conditions and operation rules of the A320.

hcr (m) v(1)
c (kn) x(0) (nm) harc (m) vC,arc (kn) hMP (m) vC,MP (kn) x(5) (nm) γ (◦)

6900 300 −131 2100 [210, 230] 900 200 −12 [−1, −5]

The genetic algorithm had a population size of 70 and a maximum of 100 evolutionary
generations. The tournament method was used to select parents for individuals that meet
the constraints. The crossover operator used a single-point crossover with a probability of
0.8, and the mutation operator used a single-point mutation with a probability of 0.2.

During optimization with the GACDO algorithm, the fitness value of the optimal
individual in the population stabilized after the 10th generation, indicating good conver-
gence performance. The optimal value was 1200.89, corresponding to a fuel consumption of
528.65 kg and a flight time of 1345 s, demonstrating the effectiveness of the GACDO algorithm.

Figure 9 displays the optimized 4D trajectory results for the traffic flow cluster F4.
The vertical profile of this trajectory is presented in Figure 9a, while Figure 9b shows the
complete 4D trajectory in 3-dimensional space, integrating the horizontal trajectory and
vertical profile. These data may be employed as a CO2 emissions benchmark trajectory for
the A320 aircraft type in F4, with benchmark emissions of 1665.25 kg.
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Figure 9. The optimized 4D trajectory with CI = 30: (a) vertical profile; and (b) optimized trajectory.

Figure 10 compares the fuel flow estimated for the real trajectory with that calculated
by the GACDO algorithm. The real fuel flow was estimated using models provided by
BADA. The air traffic controller instructed the aircraft to descend early, due to the inability
to mentally calculate the ideal TOD, resulting in failure of the real trajectory to achieve a
continuous descent operation. The extra level flight segment obviously caused a sharp
increase in fuel consumption. Additionally, the shallow descent indicated a failure to
reduce the thrust to close to idle, resulting in higher fuel flow. In contrast, the optimized
continuous descent operation profile, with optimized TOD and selection of the ideal descent
angle and velocity profile, maintained fuel consumption as low as possible, except for the
level flight segments when just entering the terminal area and on the arc.
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3.4. Comparison with Radau Pseudo-Spectral Method

The optimal control problem is typically solved using the Radau pseudo-spectral
method via the MATLAB GPOPS (Version 5.0) toolbox. As illustrated in Figure 4, the PMS
topology includes two descents, which must be individually optimized in GPOPS. The
complete CDO profile is achieved through combining the constant velocity, level flight arc
leg with the two optimized descending profiles.

Figure 11 presents a comparison of fuel consumption, CO2 emissions, and flight time,
as calculated according to the actual trajectory (T4

ex in Figure 8), GPOPS, and the GACDO
algorithm. The FAA’s Aviation Environmental Design Software (AEDT 3d), which is a
software system that models the performance of aircraft in space and time for the estimation
of fuel consumption, emissions, and noise, was utilized to calculate the results for actual
trajectories. It can be observed that the endurance and CO2 emissions of the optimized
trajectories are less than those of the actual trajectory. The fuel consumptions of GPOPS
and GACDO are comparable, while the flight time of GACDO is less than that of GPOPS.
In contrast to GPOPS, which necessitates two distinct descent processes, GACDO depicts
the arrival as a unified entity, thereby reducing the associated workload. In addition, the
new method exhibits enhanced reliability through circumventing the limitations of GPOPS,
which is sensitive to the initial parameter range settings.
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We also compared the glide path angles derived using GPOPS and the GACDO
algorithm with real trajectory, as shown in Figure 12. The results indicate that GPOPS,
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which employs the Bang-Bang control strategy, tends to select the boundary value of
the parameter range for the glide path angle, exhibiting a noticeable jump phenomenon.
However, the glide path angle obtained with GACDO exhibits a relatively smooth trend. It
is worth noting that pilots intentionally avoid steep descents for the sake of flight stability
and passenger comfort. Compared to GPOPS, the GACDO algorithm can more accurately
simulate the change in glide path angle in real situations, providing more reliable results.
This also demonstrates the more modest optimization results obtained with GACDO.
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3.5. Effects of Different Cost Indices on the Optimization of 4D Trajectories

The cost index reflects the proportion of time to fuel costs in the direct operating
cost. Equation (10) shows that, when the cost index is 0, the direct operating costs are
concentrated on fuel consumption. In this case, the optimized vertical profile is considered
the most fuel-efficient and produces the least emissions. At the maximum value of the cost
index, the weights of the direct operating costs are concentrated on time costs, in which
case optimization results in the smallest flight time. Different aircraft and airlines have
varying ranges of cost index values, with that for the A320 model typically ranging from 0
to 100.

To compare more flight profiles using the objective function proposed in Equation (10),
optimization experiments were conducted by setting CI values of 0, 40, and 100 for an A320
as an example. The results are shown in Figure 13.
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Figure 13a illustrates that, when CI is equal to 0, the optimization objective becomes
Equation (8), which minimizes fuel consumption and CO2 emissions during the descent
operation. Conversely, when CI = 100, the optimization objective becomes Equation (9),
which minimizes the time taken for the trajectory. When CI is equal to 40, the direct
operating cost of the trajectory is minimized by considering both the time and fuel costs, as
shown in Equation (10). The larger the CI, the later the TOD, the steeper the altitude profile,
and the shorter the flight time. As the CI value increases, the altitude profile gradually
approaches the profile of minimum time. The smaller the CI value, the earlier the TOD,
and the altitude profile becomes relatively shallow, resulting in reduced fuel consumption
and emissions.

Figure 13b illustrates that, when CI = 0, the aircraft tends to fly at a lower CAS after
passing the TOD point to minimize fuel consumption. However, the minimum CAS
limitation of 250 kn above 10,000 ft restricts the deceleration target to 250 kn at this stage.
The aircraft cannot further decelerate until below 10,000 ft. It was found that the velocity
profile trend remained consistent across different CI values, with the exception of a slightly
unusual profile at CI = 0. As the value of CI increases, the velocity profile becomes steeper
and v1 increases. The aircraft maintains its maximum velocity during descent to minimize
the flight time.

The above analysis shows that, under the condition of a given arrival route, the
GACDO algorithm can dynamically adjust the top of descent, velocity profile, and glide
path angle according to the different optimization objectives, thus accomplishing 4D
trajectory optimization for continuous descent operations.

3.6. The Environmental Efficiency Gaps of Traffic Flow F4

It is widely acknowledged that an inappropriate flight altitude is a significant contrib-
utor to increased fuel consumption and greenhouse gas emissions. Figure 14 illustrates
a comparison between the altitude profiles of the actual trajectory and the optimized 4D
trajectory in traffic flow F4, which reveals a noticeable deviation between the trajectory’s
actual altitude profile and the ideal altitude profile, which is the primary cause of the
additional emissions. Air traffic controllers often instruct aircraft to descend earlier, due
to their inability to accurately determine the position of the TOD. This can result in a
low-altitude level flight segment and a shadow descent slope. The trajectories of aircraft
of type A320 in Figure 14 have longer level flights at several flight levels, such as 2400 m,
4200 m, and 6100 m. Additionally, the on-board FMS attempts to intercept the ideal descent
profile during the descent, resulting in a smaller descent gradient in the actual trajectory, as
compared to the optimized continuous descent gradient.
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Figure 14. Comparison of actual and optimized altitude profiles in arrival traffic flow F4.
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Table 2 shows the environmental efficiency gaps of the arrival traffic flow cluster F4.
Flight time, fuel consumption, and CO2 emissions were calculated according to the aircraft
types and their trajectories using AEDT. The vertical profiles of the predominant arrival
routes were optimized according to the performance parameters associated with the aircraft
type, which can be used as an emissions benchmark for traffic flow cluster F4.

Table 2. The environmental efficiency gaps of F4.

Aircraft Type CI Actual Trajectories Optimized Trajectories

Num Average Fuel
/CO2 (kg)

Average Flight
Time (s)

lTOD
(km) Fuel/CO2 (kg) Flight Time (s)

A320 30 214 551.7/1737.8 1479 −174.4 528.7/1665.4 1345
A333 45 31 1105.4/3481.9 1449 −183.6 958.1/3018.0 1367
A343 45 6 1344.6/4235.6 1495 −189.2 1160.2/3654.6 1376
B738 20 112 556.9/1754.3 1507 −170.7 542.6/1709.2 1382
B773 120 28 1418.8/4469.4 1524 −178.1 1346.73/4242.1 1363

Analysis of the data presented in Figure 14 and Table 2 indicates that, when each
aircraft type uses their usual cost indices, the time required for aircraft following the
optimal 4D trajectory is reduced by an average of 8%. Additionally, fuel consumption and
CO2 emissions are reduced by an average of 10%, resulting in a significant reduction in
emissions and efficiency benefits.

The analysis demonstrated that the 4D trajectory optimization method proposed in this
study provides a benchmark for CO2 emissions, which can be used for the scientific evalua-
tion of environmental efficiency. This can help air traffic management operators to monitor
environmental performance and adopt targeted improvement techniques, and contributes
to the eventual achievement of the goal of carbon peaking in the air transport industry.

4. Conclusions

This study proposed a 4D trajectory optimization method for the CO2 emission bench-
marking of arrival traffic flows with PMS topology. The proposed methodology achieves
two improvements over traditional methods. First, we proposed a data-driven and optimal
control model combined approach to benchmark CO2 emissions from the perspective of
the arrival traffic flow, rather than from the perspective of the entire terminal airspace. This
may contribute to targeted improvements in airspace design and ATM. Second, the whole
arrival descent profile of the PMS topology is divided into two correlated descent processes
using a level flight arc leg, and a holistic and unified modeling and solution method for
multiple descent processes is proposed. This method overcomes the inefficiency of the
pseudo-spectral method in terms of modeling the two descent processes separately.

The proposed 4D trajectory optimization method for CO2 benchmarking was applied
to a realistic terminal airspace setting, and its applicability was verified through two succes-
sive experiments. The results of the first experiment indicated that 3.58% of the trajectories
within arrival traffic flow F4 exhibited inconsistencies. After removing these anomalous
trajectories, the within-like criterion of the traffic flow F4 was reduced to 2.26 km, making
it more suitable for generating representative arrival routes. In the second experiment,
vertical profile optimization was conducted, considering parameters such as different cost
indices and different aircraft models. The experimental results demonstrated that the
proposed method is adaptable to variation in the aforementioned parameters, and can
successfully generate respective vertical profiles. For the arrival traffic flow F4, a reference
trajectory for carbon emissions was generated for the A320 aircraft, with a benchmark
emission of 1665.25 kg when the cost index was set to 30. The results also indicate an
environmental efficiency gap of approximately 10% between the actual CO2 emissions of
the traffic flow and the obtained benchmark.
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The 4D trajectory optimization method proposed in this study was constructed on the
premise of international standard atmospheric conditions and without consideration of
wind. Future work will incorporate a wind field model of the terminal airspace in order to
more realistically simulate the real flight environment, thereby achieving more accurate
trajectory optimization. In addition, the potential for optimizing the PMS structure itself to
reduce greenhouse gas emissions can also be explored.
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