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Abstract: Collaborative flight formations represent a promising operational model, but
the integration of multi‑source information in manned interfaces often results in cogni‑
tive overload and reduced situation awareness. This study evaluates the effectiveness of
intelligent auxiliary information presentation modes in enhancing personnel capabilities.
Using a simulation‑based collaborative flight formation system, four presentation modes
with varying levels of information and dynamics were experimentally tested and eval‑
uated across subjective dimensions (cognitive workload, situation awareness, and inter‑
face design) and objective dimensions (design task flow information load and operational
task flow information load). The results indicate that Level 3 and Level 4 modes signifi‑
cantly reduced mental workload and improved practical operational ability compared to
the original mode. Level 3 achieved the highest interface evaluation scores, while Level
4 demonstrated the lowest design task flow information load. Both modes significantly
enhanced situation awareness. Altogether, Level 3 and Level 4 resulted in the most sig‑
nificant improvements in personnel capabilities. These findings provide valuable insights
for optimizing interface design and improving situation awareness in collaborative flight
formation tasks.

Keywords: collaborativeflight formation system; intelligent auxiliary informationpresentation;
subjective evaluation; information load; personnel capabilities

1. Introduction
Unmanned Aerial Vehicles (UAVs) are increasingly used in various domains due to

their simple structure, low cost, and high maneuverability [1,2]; multi‑agent systems have
also been widely researched and applied [3–6]. Despite these advantages, their limited
autonomy presents significant challenges as they cannot match human decision‑making
and judgment [7] or independently navigate complex environments effectively. To ad‑
dress these limitations, collaborative flight formations have emerged as a promising solu‑
tion and are gaining attention as a new operational model [8–11]. The collaborative flight
formation includes both manned and unmanned aerial vehicles, with manned aerial vehi‑
cles serving as the command center to coordinate multiple unmanned aerial vehicles for
joint operations.

The efficiency and success of task execution in collaborative flight formations depend
heavily on the command system, which functions as the UAV control station integrated
into the manned aerial vehicle (MAV). The human–machine interface serves as the criti‑
cal medium through which commanders manage and control the formation. This system
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consolidates various types of data, including onboard, formation, environmental, and bat‑
tlefield information, and presents it via the human–machine interface. Commanders rely
on this interface to access information, assess the situation, and make timely decisions and
actions [12,13].

In dynamic and complex task environments, commanders are often faced with the
challenge of making high‑stakes decisions under the pressure of processing rapidly chang‑
ing information. This could lead to a decline in situation awareness and an increase in cog‑
nitive load, negatively affecting task performance and compromising the safety of the flight
formation [14–16]. The design of human–machine interfaces can be an effective solution to
this problem. Researchers have demonstrated the benefits of optimized interface design
in various fields, such as autonomous system control [17], nuclear process control [18],
and urban search and rescue [19], showing its ability to improve situation awareness. In
collaborative flight formation systems, interface information plays a crucial role in influ‑
encing operators’ performance. To address the decline in personnel capabilities caused
by information overload, this study proposes different intelligent auxiliary information
presentation modes to optimize the human–machine interface. The intelligent auxiliary
information presentation mode can follow the task, intelligently provide the required ac‑
curate information, and present it to the operator in different dynamic forms.

Research onhuman–machine interface evaluationprimarily focuses on assessingmen‑
tal workload, situation awareness, and interface usability, as well as developing relevant
evaluation metrics. Some studies on human–machine interface evaluation are shown in
Table 1. However, many studies in the early stages of interface design rely heavily on
human experience, which often limits their ability to effectively analyze and adapt to vari‑
ations in personnel capabilities. This highlights the need for more robust and systematic
approaches to interface evaluation and design.

Table 1. Studies on human–machine interface evaluation.

Evaluation References Main Content

Mental workload
[20]

Validated the reliability and validity of
subjective mental workload assessment
tools, including SWAT and NASA‑TLX.

[21]

Developed an evaluation model for
mental workload using visual displays in
aircraft cockpits, optimizing their design

to improve performance.

Situation awareness
[22]

Compared memory‑based and subjective
measurement methods for assessing
situation awareness using military

command digital maps.

[23]
Explored event‑based situation

awareness measurement techniques for
air traffic controllers.

Interface usability [24–27]
Proposed the evaluation systems of
interface usability, which has been

used widely.

[28,29] Focused on user surveys and satisfaction
assessments.

Developing relevant
evaluation metrics [30–32] Based on theoretical analysis and

mathematical models.

In conclusion, research on collaborative flight formations has become a prominent
focus, driven by the need to address the decline in personnel capabilities caused by infor‑
mation overload. Optimizing the human–machine interface is a key solution for enhancing
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situation awareness. To this end, we have developed several intelligent auxiliary informa‑
tion presentation modes. While numerous evaluation methods exist for human–machine
interfaces, few specifically target the assessment of interface information.

This study aims to bridge that gap by conducting experimental evaluations from both
subjective and objective perspectives. It examines factors such as cognitive workload, sit‑
uation awareness, information load, operational performance, and design effectiveness.
Through this comprehensive analysis, this study seeks to identify the most effective mode,
providing a foundation for methods to enhance personnel capabilities in collaborative
flight formation systems.

2. Collaborative Flight Formation Simulation System
2.1. Simulation Mission and Interface Display

A simulation system [33] was developed to model collaborative flight formations,
consisting of one manned aerial vehicle (MAV) and three unmanned aerial vehicles
(UAVs) [34]. In this system, the MAV serves as the command center, directing UAVs spe‑
cialized for reconnaissance, electronic jamming, and attack operations. The mission in‑
corporates emergency subtasks, including aerial target engagement (Task A), ground tar‑
get engagement (Task B), and responses to extreme weather conditions (Task C) [35–37].
These subtasks require operators to perform microtasks such as target recognition, situa‑
tional assessment, threat evaluation, target allocation, and route planning. A detailed task
classification is provided in Table 2.

Table 2. The classification of simulation tasks.

Subtask Microtask

Aerial targets (Task A)/
Ground targets (Task B)/
Extreme weather (Task C)

1 Task category determination
2 Target type determination

3 The issuance of instructions/Target facility
determination/Energy consumption level judgment
4 Interference and radar status judgment/Target
facility scale judgment/Intensity level judgment

5 The issuance of instructions/Defense capability of
target facility judgment/Response

method determination
6 Target intention judgment/Comprehensive risk

judgment/The issuance of instructions
7 The issuance of instructions

In the cooperative flight formation system, the human–computer interface serves as
the primary medium for operators to receive and interact with information. In alignment
with the requirements for collaborative simulation missions, the interface organizes infor‑
mation into distinct categories, such as flight formation details, load data, alarm notifi‑
cations, mission sequence steps, mission execution feedback, and three types of mission
target information.

2.2. Intelligent Auxiliary Information Presentation Mode

The comprehensive situation window, central to the interface, integrates key data
sources such as maps, radar, and formation information. Designed for real‑time moni‑
toring and decision‑making, it is divided into three sections.

The left side of thewindowdisplays flight status parameters for the formation, includ‑
ing UAV1, UAV2, UAV3, and the MAV. These parameters include flight altitude, velocity,
heading, and energy levels. Additionally, it provides payload details for UAV3 and the



Aerospace 2025, 12, 57 4 of 16

MAV, such as the number of air‑to‑air missiles (AAM‑S, AAM‑M, and AAM‑L) and air‑to‑
ground missiles (AGM) that have been launched and remain available.

The right side of the window is dedicated to target‑related information, divided into
three categories: aerial targets (Task A), ground targets (Task B), and extreme weather
(Task C). Aerial target data include parameters such as altitude, velocity, the presence or
absence of electromagnetic radiation, heading, operational status, relative angle, relative
distance, acceleration, and altitude differences. Ground target information includes radar
signal strength, electromagnetic field intensity, radar station detection radius, the number
of radar station defense facilities, communication signal strength, infrared heat source in‑
tensity, the footprint of military bases, and the number of defense facilities at these bases.
For extreme weather events, the interface displays data such as thunderstorm cloud di‑
mensions (long and short axes), distances (distance 1 and distance 2), duration, movement
speed, cloud top height, visibility, dissipation time, and wind force.

The center of the window features a situational map, providing a comprehensive
overview of the environment, with the MAV at its focal point. This layout ensures that
all critical information is clearly presented and accessible, facilitating efficient task execu‑
tion and decision‑making.

The original information presentation mode (Level 0) displays all available informa‑
tion in a static and unfiltered format. On the left side of the interface, the flight and energy
data for UAV1–3 and the MAV, as well as the payload details for UAV3 and the MAV, are
arranged vertically from top to bottom. The right side presents a total of 39 data items,
including 19 related to Task A, 8 related to Task B, and 12 related to Task C, also displayed
in a top‑to‑bottom layout. All information remains in a fixed position on both sides of the
window, as illustrated in Figure 1a.

This study focuses on redesigning the comprehensive situation window by introduc‑
ing four levels of intelligent auxiliary information presentation modes. These modes in‑
corporate features such as tabular classification, categorized partitions, intelligent filtering,
and task‑based dynamic updates. These improved modes are represented in Figure 1b–e
and will be described in detail in the following sections.

1. Level 1

In Level 1, the information displayed on the left side remains the same as in the orig‑
inal mode. However, the right side only shows data relevant to the task currently being
executed by the target, leaving any redundant information blank. Both sides of the inter‑
face maintain a constant display, with no dynamic updates.

2. Level 2

Level 2 reduces the amount of information displayed compared to Level 1. On the
left side, formation and payload data are organized into a tabular format, eliminating du‑
plicate entries and presenting information more clearly for easier scanning. The right side
introduces categorized partitions for target‑related information. Each of the three task cat‑
egories is presented hierarchically within text boxes [38], allowing operators to quickly
locate specific data without searching through the entire list. Like Level 1, the information
on both sides remains static.

3. Level 3

In Level 3, the left‑side format is identical to Level 2, but the right side uses an intelli‑
gent filtering function. Only information directly relevant to the current target is displayed,
further reducing clutter and improving accuracy. Additionally, information on both sides
is dynamically pushed to the interface only when emergency subtasks are triggered, re‑
maining hidden during routine formation flight operations.
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4. Level 4

Level 4 retains the same interface behavior as Level 3, with information dynamically
pushed during task‑triggered events. However, a key difference is that target‑related in‑
formation on the right side ismoved to the central area of the display. This central dynamic
positioning follows the target in real time, exploring an optimized method for presenting
critical information.
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Figure 1. Intelligent auxiliary information presentation modes. (a) Level 0; (b) Level 1; (c) Level
2; (d) Level 3; and (e) Level 4. 高度:Altitude; 速度:Speed; 有: Have; 航向:Heading; 相角:Phase
angle; 相距:Distance; 状态: Status; 靠近:Approach; 高差:Altitude difference; 加速度:Acceleration;
高变率:Rate of change in altitude; 弹剩量:Remaining missile quantity; 最远射程:Maximum range;
通信频率:Communication frequency; 低:Low; 滚转:Roll; 俯仰:Pitch; 转弯半径:Turning radius;
最大俯仰率:Maximum pitch rate; 爬升率:Climb rate; 下降率:Descent rate; 滞空时间:Hovering
time; 升阻比:Lift to drag ratio; 长轴:Long axis; 短轴:Short axis; 持续:Duration; 距离1:Distance 1;
距离2:Distance 2; 云移速度:Cloud migration speed; 云顶高度:Cloud top height; 垂直航程:Vertical
range;水平航程:Horizontal range.
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3. Evaluation Method
This study evaluates different intelligent auxiliary information presentation modes

from two key perspectives, such as subjective operator evaluations and objective assess‑
ments of operator performance. The goal is to identify the most effective mode for enhanc‑
ing the capabilities of formation operators.

3.1. Subjective Evaluation

The subjective evaluation assesses the operator’s performance from three dimensions:
mental workload (MWL), situation awareness (SA), and interface design evaluation. Men‑
tal workload is measured using the NASA‑TLX scale, situation awareness is assessed with
the 3D‑SART scale, and interface design is evaluated through a questionnaire that captures
subjective perceptions of information presentation.

The NASA‑TLX scale, a widely used tool for evaluating subjective mental workload,
has six dimensions: mental demand, physical demand, temporal demand, performance,
effort, and frustration. Each dimension is rated and weighted [39], with higher scores
indicating a greatermentalworkload. Situation awareness ismeasured using the 3D‑SART
scale [40], which also consists of three dimensions. Higher scores reflect greater levels of
situation awareness. The interface design evaluation questionnaire is based on the 5‑point
Likert scale, the SystemUsability Scale (SUS) [41], and the Questionnaire for User Interface
Satisfaction (QUIS) [42]. It evaluates factors such as the amount of information displayed,
the rationality of the information presentation, the ease of acquiring information, and the
impact of the presentation on task performance. Higher scores indicate greater satisfaction
with the interface design.

3.2. Objective Evaluation

The objective evaluation of different information presentation modes is conducted
by analyzing the design task flow information load and the operation task flow informa‑
tion load.

The evaluation of interface information load in the design task flow focuses on how
information is presented and the task interaction process. Using consistent task logic and
processes, visual search methods are applied to assess the impact of different interface
designs on information processing efficiency during task execution. To measure human–
machine interaction complexity (HMIC), four key indicators are used: task logic complex‑
ity, operation step complexity, knowledge level complexity, and interface complexity [43].
The evaluation leveragesMowshwitz’s graph entropy theory [44] to create behavior control
diagrams, knowledge hierarchy diagrams, and interface information structure diagrams,
which are used to calculate complexity indicators. The relationships between these indica‑
tors and their measurement methods are detailed in Table 3.

Table 3. Indicator and measurement method.

Key Factors Indicator Measurement Method

Task factors Task logic complexity HTC First‑order entropy of behavior
control diagram

Operation factors Operation step complexity HOC Second‑order entropy of
behavior control diagram

Personal factors Knowledge level complexity HKC Second‑order entropy of
knowledge hierarchy diagram

Human–machine
interface factors Interface complexity HIC Second‑order entropy of interface

information structure diagram
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The representation of the complexity of human–machine interaction in the context of
emergency subtasks is illustrated by Equation (1), as presented in reference [45].

HMICi =
√

H2
ICi + H2

TCi + H2
OCi + H2

KCi (1)

The requisite design task flow information and maximum completion time are
sourced from the HMIC. The design task flow information load for subtasks is illustrated
in Equation (2).

Edes =
n

∑
i=1

HMICi
Tdesi

(2)

Among them, Tdesi is the required maximum completion time of the i‑th microtask,
and n is the number of microtasks in the subtasks.

The design task flow information load is determined solely by the fixed task flow, pro‑
viding an objective measure of the interface load under different information presentation
modes. However, during actual task execution, the operators’ response speed and oper‑
ational proficiency can influence the effective information load. To account for this, the
operation task flow information load incorporates the operators’ real‑world abilities, offer‑
ing a more comprehensive evaluation of the interface’s information load under practical
operating conditions, as represented in Equation (3).

Eope =
n

∑
i=1

HMICi
Topei

(3)

Among them, Topei is the actual response time of the i‑th microtask.
The practical operational ability (POA) of an operator is determined by the relation‑

ship between the design task flow information load and the operation task flow informa‑
tion load, as described in Equation (4) [46]. The POA value ranges from 0 to 1. A higher
value indicates that the operation task flow information load closely aligns with the design
task flow information load, suggesting a lower practical operational ability of the operator.

POA =
Eope
Edes

(4)

By combining subjective and objective evaluations, this study aims to provide a robust
assessment of intelligent auxiliary information presentation modes, identifying those that
best enhance operators’ capabilities and reduce cognitive load.

4. Experimental Design
4.1. Participants

The required sample size was estimated using G*Power 3.1.9 software. Based on
a single‑factor, five‑level, and within‑subject design analyzed with repeated measures
ANOVA, a minimum of 26 participants was needed to achieve 90% statistical power at
a significance level of α = 0.05 and a moderate effect size (f = 0.25).

A total of 36male college students participated in the experiment. All participants had
at least a bachelor’s degree, with an average age of 22.42 ± 1.26 years. They were in good
physical health (BMI: 23.71 ± 2.57) and right‑handed and had normal or corrected vision
and hearing. All participants were proficient in computer use and capable of completing
the experimental tasks.
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4.2. Experimental Materials

The experiment utilized a collaborative flight formation simulation system, as de‑
picted in Figure 2, to create a realistic operational scenario involving a MAV and three
UAVs. Participants were tasked with responding to emergency subtasks by selecting an‑
swers or issuing commands based on task rules and the information displayed on the in‑
terface. The objective was to ensure that the flight formation successfully completed the
designated route tasks.
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The system automatically recorded various data types throughout the process, includ‑
ing the triggering times of tasks, participants’ actions, operation times, and accuracy. Sub‑
jective evaluations were collected using the NASA‑TLX scale, the 3D‑SART scale, and an
interface design evaluation questionnaire.

4.3. Experimental Process

The experimental process consisted of two stages: training and the formal experiment.
Each participant underwent 4 h of training, which included learning andmemorizing task
rules as well as reviewing experimental guidelines. The formal experiment, lasting ap‑
proximately 175 min, was conducted in two sessions (morning and afternoon), as shown
in Figure 3.
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Participants were grouped in pairs, with each participant completing simulations for
five different information presentation modes on the same day. Each task lasted 20 min,
followed by a 10 min period to complete a subjective scale. Participants then took a 5 min
break before proceeding to the next task.

4.4. Data Analysis

The performance of different information presentation modes was analyzed using a
Generalized Additive Mixed Model (GAMM) in R 4.4.0. In the model, participants were
treated as random effects, while fixed effects were tested for the NASA‑TLX score, 3D‑
SART score, interface evaluation score, and practical operational ability.

Statistical significance was determined at p < 0.05.

y = β1
1 + ∑5

i=2 β1
i (Leveli) + b1 + e1 (5)

y = β2
1 + ∑5

i=3 β2
i (Leveli) + b2 + e2 (6)

y = β3
1 + ∑5

i=4 β3
i (Leveli) + b3 + e3 (7)

y = β4
1 + β4

5(Leveli) + b4 + e4 (8)

The GAMM Equations (5)–(8) describe the relationships among these variables, with
y representing the dependent variable and β coefficients representing fixed effects at dif‑
ferent levels of comparison. Statistical significance was determined at p < 0.05.

This provided insights into the fixed effects of intelligent auxiliary information pre‑
sentation modes, enabling the identification of modes that most effectively enhance oper‑
ator performance.

5. Results
5.1. Subjective Evaluation Results

The subjective evaluation results, presented in Table 4 and Figure 4, reveal how intel‑
ligent auxiliary information presentation modes influence mental workload (MWL), situ‑
ation awareness (SA), and interface design evaluation.

Table 4. Measurement results of subjective evaluation.

Result
Mean ± SD

Level 0 Level 1 Level 2 Level 3 Level 4

NASA‑TLX 10.131 ± 3.245 9.193 ± 2.736 9.029 ± 2.883 8.282 ± 2.382 7.969 ± 2.496
3D‑SART 6.300 ± 1.317 6.867 ± 1.383 6.867 ± 1.358 7.100 ± 1.561 7.133 ± 1.634

Interface design
evaluation 28.333 ± 9.353 32.967 ± 8.298 41.067 ± 7.343 57.133 ± 5.619 56.533 ± 6.786

Mental workload, measured by NASA‑TLX (Figure 4a), shows a decreasing trend
from Level 0 to Level 4. Levels 3 and 4 showed the most substantial reduction in MWL,
with no significant differences between them. This indicates that tabular formatting and
intelligent filtering effectively alleviate the mental workload.

Situation awareness, assessed using the 3D‑SART scale (Figure 4b), significantly im‑
proved across all intelligent modes compared to Level 0, indicating that all modes enhance
situation awareness compared to the original mode. While SA increased slightly with
higher levels of intelligent assistance, the differences among Levels 1 to 4 were not sta‑
tistically significant.

Interface design evaluation scores (Figure 4c) increased from Level 0 to Level 3 but
showed a slight decline at Level 4. Level 3 achieved the highest ratings, reflecting the best
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satisfaction. The decline in Level 4 may be due to participants’ difficulty in adapting to
dynamic information positioning, which disrupted established search patterns.
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Figure 4. Results of mental workload, situation awareness, interface design evaluation, and GAMM
analysis of their impact. (a) NASA‑TLX; (b) 3D‑SART; and (c) interface design evaluation. In the
box plot, black dots represent all data points, red triangles represent the mean, and black dotted
lines represent the median. The black line at the bottom of the box indicates that 25% of the data are
below this line, while the black line at the top of the box indicates that 75% of the data are below this
line. The extended black bracket lines represent the p‑value between the two modes: *** (p < 0.001),
** (p < 0.01), and * (p < 0.05).

5.2. Objective Evaluation Results

The objective measures focused on task flow information load and practical opera‑
tional ability (POA).

There are some microtasks in different types of emergency subtasks whose comple‑
tion does not require obtaining information from the comprehensive situation window.
The selected typical microtasks for analysis were A‑4, B‑3, B‑4, B‑5, C‑2, and C‑6.

Design task flow information load decreased consistently across all microtasks (Figure 5),
reflecting improved interface efficiency with higher levels of intelligent assistance.



Aerospace 2025, 12, 57 11 of 16

Aerospace 2025, 12, x FOR PEER REVIEW 11 of 16 
 

 

 

Figure 5. Design task flow information load. In the line plot, gray squares represent A-4 data, blue 
triangles represent B-3 data, green triangles represent B-4 data, purple diamonds represent B-5 data, 
yellow triangles represent C-2 data, and light blue triangles represent C-6 data. 

POA, as shown in Table 5 and Figure 6, demonstrated significant improvements for 
both microtask B-3 and overall tasks from Level 0 to Levels 3 and 4. In microtask B-3 (Fig-
ure 6a), POA scores for Levels 3 and 4 were significantly higher than those for Levels 0, 1, 
and 2. Similarly, overall task (Figure 6b) improved markedly in Levels 3 and 4. However, 
a slight decline in POA was observed from Level 3 to Level 4, potentially due to a misa-
lignment between participants’ visual search patterns and dynamic information updates. 

  
(a) (b) 

Figure 6. Practical operational ability in the B-3 microtask and the overall task. (a) B-3 and (b) overall 
task. In the box plot, black dots represent all data points, red triangles represent the mean, and black 
dotted lines represent the median. The black line at the bottom of the box indicates that 25% of the 
data are below this line, while the black line at the top of the box indicates that 75% of the data are 
below this line. The extended black bracket lines represent the p-value between the two modes: *** 
(p < 0.001), ** (p < 0.01), and * (p < 0.05). 

  

Level0 Level1 Level2 Level3 Level4
0.55

0.60

0.65

0.70

0.75

0.80

D
e
s
i
g
n
 
T
a
s
k
 
F
l
o
w
 
I
n
f
o
r
m
a
t
i
o
n
 
L
o
a
d

A-4 B-3 B-4 B-5 C-2 C-6

level0 level1 level2 level3 level4
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

B
-
3

*
*

*
*

*

*

*

*

*
**

**
**

**
**

**
**

level0 level1 level2 level3 level4
0.1

0.2

0.3

0.4

0.5

0.6

O
v
e
r
a
l
l
 
T
a
s
k

*
*

Figure 5. Design task flow information load. In the line plot, gray squares represent A‑4 data, blue
triangles represent B‑3 data, green triangles represent B‑4 data, purple diamonds represent B‑5 data,
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POA, as shown in Table 5 and Figure 6, demonstrated significant improvements for
both microtask B‑3 and overall tasks from Level 0 to Levels 3 and 4. In microtask B‑3
(Figure 6a), POA scores for Levels 3 and 4 were significantly higher than those for Levels 0,
1, and 2. Similarly, overall task (Figure 6b) improved markedly in Levels 3 and 4. However,
a slight decline in POA was observed from Level 3 to Level 4, potentially due to a misalign‑
ment between participants’ visual search patterns and dynamic information updates.

Table 5. Measurement results of POA.

Result
POA (Mean ± SD)

Level 0 Level 1 Level 2 Level 3 Level 4

B‑3 0.522 ± 0.118 0.448 ± 0.111 0.434 ± 0.123 0.325 ± 0.088 0.306 ± 0.092
Overall task 0.421 ± 0.087 0.396 ± 0.084 0.386 ± 0.081 0.359 ± 0.077 0.360 ± 0.071
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Figure 6. Practical operational ability in the B‑3microtask and the overall task. (a) B‑3 and (b) overall
task. In the box plot, black dots represent all data points, red triangles represent the mean, and black
dotted lines represent the median. The black line at the bottom of the box indicates that 25% of the
data are below this line, while the black line at the top of the box indicates that 75% of the data
are below this line. The extended black bracket lines represent the p‑value between the two modes:
*** (p < 0.001), ** (p < 0.01), and * (p < 0.05).
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6. Discussion
6.1. Optimal Intelligent Auxiliary Information Presentation Mode

This study primarily seeks to identify the optimal mode of presentation of intelligent
auxiliary information, with the aim of enhancing personnel capabilities in five key aspects:
subjective mental workload, situation awareness, interface design evaluation, design task
flow information load, and practical operation ability.

Taking B‑3 as an example for analyzing operational behavior, the operation steps are
shown in Table 6. The operational behavior under different modes is shown in Figure 7.
In step B‑3.2, the operator needs to view target information in the comprehensive situation
window. There are a total of 39 pieces of information on the right side of the original in‑
terface, of which 8 are related to the B task and 5 are related to the current target. When
using Level 1, the operator still needs to view all information items, but 31 of them have
reduced visual search time due to the lack of redundant information. When using Level 2,
the operator only needs to view the information items corresponding to the target category.
In this mode, the operator’s search time is limited only to information items related to the
task. When using Level 3 and Level 4, only the information items that are related to the
current target will appear, and the visual search time is significantly reduced. Compared
to the original mode, the intelligent auxiliary information presentation mode presents all
information items related to the task, reducing the time for operators to judge the availabil‑
ity of information. In theoretical analysis, with the continuous reduction in visual search
time and information availability judgment time in Level 1 to Level 4, the response time
for operators to complete the current task is shortened, indicating an improvement in op‑
erational ability.

Table 6. Operation steps of B‑3.

Operation Steps Operation Contents

3.1 View task sequence—“Target facility determination”

3.2

3.2.1 View information item 1 on the right side of the comprehensive situation
3.2.2 View information item 2 on the right side of the comprehensive situation
… …

3.2.39 View information item 39 on the right side of the comprehensive situation
3.3 Click on the dropdown menu
3.4 Choose an answer
3.5 Confirm the answer

The results identify Levels 3 and 4 as the most effective intelligent auxiliary informa‑
tion presentationmodes, which is consistentwith the analysis of operational behavior. The
subjective evaluations showed that both modes significantly reducedMWL, improved SA,
and achieved high interface design ratings. Objective measures further validated these
findings, with notable improvements in task flow information load and POA. The results
of this study are consistent with the findings of Donovan’s research [47] that optimizing
interfaces can improve people’s situation awareness and performance.

The interface design evaluation and POA of Level 4 exhibited a slight decline com‑
pared to Level 3, which may be attributed to the dynamic repositioning of information
with lightly hindered usability, leading to the misalignment between the visual search pat‑
terns and the new mode. This phenomenon highlighted the importance of maintaining
consistency in interface design.



Aerospace 2025, 12, 57 13 of 16Aerospace 2025, 12, x FOR PEER REVIEW 13 of 16 
 

 

3.1
3.2.1 3.2.2

3.2.3 3.2.4

… …

3.2.38 3.2.39

3.3

3.4

3.5

3.2

 

3.1
3.2.1 3.2.2

3.2.3 3.2.4

… …

3.2.38 3.2.39

3.3

3.4

3.5

3.2

T↓ 

 
(a) (b) 

3.1
3.2-1

3.2-2

3.2-3

3.3

3.4

3.5

3.2

3.2-
3.1

3.2-
3.2

3.2-
3.3

3.2-
3.4

3.2-
3.5

3.2-
3.6

3.2-
3.7

3.2-
3.8

T↓ 
NO

NO

 

3.1

3.2.1 3.2.2

3.2.3 3.2.4

3.2.5

3.3

3.4

3.5

3.2

T↓ 

 

(c) (d) 

Figure 7. Operation behavior diagram under different information presentation modes. (a) Level 0; 
(b) Level 1; (c) Level 2; and (d) Level 3/Level 4. 

The results identify Levels 3 and 4 as the most effective intelligent auxiliary infor-
mation presentation modes, which is consistent with the analysis of operational behavior. 
The subjective evaluations showed that both modes significantly reduced MWL, im-
proved SA, and achieved high interface design ratings. Objective measures further vali-
dated these findings, with notable improvements in task flow information load and POA. 
The results of this study are consistent with the findings of Donovan’s research [47] that 
optimizing interfaces can improve people’s situation awareness and performance. 

The interface design evaluation and POA of Level 4 exhibited a slight decline com-
pared to Level 3, which may be attributed to the dynamic repositioning of information 
with lightly hindered usability, leading to the misalignment between the visual search 
patterns and the new mode. This phenomenon highlighted the importance of maintaining 
consistency in interface design. 

6.2. Limitations and Future Research 

This study has several limitations that warrant consideration: 

• Simplistic Task Scenarios: The simulation involved single-target tasks, which may 
not reflect the complexity of real-world multi-target scenarios. Future research 
should evaluate intelligent modes under multi-target conditions to better simulate 
operational environments. 

• Limited Objective Metrics: This study focused on information load as the primary 
objective metric. Incorporating additional measures, such as task performance or 
physiological indicators (e.g., eye tracking and bioelectric signals), could provide a 
more comprehensive evaluation. 

Figure 7. Operation behavior diagram under different information presentation modes. (a) Level 0;
(b) Level 1; (c) Level 2; and (d) Level 3/Level 4.

6.2. Limitations and Future Research

This study has several limitations that warrant consideration:

• Simplistic Task Scenarios: The simulation involved single‑target tasks, whichmay not
reflect the complexity of real‑world multi‑target scenarios. Future research should
evaluate intelligent modes under multi‑target conditions to better simulate opera‑
tional environments.

• Limited Objective Metrics: This study focused on information load as the primary ob‑
jective metric. Incorporating additional measures, such as task performance or phys‑
iological indicators (e.g., eye tracking and bioelectric signals), could provide a more
comprehensive evaluation.

• Homogeneous Participant Pool: This study recruited only healthy male college students,
limiting the generalizability of the findings. Future studies should include amore diverse
participant pool, particularly professional pilots, to ensure broader applicability.

7. Conclusions
In collaborative flight formation systems, the integration of multi‑source information

gathered by the human–machine interface often leads to cognitive overload and reduced
situation awareness for commanders. This study proposed and evaluated four intelligent
auxiliary information presentation modes to address these challenges. The key findings
are as follows.

• All four intelligent auxiliary information presentation modes reduced mental work‑
load and improved situation awareness compared to the original mode. Level 4
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demonstrated the most substantial impact while also presenting the lowest design
task flow information load.

• Due to the influence of habits, participants were more likely to utilize interfaces that
were consistently displayed. Consequently, most participants favored the design of
Level 3, and the overall task’s practical operation ability was the most optimal.

• The intelligent modes effectively reduced visual search time and information judg‑
ment time, leading to faster task response times. As the level of intelligence increased,
the response time continued to decrease. Levels 3 and 4 demonstrated superior results
in improving operational abilities.

These findings highlight the critical role of intelligent auxiliary information presenta‑
tion in optimizing human–machine interfaces. Future research should explore the appli‑
cability of these modes in multi‑target scenarios, diverse participant groups, and various
objective evaluation metrics. These steps will further refine intelligent interface designs
and enhance their effectiveness in complex operational environments.
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