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Abstract

:

Aerostructure surface damage inspection is carried out over the whole life-cycle using legacy processes and recording during maintenance. The inspection techniques record the detailed history of the damage and repair. However it remains elusive to predict the location of future damage on the aerostructure surface. In this paper, we work up a novel simulation technique based on the results of machine learning analysis for prediction of the reference location of future aerostructure surface damage. First, we use the support vector machine (SVM) and k-nearest neighbor (KNN) to analyze the damage on three B777-200 aircraft and find that the classification accuracy can range from 75.1% to 86%. Then, we use the prediction result of a feedforward neural network (FNN) to simulate the damage structure and the mapping relationship to explore its reconstructive possibility. We show that the aerostructure surface damage can be reconstructed by machine learning. Moreover, the aerostructure surface damage heat map obtained by reconstruction can be prepared for further image recognition analysis in the future.
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1. Introduction


Aviation is a field with a high demand for security and reliability, and it faces the challenges of digital transformation, low-efficiency maintenance, intensive technology, and high operational production costs [1]. In aviation, using a central repository to collect the measured data usually leads to part of the useful and high-value data being lost. These lost high-value data are useful for optimizing maintenance [2,3]. The ways in which one prioritizes dealing with useful data is vital for continued maintenance [4]. With the development of artificial intelligence (AI), using data interaction and fusion with AI platforms to analyze the maintenance processes on an aircraft has become a mainstream research topic [5,6]. Phanden [7] used finite element methods (FEMs), computer-aided engineering (CAE), and Monte Carlo simulation to simulate and replicate 34 flights’ time-based histories. This result is just predicting the forthcoming maintenance requirements. In another work, Zaccaria and Stenfelt [8] simulated the relationship between fuel consumption and flight safety to predict failure, which reduced maintenance costs [9]. In this work, the great challenges are the large amounts of collected data which need adaptive models to fit them [10,11]. In order to solve the problem of interaction and fusion between data and the model, Uzun and Demirezen [12] proposed using deep learning to build a data-driven model based on fuel flows. They used Quick Access Recorder (QAR) data from a B777-300ER that had logged over 1000 flights. The QAR is used to estimate the aircraft fuel burn [13,14]. Finally, the results showed that the aircraft-based model synchronizes with actual performance.



In addition to the above research, another main research field is the use of Digital Twins (DTs) in the application of aero-engine maintenance and evaluation [15]. The operation of the aero-engine is very important for efficient aircraft performance. The health assessment of aero-engines has a great significance, especially in supporting maintenance decision making for ensuring flight safety [16]. Liang and Huawei [17] used the MultiScale1DCNN model in the health assessment tests of aero-engines and obtained an accuracy rate of about 96%. The results showed that the method can accurately reflect the health status of the aero-engine. Jinyue and Gang [18] developed a prototype system based on a vector loop and on-site data, which was verified on an aero-engine. Yufeng and Jun [19] proposed a novel DT method based on deep multimodal information. The research results showed that the DT models they proposed can improve fault accuracy and parameter prediction error [20,21].



However, during previous research, there has been a challenge in incorporating big data analysis in DT models [22], because the virtual environment outputs performance data which are instantly compared with the system models, and at the same time, data are modified, exchanged, estimated, and simulated [23]. The performance of aero-engines usually shows highly nonlinear physics; any small deviation of the shape will lead to a high computational cost [24]. Therefore, it was necessary to develop a fast simulator [25]. McClellan [26] developed a low-dimensional computational model that is capable of accurate prediction using a large number of data. It will have great value for the study of aero-engine behavior, in addition to saving time and cost on the test platform [27]. Minglan and Huawei [28] developed a kind of Implicit Digital Twin (IDT) to improve the predictive effect on engine maintenance. It can be seen that the maintenance of an aero-engine follows a development process from “post-event maintenance” to “preventive maintenance” and then to “predictive maintenance” [29]. In the future, “precise maintenance” will become the main direction of development [30]. The purpose of “precise maintenance” is to reduce the cost of maintenance and operation whilst achieving and ensuring safety [31]. While the aero-engine is undoubtedly one of the most important components of an aircraft, we cannot ignore the equally important roles of other parts, such as wings and fuselage in flight safety [32]. Similarly, we can apply the prediction approach to aerostructure maintenance and inspection according to the previous research results.



In this work, we investigate the aerostructure surface damage reference location predicted and reconstructed by machine learning. We apply data encoding and simulated stepping to construct the data links and then test whether these kinds of augmented data can be recognized by machine learning. In Experiment 1, we show that the preprocessed data can be well recognized by machine learning. In the SVM and KNN, the binary classification accuracy of the data with the label “Dent” and the data with the label “Others” is 75.1% and 86%, respectively. We then use these classification methods to back test the third type of damage, which are the data with the label “Damage and Others”. Using the same models and methods, the classification accuracy is 74.9% and 84.3%, respectively. This result verifies that the augmented data can be correctly recognized by the classification model, and at the same time it can be prepared for damage prediction in the next step. In Experiment 2, we use a neural network model to predict the aerostructure surface damage reference location. We use an FNN to predict 4616, 5387, and 5839 pieces of historical damage data of the same three B777-200 aircraft during their whole life-cycle (being the same as Experiment 1) according to the prediction value and the true value, which is obtained by the FNN, in order to judge the accuracy of the result. Finally, we obtain an FNN prediction accuracy rate of more than 93%. In Experiment 3, we use the FNN prediction value to generate a point cluster and form a point cloud at the same time, then we construct a three-dimensional (3D) damage simulation matrix [33]. Next, we use matrix merging and gradient descent to define the border of the aerostructure surface damage [34]. Finally, we map the 3D damage simulation matrix to the aircraft models’ surface to complete the whole process of reconstruction.




2. Materials and Methods


This work mainly consists of three components: data preprocessing, AI analysis, and damage reconstruction (Figure 1). Especially, with the AI analysis and damage reconstruction, through Experiments 1, 2, and 3, we exhibit the whole research core content. In data preprocessing, the raw data are preprocessed to fit the AI model. We mainly use data encoding, simple statistics, correlation coefficient analysis (Pearson correlation coefficient), and simulated stepping (data links) to augment the data. At the same time, we normalize the data and separate the training dataset (80%) and testing dataset (20%) for cross-validation. For AI analysis, an AI model framework is built for classification and prediction of the data. Firstly, we choose two machine learning classifier models (SVM and KNN) to recognize the different kinds of damage from the three B777-200 jets (Alpha 1, Charlie 2, and Bravo 3) and compare the models’ performances based on the results of classification accuracy (Experiment 1). We use those results to analyze and judge which machine learning model is more suitable for which kinds of data for learning and testing. The simple statistic results show that two of the three B777-200 jets (Alpha 1 and Charlie 2) have damage data labeled “Dent” accounting for nearly 50% of all damage. This means that the model should choose binary classify methods to classifier the data. Then, we verify the classification methods’ accuracies by back testing based on the damage data with the label “Damage”, which come from the third B777-200 jet (Bravo 3). Secondly, after completing the work of classification, we choose the third machine learning model (FNN) for damage data predictions (Experiment 2). The aim of using the third machine learning model for data prediction is not only to test the general performance of the derived data, but also to verify the results of Experiment 1. As there is a certain spatial structure logic relationship between each item in the raw data during the period of encoding, we follow the deep layer logical structure rule when augmenting data by simulated stepping. We use the forward stepping to build one-way data links, and in these data links, each node can be independently used as a starting point for the next stepping. When the data links obtain the direction, it is used for the FNN, with the features of time course [35] to predict the derived data. The advantage is that during the learning process, the FNN can effectively classify and predict according to the data features.



In damage reconstruction, we use the predicted results obtained by the FNN to reconstruct aerostructure surface damage. Firstly, we use the difference between the predicted value and true value obtained by the FNN to construct a point cloud (Experiment 3) [36,37]. We then use the gradient descent method to define the border of the simulated damage matrix. Finally, through matrix merging, we combine the biases matrix with the core matrix to generate a 3D matrix. We use the 3D damage simulation matrix mapping for the aerostructure surface model (Fly away mods) and then complete the reconstruction.



2.1. Data Preprocessing and Analysis


2.1.1. Encoding Data


In the raw data, the historical maintenance records are composed of five items (Air Transport Association 100 (ATA 100), zone, aircraft LH/RH, parts, location, and damage Type). The ATA mainly describes the fuselage, wings, nacelles, and stabilizers. The zone is mainly labeled using fuselage lower, fuselage top, doors, left wing, right wing, and stabilizers. The ATA and zone are defined by the ATA 100 numbering system, which was published on 1 June 1956. The aircraft is mainly labeled as LH and RH. The fuselage is mainly labeled as AFT (after), FWD (forward), fairing, upper, lower, LH, RH, vertical, horizontal lower, and horizontal upper. The parts of the wing are mainly labeled slat, flaps, etc. The damage type is mainly labeled crack, scratch, corrosion, dent, etc. For effective classification and prediction, the raw language needs to be transformed into a new language that can be understood by machine learning. We encoded each maintenance item and all the textual contents into a numeric code (Table 1).



In Table 1, there is a certain logical relationship existing between each independent item. It can also be found that the division of aircraft spatial location from item ATA to item location is becoming more and more detailed. We use these independent items to construct a set of vectors. In each vector the order is ATA, zone, aircraft, parts, and location. In the vector, the components are shown by the numeric code that comes from each independent item. We define such a set of vectors as one epoch. Therefore, the raw maintenance information for the three B777-200 jets (Alpha 1, Charlie 2, and Bravo 3) were transformed into 4616, 5387, and 5839 pieces of epoch data information. This also means that the new epoch dataset contains 15,842 pieces of maintenance information, the total for all three aircraft (Figure 2). In each piece of epoch data information, there are contained details of damage location and damage type. Figure 2 shows the detailed encoding process of raw data from historical damage recording.




2.1.2. Simple Statistical Analysis and Correlation Coefficient Analysis


Using a simple statistic is a fast and effective analysis method to better understand the whole distribution of data,. Figure 3 shows the different categories of distribution for each item. The chart’s horizontal axis represents descriptions such as dent, scratch, fore, aft, etc., in each category, and the vertical axis represents the number of those descriptions. In this work, according to the research purpose, the “damage type” is defined as the target of analysis.



Usually, the damage of “dent” is caused by a collision when loading the cargo, but it can also be due to contact with the trolley, etc. The magnitude of these dents generally depends on the collision range and intensity. The damage of “others” mainly includes those that occur on the aerostructure surface, such as crack, delamination, lightning strike, scratch, etc. Figure 3 shows, for Alpha 1 and Charlie 2, the kinds of damage data labeled with “dent” and “others”, with each accounting for almost 50% of all. This means that for Alpha 1 and Charlie 2, damage caused by collisions accounts for a high proportion of the total damage over the whole life-cycle. Therefore, the next research analysis should be focused on the damage type labeled “dent”. The distribution of data labeled “dent” accounts for nearly 50% of all, which means it is also more suitable for binary classification.



There is a relationship between the damage type and the location where it happened. Further analysis of the correlation between these two relevant factors is one of the main purposes in this work. In the previous work of raw data encoding, we discovered that there is a progressive relationship between each independent item. This progressiveness shows a linear relationship, and the Pearson correlation coefficient can be used as a statistical indicator to measure the strength of that linear relationship between two continuous variables. Therefore, we use the Pearson correlation coefficient to measure the correlation degree between the variable damage type and the variable locations. Firstly, in the Pearson correlation coefficient, for the two variables, X and Y, whose observations are          x 1  ,      x 2  ,     ⋯ ,      x n          and          y 1  ,      y 2  ,     ⋯ ,      y n         , the Pearson correlation coefficient  r  can be calculated using the following formula:


  r =      ∑  i = 1  n      x i  −  x ¯       y i  −  y ¯            ∑  i = 1  n        x i  −  x ¯     2            ∑  i = 1  n      y i  −  y ¯       2        



(1)







In Formula (1),    x ¯    is the mean of the variable X;    y ¯    is the mean of the variable Y;      x i  −  x ¯       y i  −  y ¯      is the product of the deviation of variables X and Y at the i-th observation;        x i  −  x ¯     2    and        y i  −  y ¯     2    are the square of the deviations of variables X and Y.



Figure 4 shows the results of the Pearson correlation coefficient analysis. The bottom row in Figure 4 shows the correlation rate between damage type to the other locations. Usually, the correlation coefficient rate is within the range of −1 to 1. The closer the correlation value parameter is to −1 and 1, the higher the correlation between the actual items and the target items. When two items are identical, their correlation value parameters are 1 or −1. In general, the correlation parameter is an objective representation of the degree of correlation between the two in terms of the magnitude of the numerical value. We can find that the correlation rates between the damage type to location for Alpha 1, Charlie 2, and Bravo 3 have the highest values, which can reach −0.13, 0.14, and −0.22. This result not only shows that the trigger of the damage has a strong relationship with the location, but it also verifies that the hypothesis we proposed in the previous work is correct. It should be pointed out that the correlation coefficient value is just objectively reflecting the two variables’ closeness. It is only used to reflect some possible internal connections between two variables. Therefore, according to the analysis results of Figure 4, the next step is to enhance the data robustness and each item’s correlations [38].




2.1.3. Using Stepping to Simulate the Data Links to Augment Data


In the previous work, we encoded the raw data and obtained an epoch that contained the information of location and damage. The results of Pearson correlation coefficient show that although there is a certain relationship between the two variables, analysis shows that the strength is not ideal. Usually, this is caused by the factors of the data themselves, such as lack of data quantity. Therefore, in this work, we use the simulated stepping method to use the raw data and, at the same time, superimpose simulated data links, to increase the data quantity. Finally we reach the purpose of data augmentation (Figure 5). Figure 5 shows the process of simulated stepping superimposed on the raw data and the process of simulated data links being formed. On the simulated data links, all data transfer directions are one-way (feedforward transportation). Each item on these simulated data links can be defined as an independent starting node for data forward transportation. Using simulated stepping superimposed on the raw data leads to a kind of linear relationship between each node of the whole simulated data links. Therefore, when the simulated data links are unfolded, it is a straight chain, not a cycle chain.



Firstly, we constructed one piece of raw basic data links: θ, which was raised in the previous work of data encoding.  θ  is a vector that is composed of a set of components. The defined items compose a row vector. In the row vector,  a  is ATA,  b  is zone,  c  is aircraft,  d  is parts, and  e  is location. The new row vector is as follows:


  θ =       a ,     b ,     c ,     d ,    e       



(2)







According to Formula (2), we use ATA as the first staring node to construct a new forward stepping based on  θ . We define this stepper as Step 6. During the period on ATA, Step 6 is


    ∑  i → 1      S   a   ′     =      θ    ,      α 1        , θ =      a   ⋯   e       α 1  = a ∪ b  



(3)







In Formula (3),     S   a   ′     is the sum of the raw basic data links and the new stepper start node.    α 1    is a union set that is constituted by the ATA stepping into the zone.  a  is the ATA, which is defined in component.  b  is the zone, which is also defined in component.  i  is the cumulative count of stepping. What should be noted is that the start stepping with ATA is actually Step 6, because the  θ  has already been executed by Step 5.



In Formula (3), based on the forward transmission direction of ATA nodes, we can infer Step 7. Therefore, moving from Step 6 to Step 7 is as follows:


    ∑  i → 2      S   a   ′     =      θ   ,       α   1     ,       α   2        , θ =      a   ⋯   e      ,   α   1   = a ∪ b ,   α   2   =   α   1   ∪ c  



(4)







We simplify Formula (4) as follows:


    ∑  i → 2      S   a   ′     =         ∑  i → 1       S   a   ′       ,       α   2        ,   α   2   =   α   1   ∪ c  



(5)







In Formulas (4) and (5),     α   2     is a union set that is superimposed by the ATA stepping into the aircraft.   c   is the aircraft, which is defined in component.   i   is the cumulative count of stepping.



In Formula (4), based on the forward transmission direction of ATA nodes, we can infer Step 8. Therefore, moving from Step 7 to Step 8 is as follows:


    ∑  i → 3      S   a   ′     =      θ   ,       α   1     ,       α   2     ,       α   3        , θ =      a   ⋯   e      ,   α   1   = a ∪ b ,   α   2   =   α   1   ∪ c ,   α   3   =   α   2   ∪ d  



(6)







We simplify Formula (6) as follows:


    ∑  i → 3      S   a   ′     =         ∑  i → 2       S   a   ′       ,       α   3        ,   α   3   =   α   2   ∪ d  



(7)







In Formulas (6) and (7),     α   3     is a union set that is superimposed by the ATA stepping into the parts.   d   is the parts, which is defined in component.



In Formula (7), based on the forward transmission direction of ATA nodes, we can infer Step 9. Therefore, moving from Step 8 to Step 9 is as follows:


    ∑  i → 4      S   a   ′     =      θ   ,       α   1     ,       α   2     ,       α   3     ,       α   4        , θ =      a   ⋯   e      ,   α   1   = a ∪ b ,   α   2   =   α   1   ∪ c ,   α   3   =   α   2   ∪ d ,   α   4   =   α   3   ∪ e  



(8)







We simplify Formula (8) as follows:


    ∑  i → 4      S   a   ′     =         ∑  i → 3       S   a   ′       ,       α   4        ,   α   4   =   α   3   ∪ e  



(9)







In Formulas (8) and (9),     α   4     is a union set that is superimposed by the ATA stepping into the location.   e   is the location, which is defined in component.



After finishing the first ATA node stepping superimposition, we start a new round of the second zone node stepping superimposition. During the period on zone, Step 10 is


    ∑  i → 1      S   b   ′     =      φ   ,       β   1        , φ =   ∑  i → 4      S   a   ′     ,   β   1   = b ∪ c  



(10)







In Formula (10),     β   1     is a union set that is superimposed by the zone stepping into the aircraft.   b   is the zone, which is defined in component.   c   is the aircraft, which is defined in component.



In Formula (10), based on the forward transmission direction of zone nodes, we can infer Step 11. Therefore, moving from Stepping 10 to Step 11 is as follows:


    ∑  i → 2      S   b   ′     =      φ   ,       β   1     ,       β   2        , φ =   ∑  i → 1      S   b   ′     ,   β   1   = b ∪ c ,   β   2   =   β   1   ∪ d  



(11)







We simplify Formula (11) as follows:


    ∑  i → 2      S   b   ′     =         ∑  i → 1       S   b   ′       ,       β   2        ,     β   2   =   β   1   ∪ d  



(12)







In Formulas (11) and (12),     β   2     is a union set that is superimposed by the zone stepping into the parts.   d   is the parts, which is defined in component.



In Formula (12), based on the forward transmission direction of zone nodes, we can infer Step 12. Therefore, moving from Step 11 to Step 12 is as follows:


    ∑  i → 3      S   b   ′     =      φ   ,       β   1     ,       β   2     ,       β   3        , φ =   ∑  i → 1      S   b   ′     ,   β   1   = b ∪ c ,   β   2   =   β   1   ∪ d ,   β   3   =   β   2   ∪ e  



(13)







We simplify Formula (13) as follows:


    ∑  i → 3      S   b   ′     =         ∑  i → 2       S   b   ′       ,       β   3        ,   β   3   =   β   2   ∪ e  



(14)







In Formulas (13) and (14),     β   3     is a union set that is superimposed by the zone stepping into the location.   e   e  is the location, which is defined in component.



Using aircraft as the stepping, we superimpose for the third start node which contains just two steppings. During the period on aircraft, Step 13 is


    ∑  i → 1      S   c   ′     =      τ   ,       γ   1        , τ =   ∑  i → 3      S   b   ′     ,   γ   1   = c ∪ d  



(15)







In Formula (15),     γ   1     is a union set that is superimposed by the aircraft stepping into the parts.   c   is the aircraft, which is defined in component.  d  is the parts, which is defined in component.



In Formula (15), based on the forward transmission direction of the aircraft node, we can infer Step 14. Therefore, moving from Step 13 to Step 14 is as follows:


    ∑  i → 2      S   c   ′     =      τ   ,       γ   1     ,       γ   2        , τ =   ∑  i → 3      S   b   ′   ,     γ   1   = c ∪ d ,   γ   2   =   γ   1   ∪ e  



(16)







We simplify Formula (16) as follows:


    ∑  i → 2      S   c   ′     =         ∑  i → 1       S   c   ′       ,       γ   2        ,   γ   2   =   γ   1   ∪ e  



(17)







In Formulas (16) and (17),     γ   2     is a union set that is superimposed by the aircraft stepping into the location.  e  is the location, which is defined in component.



Then, the last stepping superimposes which is led by parts, with only one stepping. During the period on parts, Step 15 is


    ∑  i → 1      S   d   ′     =      η   ,     ε      , η =   ∑  i → 2      S   c   ′     , ε = d ∪ e  



(18)







Finally, we show all steppings in one set as follows:


    ∑  i → 5      S   a → e   ″     =   ∑  i → 1      S   d   ′     =      a   ⋯   ε      , ε = d ∪ e  



(19)







In Formulas (18) and (19), the union set is superimposed by the parts stepping into the location.   e   is the location, which is defined in component.



Figure 6 shows the simulated data links correlation value changing during the simulated stepping. It can be seen from Figure 6 that after stepping, superimposing the raw data structure and information becomes more complex. The number of data has increased, and they are now better for machine learning training and testing. The correlation coefficient values of Alpha 1, Charlie 2, and Bravo 3 are raised from 0.13, 0.22, and 0.14 to nearly 0.4, 0.5, and 0.6, and the growth rates are 33%, 44%, and 23.3%. The results show that after using the simulated stepping superimposition and simulated data links transfer, the raw data number and structure are expanded and enlarged linearly. Therefore, the raw data after effective augmentation can be used for machine learning analysis in the next step.




2.1.4. Normalization


To further enhance the data quality after data augmentation used for machine learning analysis, we use normalization to preprocess the data. Usually, the purpose of normalization is to remove noise from the data [39]. The method is to clean and process the raw data to improve the data reliability. In addition, normalization can also be used for transforming the data format and letting it become more suitable for modeling and analysis. Therefore, in this work, we used Z-score normalization (standardization) and min–max normalization (rescaling) for data preprocessing before classification [40]. After a comparison, we finally chose min–max normalization. The mathematical expression of Z-score is


    x   n o r m   =    x − u   σ     



(20)







In Formula (20) of Z-score,   u   is the mean of data,   σ   is the standard deviation of data, and     x   n o r m     is the normalized result of   x  .


    x   n o r m   =    x −   x   min      x  max   −  x  min       



(21)







In Formula (21) of min–max,     x   min     is the minimum value of the data,     x   max     is the maximum value of the data, and     x   n o r m     is the normalized result of   x  .



During the data prediction of Experiment 3, which still needs preprocessing of the data, the formula of the data normalization is


    x   ′   =    x −   x   m e a n       x   max       



(22)







In Formula (22),     x   ′     is the standardized value,   x   is the original value,     x   m e a n     is the mean of variable, and     x   max     is the maximum value of variable. For example,   x   represents the damage type variable,     x   m e a n     is the average of all damage type (it means that it is the average of the first column in row data), and     x   max     is the highest value of damage type.




2.1.5. Data Training and Cross-Validation


Before using a machine learning model for training and testing, we needed to separate the datasets for cross-validation. Firstly, we marked the datasets of Alpha 1 and Charlie 2 in the classification model, and then used the supervised learning model to train the data. We classified data with the damage type “Dent” as one label and the rest of the data with other damage types as “Others”. All data needed to be marked (labeled) according to different the kinds of damage. In order to verify the reliability of the classification model, we used the classification results of Alpha 1 and Charlie 2 to back test Bravo 3. After marking the data, the next step was to divide the data into a training set and a testing set. The training set accounted for 80% of all data and the testing set accounted for 20% of all data, and all data needed to be cross-validated. The ratio chosen, of 80:20, was to avoid the same category of data appearing in a single dataset, which may lead to inaccurate classification results. After the data are separated, they can be classified according to the results of training and testing. The previous work of data augmentation, using simulated stepping and simulated data links to enlarge and expand the data quantity, led to the data having a linear relationship. Therefore, in this work, we mainly used SVM and KNN models for classification. Figure 7 shows the data cutting, dividing, training, testing, and cross-validating process.





2.2. Using Machine Learning for Classification (Experiment 1)


2.2.1. Kernel Functions of the SVM


There was a linear relationship between the data after using the simulated stepping. The binary classification is also a kind of linear classifier. Therefore, we chose linear kernel as the kernel function in the SVM:


   K   x , y   =   x   T   y   



(23)







In Formula (23),   x   and  y  are input vectors, and the advantage of using linear kernel functions is that they are computationally simple and do not require complex matrix operations. However, the linear kernel function can only process linearly separable datasets and may not be able to obtain good classification results for nonlinear datasets.




2.2.2. Similarity Function of KNN


KNN (k-nearest neighbor) is an algorithm based on instance-based learning and nongeneralizing learning. The similarity function of KNN includes Euclidean distance, Manhattan distance, Minkowski distance, and cosine similarity. Therefore, in this work according to the cross-validation, we chose Euclidean distance to analysis the data. The function expression of Euclidean distance is


   x =        x   1   ,     x   2   ,   ⋯ ,     x   n          



(24)






   y =        y   1   ,     y   2   ,   ⋯ ,     y   n          



(25)






  E u D   x , y   =    ∑  i = 1   n          x   i   −   y   i       2       



(26)







In Formulas (24)–(26),   x   and   y   are data,     x   i     and     y   i     are the i-th attributes of the data, and   E u D   x , y     is the Euclidean distance.   k   is a hyperparameter, and it can be obtained by cross-validation.



In Figure 8, “  k  ” represents the radius of a circle. The   k   value usually shows the model’s complexity and its size, and whether the model will overfit or not (Figure 8). In Figure 9, we tested the   k   value range from   k ∈   2   ,   20    , where the horizontal axis represents the   k   values range, and the vertical axis represents the classification accuracy. According to the testing, it can be found that when the value of hyperparameter   k   is   k = 5  , the whole model tends to fit (Figure 9; shaded parts). Therefore, in this work, we use the hyperparameter value   k = 5   to train the model and evaluate the accuracy of the KNN model on both the training and prediction sets separately.





2.3. Using the FNN for Damage Prediction (Experiment 2)


As we define the direction of the data links during the data augmentation and make each epoch transfer forward, it is appropriate to use the FNN for data prediction in Experiment 2, because in the FNN, the neural network for each layer transmission direction is also forward (Figure 10). In this work, the FNN has 5 basic inputs, 1 output, and 3 hidden layers. In an FNN, the sigmoid function (sigmoid function) is also known as a logical function (logistic function), which was usually used as an activation function for the hidden layers and the output layers. It is an S-shaped function. It compresses the neuron output range of the FNN within (0, 1). For one neuron, its sigmoid function mathematical output expression is


  y = S ( ω x + b ) =    1   1 +   e   − ( ω x + b )       



(27)







In Formula (27),   ω   is the weight,   x   is the input value,   b   is the bias value, and   e   is the natural logarithm base, which is approximately 2.71828.



From the hidden layer to the output layer, we choose a regression function. The reason why the function from the hidden layer to the output layer is changed to a regression function is because we no longer use neural networks for classification, but for prediction. The classification output result range is usually between [0, 1], so we use the sigmoid function. But our prediction result is a wide range value. For example, the predicted value of the damage may be 0.72 or 0.83, so we need to use a multiple regression function for analysis. In actuality, this is a process of array assignment. The significance is that we revert the original variable to a node in the hidden layer. Then we use the nodes for multiple linear regression. The original variables will not be used for direct multiple regression again, and this is also the meaning of the hidden layer.


  y =   w   1     h   1   +   w   2     h   2   +   b   3    



(28)







In Formula (28),     w   1     is the weight of layer 1 to layer 2.     w   2     is the weight of layer 2 to layer 3.     h   1     is the forward communication learning of layer 1 to layer 2.     h   2     is the forward communication learning of layer 2 to layer 3.     b   3     is the residual.



When we use the learning rate α = 0.01, we have the iterative epoch 1000 times, and output the cost function value every 10 times, so as to obtain the loss value and the number of iterations. The cost function is


  J ( w , b ) =    1   2 m      ∑  i = 1   m    (     y  ^    ( i )   −   y   ( i )     )   2      



(29)







In Formula (29), m is the number of training examples, and       y  ^    ( i )     is close to     y   ( i )     for all       x   ( i )   ,   y   ( i )      . The learning rate   α   is 0.01.




2.4. Building Point Cloud and 3D Matrix (Experiment 3)


In Experiment 3, we use the methods of point cloud combined with the methods of matrix merging to simulate and reconstruct the aerostructure surface damage location. The data, which are made up of point clouds, usually have 3D spatial features; therefore, they can be shown in the form of matrices [41]. Firstly, we assign the results of prediction that were obtained by the FNN and use the difference between the true value and predicted value to form an element that constructs the damage matrix. The mathematical expression is


    Δ   p   =   V   t   −   V   p    



(30)







In Formula (30), the data true value is     V   t    , and the predicted value is     V   p    . The difference value is     Δ   p    . Then, we define difference     Δ   p     as   a   for the element in the matrix:


    a   1   …   a   n   =     Δ   p     1   …   Δ   p n    



(31)







According to Formula (31), we create a set of column vectors:


         a   1         a   2         a   3       .     .     .       a   n − 1         a   n        ⇒        Δ   p 1         Δ   p 2         Δ   p 3       .     .     .       Δ   p ( n − 1 )         Δ   p n         



(32)







According to Formula (32), we use gradient descent to construct the matrix borders. The starting value is     Δ   p    , and the target value is      lim    n → − 0.4    . Here, the target value takes infinity and tends to 0.4, because this value is far beyond the limit value that     Δ   p     can reach, which is a safe value.



Then, we can obtain the left biases matrix as follows:


    D  L  b o r d e r   =          lim    n → − 0.4      ⋯       lim    n → − 0.4        ⋮      ⋮         lim    n → − 0.4      ⋯     Δ  p 1             D  L  m a i n   =          lim    n → − 0.4      ⋯     Δ  p 1                Δ  p 2                Δ  p 3        ⋮      ⋮             Δ  p ( n − 2 )                Δ  p ( n − 1 )            lim    n → − 0.4      ⋯     Δ  p n         ⇒ L  D  m a i n + b o r d   =          lim    n → − 0.4      ⋯       lim    n → − 0.4              ⋮             Δ  p 1                Δ  p 2                Δ  p 3        ⋮      ⋮             Δ  p ( n − 2 )                Δ  p ( n − 1 )                Δ  p n              ⋮         lim    n → − 0.4      ⋯       lim    n → − 0.4             D  L  b o r d e r   =          lim    n → − 0.4      ⋯     Δ  p 1        ⋮               lim    n → − 0.4      ⋯       lim    n → − 0.4            



(33)







In Formula (33),   D   L   b o r d e r     is the border matrix on both sides, which shows the outer extension region of the damage.   D   L   m a i n     is the core matrix, which shows the internal core region of the damage.   L   D   m a i n + b o r d e r     is the left biases matrix after merging. What is important to note is that when two matrices are merged, the transition values should be continuous. This will not lead to the image obtained by matrix merging showing topographic faults. The right border of biases matrix is as follows:


    D  R  b o r d e r   =          lim    n → − 0.4      ⋯       lim    n → − 0.4        ⋮      ⋮       Δ  p 1      ⋯       lim    n → − 0.4             D  R  m a i n   =        Δ  p 1      ⋯       lim    n → − 0.4          Δ  p 2                Δ  p 3              ⋮      ⋮       Δ  p ( n − 2 )                Δ  p ( n − 1 )                Δ  p n      ⋯       lim    n → − 0.4         ⇒ R  D  m a i n + b o r d   =          lim    n → − 0.4      ⋯       lim    n → − 0.4        ⋮             Δ  p 1                Δ  p 2                Δ  p 3              ⋮      ⋮       Δ  p ( n − 2 )                Δ  p ( n − 1 )                Δ  p n              ⋮               lim    n → − 0.4      ⋯       lim    n → − 0.4             D  L  b o r d e r   =        Δ  p 1      ⋯       lim    n → − 0.4        ⋮      ⋮         lim    n → − 0.4      ⋯       lim    n → − 0.4            



(34)







In Formula (34),   D   R   b o r d e r     is the border matrix on both sides, which shows the outer extension region of the damage.   D   R   m a i n     is the core matrix, which also shows the internal core region of the damage.   R   D   m a i n + b o r d e r     is the right biases matrix after matrix merging. According to Formulas (33) and (34), the complete damage matrix can be derived. The whole damage matrix, which is formed by left and right biases damage matrix, is as follows:


  L  D  m a i n + b o r d   ⋅ R  D  m a i n + b o r d   =          lim    n → − 0.4         ⋯          lim    n → − 0.4                                                  Δ  p 1                      Δ  p 2              ⋮      ⋮      ⋮             Δ  p ( n − 1 )                      Δ  p n                                                    lim    n → − 0.4         ⋯          lim    n → − 0.4          



(35)







Next, according to Formula (33), the left biases matrix     LD   m a i n + b o r d e r     is transposed to       LD   m a i n + b o r d e r     T    :


   LD  m a i n + b o r d   =          lim    n → − 0.4      ⋯       lim    n → − 0.4              ⋮             Δ  p 1                Δ  p 2                Δ  p 3        ⋮      ⋮             Δ  p ( n − 2 )                Δ  p ( n − 1 )                Δ  p n              ⋮         lim    n → − 0.4      ⋯       lim    n → − 0.4         ⇒    LD  m a i n + b o r d    T  =          lim    n → − 0.4      ⋯     Δ  p 1        Δ  p 2        Δ  p 3      ⋯     Δ  p ( n − 2 )        Δ  p ( n − 1 )        Δ  p n      ⋯       lim    n → − 0.4        ⋮                              ⋮         lim    n → − 0.4                  ⋯                   lim    n → − 0.4          



(36)







According to Formula (34), the right biases matrix     RD   m a i n + b o r d e r     is transposed to       RD   m a i n + b o r d e r     T    :


   RD  m a i n + b o r d   =          lim    n → − 0.4      ⋯       lim    n → − 0.4        ⋮             Δ  p 1                Δ  p 2                Δ  p 3              ⋮      ⋮       Δ  p ( n − 2 )                Δ  p ( n − 1 )                Δ  p n              ⋮               lim    n → − 0.4      ⋯       lim    n → − 0.4         ⇒    RD  m a i n + b o r d    T  =          lim    n → − 0.4                  ⋯                   lim    n → − 0.4        ⋮                              ⋮         lim    n → − 0.4      ⋯     Δ  p 1        Δ  p 2        Δ  p 3      ⋯     Δ  p ( n − 2 )        Δ  p ( n − 1 )        Δ  p n      ⋯       lim    n → − 0.4          



(37)







According to Formula (35), the whole damage matrix     LD   m a i n + b o r d e r   ⋅   RD   m a i n + b o r d e r     is transposed to       LD   m a i n + b o r d e r     T   ⋅     RD   m a i n + b o r d r     T    :


   LD  m a i n + b o r d   ⋅ R  D  m a i n + b o r d   =          lim    n → − 0.4         ⋯          lim    n → − 0.4                                                  Δ  p 1                      Δ  p 2              ⋮      ⋮      ⋮             Δ  p ( n − 1 )                      Δ  p n                                                    lim    n → − 0.4         ⋯          lim    n → − 0.4         ⇒ L  D  m a i n + b o r d   ⋅     R D   m a i n + b o r d    T  =          lim    n → − 0.4                  ⋯                   lim    n → − 0.4                                           ⋮           Δ  p 1        Δ  p 2      ⋯     Δ  p ( n − 1 )        Δ  p n            ⋮                                            lim    n → − 0.4                  ⋯                   lim    n → − 0.4          



(38)







The 3D matrix of Formulas (36)–(38) constructs the point clouds. The next step is mapping the point cloud onto the aerostructure surface and then transforming it into heat map images (Figure 11). Figure 11 shows the transformation process of how to use predicted values to construct the point clouds and then simulate mapping to the surface of the aerostructure surface. During the reconstruction process, we will reconstruct the corresponding coordinates according to the different parts of the aircraft for more accurate mapping results. Finally, we integrate the simulated damage location, which is distributed on each part of the aircraft, and then obtain an aerostructure surface damage heat map image. These images are then prepared for the further step of using a convolutional image network for recognition and Fourier transform for curved surface simulation.





3. Results


In this work, three experiments were used to answer the following three questions: First, can the different kinds of damage to aerostructure surfaces be effectively recognized by machine learning? Second, when the damage reappears, can probability and location effectively be predicted according to the results of classification by machine learning? Third, can the machine learning predicted results be reconstructed by data visualization and 3D simulation?



3.1. Experiment 1: Machine Learning Recognition—Different Kinds of Damage


In order to verify the hypothesis, we chose two different kinds of classifier models to recognize one kind of damage that appeared with high frequency. According to the previous statistical analysis, it was found that for Alpha 1 and Charlie 2, the numbers of one kind of damage labeled “Dent” occupied 50% of the numbers for all kinds of damage. This result shows that during the maintenance life-cycle of an aircraft, the kind of damage “Dent”, which is caused by collisions, is a common occurrence. Therefore, we experimented to distinguish this kind of damage from others using machine learning. But can the machine learning model also effectively distinguish other kinds of damage? In order to answer this question, we chose another aircraft that contains nearly 50% of “Other” kinds of damage for validation testing. Therefore, we chose the aircraft Bravo 3, which contained the label “Damage” of 50% for validation. The validation results showed that the classification result of machine learning is effective. It can also effectively distinguish other kinds of damage. Moreover, selecting different models for comparing each other’s performance is also one way to verify the reliability of the classification results. Usually, the choice of classifier depends on the data features to obtain better results. In this work, as the data generated a linear relationship during the period of preprocessing, using the SVM is a good choice, because the SVM has a good performance in handing the linear problem. At the same time, we also chose a neural network model for classification performance comparison. By using KNN, it was found that the neural network model not only effectively classified the data but also showed a higher classification accuracy than the SVM. Therefore, under the cross-validation of different models, performance comparison and different kinds of damage were recognized; the results obtained were more scientific.



3.1.1. Presentation of Different Models’ Classification Performance


Figure 12 shows the classification accuracy, which was obtained from the different kinds of classification models and different kinds of damage. In Figure 12, the horizontal axis shows the number of data, and the vertical axis shows the classification accuracy. With continuous data growth, the classification accuracy of machine learning also increased. Here, the data quantity increase was mainly caused by the stepping superposition. When the forward stepping started, the data links that were led by each node were superimposed. This also led to the increased data quantity. During this period, the data structure became more and more complex. The data growth amount is directly proportional to classification accuracy raised and indicates that the machine learning model learned a certain number of features of the data and grasped a certain rule of the data during this period. In Figure 12, for Alpha 1 and Charlie 2, respectively, the classification accuracy range of damage with the label “Dent” is SVM: 41.7–64.7% and 46–71.1%, growth rate: 55%, 55%; FNN: 46.2–85.2% and 47.1–74.7%, growth rate: 84%, 58%. The classification results that were obtained by different models for the same kind of damage are satisfactory. For Bravo 3, the classification accuracy range of damage with the label “Damage” is SVM: 53.8% and 74.9%, growth rate: 39%; FNN: 55.7% and 84.3%, growth rate: 51%. The model can obtain the same classification results with another kind of damage label. This preliminary result indicates that machine learning can be used for classification of this kind of data. In Figure 12, the classification accuracy raised shows a positive correlation with the number of data growth, which also indicates that during this period, machine learning is in a dynamic state. It also shows a linear relationship with the data quantity increasing. Therefore, in the next steps, we need to analyze the results.




3.1.2. Using Curve Fitting to Analyze the Mechanism of Damage Recognition


According to the previous primary analysis, it can be found that the machine learning classification accuracy has a positive correlation with the number of data growth though simulated stepping superimposed generation. To further explore the relationship between these two variables, we use curve fitting for analysis. The logistic fit and the linear fit are used for analysis. The advantage of this that it is simple to describe and explain [42]. At the same time, it also can be used for predicting and analyzing the future trend of classification result changes [43].



Figure 13 shows the logistic fit results. The equation is


  y = A 2 +    ( A 1 − A 2 )     1 + (   x     x   0     )   p  ̑        



(39)







In Formula (39),   A 2   is the maximum value, and   A 1   is the minimum value. From Figure 13, it can be seen that the R-square (COD) and R-square for Alpha 1 are SVM 95%, KNN 98%. Charlie 2 is SVM 97%, KNN 96%. Bravo 3 is SVM 96%, KNN 99%. After fitting, the values of R-square (COD) and adjusted R-square are maintained over 90%, which means the fit is successful. In addition, in the residual plot, the fitting results are in accordance with the relationship between classification accuracy (Acc) regular residuals and independent variable, fit Y value, count, and percentile (Figure 13). Figure 13 shows the relationship between the fitted curve and the raw curve. After fitting, the new curve is basically covering the raw curve. According to the projected curve trend, during the early stage of increasing data quantity, the SVM and KNN learning rates are smooth. However, when the quantity of data reaches a certain threshold, the learning rate is very high. With the data quantity continuously increasing, the model learning ability tends to saturate. After the increase has finished, the classification accuracy that is obtained is the final result. It should be noted that when the classification is nearing the end, the accuracy is not decreased, which means that there is no information loss, and at the same time this indicates that the model’s learning ability is improved. In Figure 13, the Acc regular residuals–percentile chart shows the fit relationship. The percentile is linearly distributed and basically fits on a straight line. With the growth of Acc regular residuals, the percentile also grows positively. While nonlinear curve fitting can fit the raw curve with the greatest accuracy, it also has a certain limitation. Therefore, the whole comprehensive analysis processing cannot be limited to a single fitting method. It needs to use different kinds of fitting methods for comparing and analyzing before obtaining corresponding conclusions.



In this work, as well as the nonlinear curve fitting method, we also used a linear fitting method for analysis (Figure 14). Figure 14 shows the SVM and KNN classification accuracy results obtained by linear fitting for Alpha 1, Charlie 2, and Bravo 3. Different from the nonlinear curve fit, the linear fit has a 95% confidence band and a 95% prediction band. According to the different bands, we can intuitively observe and analyze the accuracy of the classification result, predicting the spread trend. The band is also used to verify the result accuracy. According to Figure 14, the core function of a linear fit is a straight line, and the mathematical expression is a linear function:


  y = a + b x  



(40)







In Formula (40),   a   is the intercept and   b   is the gradient. It can be found that the magnitude of the gradient,   b  , is positively correlated with the learning rate of the model. When the gradient   b   value is larger, the model learning rate is higher, and its learning ability is stronger. All raw curves and data points must be covered by the 95% confidence band and 95% prediction band. The width of the band determines the degree of convergence of distributed data points. When the width of the band is narrower, the convergence of the data is higher and the dispersion of the data smaller. Conversely, if the width of the band is wider, the convergence of the data is lower, and the dispersion of the data will be larger. This means that data volatilely is higher, and variability in the accuracy of classification results is stronger. In Figure 14, the linear fit line can cover all the data points, and the band zone can also cover all the data points. Linear fitting successfully fits the raw data, which means that the classification accuracy results also have a linear correlation. The result of classification accuracy follows the number of data increase, showing a positive correlation. In addition, in Figure 14, the fit relationship of Acc regular residuals–percentile is consistent with Figure 13; they all show a linear positive correlation.



The result of nonlinear curve fitting and linear fitting is revealed, and linear regression of the data is used; again, it depends a lot on the number of data. We analyzed the classification accuracy results that came from the different models and obtained the same conclusion. According to the fitting result, it can be found that the learning and classification mechanisms of the SVM and KNN have a positive correlation with increased data. When the data quantity gradually increased, the SVM and KNN learning rate also increased. During the primary stage, the learning rate was lower, and when the data number increased to a certain inflection point, the learning rate rose significantly. Finally, when the data number continuously increased to a certain level, the model learning ability tended to be saturated. Thus, we can obtain a relatively stable classification accuracy.



Therefore, we can obtain the final classification accuracy of Alpha 1, Charlie 2, and Bravo 3 in the SVM of 65%, 71%, and 75%, while in KNN it is 85%, 75%, and 84%. In addition, we find, in Figure 13 and Figure 14, that the KNN classification performance was higher than the SVM classification performance during the whole stepping process. Therefore, in the next step, we need to use scientific statistics to validate and analyze the SVM and KNN classification performances.




3.1.3. Performance Validation of the Classifier


In order to test the different machine learning models’ classification performances, we used different kinds of damage for validation. We chose the SVM and KNN models for comparison. The classification accuracy from models was obtained through testing, training, and cross-validation (see Section 2). According to the last section fitting result analysis, there are some differences in the classification performance between the SVM and KNN. Therefore, the classification accuracy obtained is analyzed by scientific statistical methods in this section. Figure 15 shows all 15,842 epochs classification results for Alpha 1, Charlie 2, and Bravo 3. In cross-validation, we chose the training and testing ratio of 80:20 to avoid having data with the same labels appeared in one dataset. The classification accuracy result is presented as a scatter distribution (mean ± 1SD). Shown in Figure 15A are the mean value and SD range of classification that were obtained by the SVM model increasing with the learning and testing in each aircraft. For Alpha 1, the classification accuracy mean value is between 0.55–0.6, and when we continue to use the same methods of learning and testing for Charlie 2, the classification accuracy mean value rises to 0.6–0.65. For Alpha 1 and Charlie 2, the classification target is mainly focused on the kinds of damage data with the label “Dent”. When classifying the data of damage for Bravo 3, the classification target was changed. The final result of the mean value of classification accuracy also reached 0.65–0.7. We used the same method for training and testing in KNN (Figure 15B). According to the final result of classification accuracy, it was found that the mean value almost remained between 0.65 and 0.8. Compared with the mean value of the SVM, which is between 0.55 and 0.7, KNN is still 0.1 higher than the SVM in maximum and minimum values.



Figure 16 shows the second statistical results of Alpha 1, Charlie 2, and Bravo 3. The classification accuracy obtained from different models was used for statistical analysis by box plots. In the box plot, we define the upper quartile Q1 as the box upper edge and the lower quartile Q3 as the box lower edge; the perc is 25–75%, and the IQR is 1.5. The box width is 30%, and the wire cap length is 50. There are 50% of the data within the box. The median Q2 is located in the part with more scatter. In Figure 16A, during the first two classifications, the SVM box plot statistical results show that the box core part is between Q3: 0.53 and Q1: 0.68. In the last classification, the box core part is between Q3: 0.61 and Q1: 0.74. The box whole distribution is consistent with Figure 15A. In Figure 16B, during the first two classifications, the KNN box plot statistical results show that the box core part is between Q3: 0.56 and Q1: 0.84. In the last classification, the box core part is between Q3: 0.59 and Q1: 0.84. The box whole distribution is consistent with Figure 15B. In Figure 16A,B, the SVM and KNN classification results are normal, and there are no outliers. In Figure 16C, to compare the two models’ performances, we join the box of the SVM and KNN in one chart. In Figure 16C, it can be seen that the span of the SVM box from Q3 to Q1 is small, which means that the data distribution is more concentrated and convergent. In KNN, the span of the box from Q3 to Q1 is large, which means that the data distribution is discrete. However, in Figure 15, the conclusion is that the KNN box classification accuracy values are larger than those of the SVM according to the mean value analysis already obtained. Therefore, we must face this kind of problem: when using the SVM, the obtained classification accuracy shows concentrated distribution, and its results have high reliability. However, the corresponding classification accuracy value is not as good as KNN. When using KNN, the data distribution is discrete, but the corresponding classification accuracy value is better than the SVM. The question is now whether the results of KNN are more reliable than the SVM. This should be verified by further statistical analysis [44]. Therefore, the second statistical analysis results show that although the SVM and KNN have their own advantages, they also have their own shortcomings. These two models both have good performance; the statistical analysis shows that their classification accuracy results have their own good features.



Figure 17 shows Alpha 1, Charlie 2, and Bravo 3 statistical analyses as violin plots. There are two purposes for using violin plots to show the results of statistical analysis: First, the two models’ classification accuracy results can be compared intuitively. Second, it can use kernel density to explore and infer the new classification accuracy for possible distribution range when data quantity further increases. In Figure 17A,B, the widest border of the violin plot is 70%. The bandwidth extended automatically, the mean ± 1 SD, and the distribution of the scatter is in a unsettled state. The whole violin distribution is kernel smooth. In each chart, we used a semi-violin plot combined with a semi-scatter plot. The purpose is to better express the connection between the inferred kernel density and the scatter distribution density. In Figure 17A, the SVM violin’s widest border range is located in 0.6–0.7, 0.65–0.75, and 0.7–0.8, which means that the largest kernel density range is also located in this region. Moreover, further analysis shows that in these three locations, the corresponding scatter distribution is also the most concentrated. Therefore, we can use the mean value to infer the maximum kernel density to be 0.62, 0.66, and 0.73 (in charts, the solid dot presents the whole mean value; the maximum kernel density zone is the location of that hollow dot above the solid dot). Similarly, in Figure 17B, we also obtain the maximum kernel density ranges to be 0.8–0.9, 0.7–0.8, and 0.8–0.9, and the corresponding values are 0.84, 0.74, and 0.83. Then, we fuse the two models’ analysis results into one chart in Figure 17C for comparison. In Figure 17C, we keep the parameters unchanged and normalize the violin curve to represent the kernel density distributions more smoothly and accurately. The kernel density location is slightly adjusted after distribution curve normalization. This may be caused by function judgement, because the whole mean situation and scatter distribution situation will affect the function judgement. Therefore, the new kernel density ranges are SVM: 0.5–0.65, 0.5–0.7, and 0.6–0.75; FNN: 0.55–0.9, 0.5–0.75, and 0.6–0.85. According to the new kernel density distribution range, it can be seen that the results of the SVM and KNN are approached. Different from the box plot analysis results in Figure 16, the kernel density distribution normalized in the SVM and KNN tends toward equality. This means that within the new density distribution range, the data dispersion and convergence are similar. This is beneficial for KNN, because in the previous analysis, KNN data distribution was discrete. But this problem was solved by kernel density normalization. To obtain this result, we usually need to sacrifice a portion of the classification accuracy value. In Figure 17C, the KNN classification accuracy kernel density distribution range is still higher than that of the SVM. Although the kernel density distribution is normalized, it does not cause the value of KNN to decrease to the same value as SVM. This also shows that the classification result of KNN is much better than the SVM.



Figure 18 shows the analysis results of all classification accuracies of the SVM and KNN by using density plots. In Figure 18, the horizontal axes represent the SVM, the vertical axes represent KNN, and the color shade represents the data point density. The density parameter is defined by the discreteness of the scatter distribution of Acc. We used these two axes to build an enclosed quadrant and set the lower left quadrant corner as the origin to construct a coordinate system. In the whole upper right corner quadrant, a large amount of higher-density shade appears. This means that almost all the SVM and KNN classification accuracy distribution range is focused on the higher values region. At the same time, it also means that the model classification capabilities are very strong. During this period, the classification accuracy results analysis of Alpha 1 and Charlie 2 were not separate to Bravo 3. The reason why we did not separately analyze them is that in previous statistical analyses the model classification accuracy results of these two kinds of damage were similar. Therefore, they can be placed together for analysis. In the following receiver operating characteristic (ROC) curve analysis, we also no longer consider separate analyses of these two kinds of different damage classification accuracy. In addition, the ROC curve analysis is mainly used to judge whether the classification results are reliable. Therefore, the merging analysis will not affect the corresponding results.



Figure 19 shows the 15,842 pieces of epoch classification accuracy results that were obtained by the SVM and KNN. In Figure 19, the horizontal axis represents specificity and the vertical axis represents sensitivity. At the same time, the specificity represents the false positive rate, and the sensitivity represents the true positive rate. This means that within the quadrant enclosed by the coordinate axes, the closer the curve tends to the upper left corner quadrant, the closer the results tend toward the true value (Figure 19A,B). In order to represent the area under the curve (AUC) range more clearly, we use a ribbon radiation pattern for the plot (Figure 19C,D). The deeper the color band, the closer the true value. Therefore, the direction of the radiation should be diffused from the upper left corner. The ratio of positive state to negative state is 25:143, and the high value corresponding to the positive state is the test direction. The diagonal reference line runs through the image center. Standard error and a confidence level of 95% are used. According to the ROC curve analysis result, for the SVM, AUC is 0.89; standard error is 0.05; asymptotic probability is <0.0001; 95% LCL is 0.79; 95% UCL is 0.98. For KNN, AUC is 0.88; standard error is 0.08; asymptotic probability is 6.73542 × 10−4; 95% LCL is 0.72; 95% UCL is 1.03 (Table 2). For the SVM, the AUC is 0.89, which is >0.5, and for KNN, the AUC is 0.88, which is also >0.5. Both of these curves are located in the diagonal reference line upper left corner and biased towards the entire upper left corner quadrant. In addition, the AUCs of the SVM and KNN are 0.88 and 0.89, which are quite close to the high accuracy standard for 0.9. This indicates that the generalization ability and classification accuracy of these two models are strong, with a good application value.





3.2. Experiment 2: The AI Prediction Solution of Aviation


In Experiment 2, we chose the third machine learning model for prediction of the aerostructure surface damage. According to the results of Experiment 1, we found that the neural network model is more suitable for this kind of data for training and testing. During the previous process of data preprocessing, we used the simulated stepping to make the data links have a forward transmission capability. Therefore, in Experiment 3, it is more appropriate to choose a neural network that has a forward transmission capability for prediction. The feedforward neural network (FNN) has a forward transitivity based on time course. On each layer of the network, the information transmission direction is one-way forward. This feature gives a great advantage in dealing with corresponding time and event problems. The simulated stepping we designed also has these kinds of features. When the stepping transmission started, one beat corresponding to one clock was also transmission forward. During the time transmission forward process, it is irreversible. It can be understood as that the past time will no longer appear in reverse. Therefore, in Experiment 2, we chose the FNN for aerostructure surface damage prediction.



3.2.1. Performance of Model Learning Ability—Loss Function


Figure 20 shows the FNN function loss value situation during the prediction of some parts for Alpha 1, Charlie 2, and Bravo 3. We choose the learning rate as α = 0.01, iterating 4616, 5387, and 5839 epochs of Alpha 1, Charlie 2, and Bravo 3 for 1000 times. Then, each cost function was output 10 times. The loss values and iteration times that were obtained are shown in Figure 20. In Figure 20, the results show that in each test, the loss values obtained are decreasing steadily. It means the learning rate chosen is correct. It also means that during the learning process, the model is constrained and shows a linear downwards trend. During the model learning process, the data information loss is within the normal range. We chose each 10 times of iterations as one output. Therefore, in Figure 20, one unit on the horizontal axis represents 10 times of iterations. It means that during the 1000 iterations, each 10 times are one output, totaling 100 times.




3.2.2. Prediction Results and Assignments


Figure 21 shows the prediction results of the FNN, comparing the predicted value with the true value. The horizontal axis shows the epochs of different kinds of parts of aircraft, and the vertical axis shows the codes of different kinds of damage. When we obtained the predicted result of FNN, we simultaneously assigned values (Table 3). We define the difference between the predicted value and the true value as the classification accuracy value (i.e., p value divided by T value multiplied by 100%). Figure 21 shows the predicted results of a few aircraft parts. The region enclosed by the two green dotted lines is the target prediction parts. It can be found that when predicted for a certain part, the distance between the true value (red triangle) and the predicted value (blue square) is close or almost covered by each other. However, the distances between the predicted value and true value of other parts are far, which means that the predicted results for them are not very consistent. It should be noted that the vertical axis value represents a new kind of damage label that was obtained by FNN predictions. It was obtained by assignment with the FNN prediction result. When the predicted value is closer to the neighboring target value, this means it is closer to the true value. It also means that the model-predicted results are better. Conversely, when the difference between the predicted value and the neighboring target value is far, it means that the predicted result has a less strong correlation with the true value. During this period, the model prediction performance is poor. Therefore, it can be concluded that when we make a prediction for given aircraft parts, theoretically, the predicted value obtained should be close to the neighboring target value, which is close to the true value. But, at the same time, we also obtained the predicted results of the other parts that are located far away from the predicted part we have given. The predicted results of other parts are usually not good, which means that they are not very well correlated with the true values. However, there have occasionally appeared special cases. Outside of the target prediction section, the same situation occurs, that the high predicted value is close to the true value. The reason why this phenomenon occurred is mainly caused by each part of the aircraft being divided into LH and RH, because the aircraft left and right sides are symmetrical. For example, when we need to predict the damage on the left wings upper, the same high predicted value may also occur at the right wings upper. This phenomenon is normal, because when we are using the FNN to make a prediction for a certain part of the aircraft, at the same time, the whole aircraft damage is being predicted. Compared with the other parts, the right wing has more similar features to the target left wing. Therefore, it is actually reasonable for the model to make a high prediction.



Table 3 shows the prediction quantitative results of Figure 21 using numerical values. The table shows all parts of Alpha 1, Charlie 2, and Bravo 3. In some parts, the value is blank. The reason is that those parts have no history of damage. The learning features of machine learning are trained and tested based on existing data. Therefore, when no definite damage has occurred, the model cannot conduct prediction according to the historical damage records. In Table 3, the predicted value and true value of the FNN damage label are defined by the model’s own calculations, but the classification labels are defined before the data training and testing. In Table 3, most different parts’ T value and p value classification accuracy stay in the 80% to 90% range, and the LH-fuselage-AFT and LH-fuselage-FWD are lower, which are 76.7% and 79.3%. The classification accuracies of LH-wings-lower, RH-wings-lower, and RH-wings-upper are very high, and can reach 99.1%, 99.1%, and 99.3%. The reason why different parts have different classification accuracies may be caused by data quantity. The different quantities of data are mainly based on the actual damage number to be determined. In practice, the wing area is larger than the fuselage area. Therefore, during the flight process, it suffers damage more easily. The number of damages and the occurrence rate of damages on the wing are much greater than those on the fuselage.



Finally, in Experiment 2, we analyzed the results of using the FNN to predict the damage of one aircraft. The purpose of this experiment was to verify whether machine learning can be used to predict the aerostructure surface damage, which is based on historical records, to ultimately achieve the purpose of prevention. Therefore, the results of Experiment 2 are really important for the next work having a connecting role in the whole work. In summary, the results of Experiment 2 show that machine learning can be used to predict aerostructure surface damage, which is based on historical records and the parts location to make effective predictions. This result also suggests another possibility for using the predicted results obtained by machine learning to construct an aerostructure surface damage.





3.3. Experiment 3: The Simulation Solution of Aerostructure Surface Damage


The aerostructure surface damage simulation method can be summed up as follows: According to the result of the predicted difference value, we build a 3D matrix (three-dimensional matrix), then simulate and map it to the surface of the aerostructure model. Essentially, the aerostructure surface simulation problem is a mapping problem. Considering the change in spatial location, it is necessary to reconstruct a new coordinate position system in different parts to achieve the matching of the constructed simulated damage. In this work, we use the method of reconstruction for aerostructure surface damage simulation and mapping. Then, we can simply summarize the problem as determining how to superimpose the two image layers (Figure 22). The first image layer is a 3D damage simulation layer, which is built by the predicted result difference values. The second image layer is an aerostructure surface location mapping layer, which is built by the Fly away mods. All coordinate position determinations and each aircraft part division are based on the main systems of Station lines (STA 0.0), Water lines (WL), and Butt lines (BL) used by Boeing and Airbus. Finally, by superimposing and merging these two layers, we will obtain the new reconstruction layer.



3.3.1. Machine Learning Predicted Result—Guided 3D Damage Simulation


Usually, the historical damage textual description records the detail repair information during the maintenance period. It can be consulted by the engineer for reference [45]. Machine learning has the strong power of learning and prediction, which can quantify the maintenance damage information. However, it also has its own flaws. Since the result it obtains is often a numerical value, building an effective connection with raw information to better express the internal relevance is very important [46,47]. Therefore, considering that the numerical value and textual representations are abstract, we propose to use machine learning predicted results combined with data visualization for 3D reconstruction in this experiment. The advantages of using machine learning predicted results to reconstruct the aerostructure surface damage are the following: Firstly, the predicted results can be more intuitively represented by a 3D matrix data visualization, which can help maintenance engineers and relevant users better understand their meaning [45]. Secondly, the 3D data image that is based on the predicted results can also be used for the higher-dimensional structural curved surface fitting in the future. At this point, it makes up for the traditional historical damage record information transmission deficiencies. We performed 3D damage simulation experiments with data from Alpha 1, Charlie 2, and Bravo 3. Then, the 3D damage simulation border was defined based on the FNN predicted value results. The proposal is to make the predicted value results intuitively expressed in 3D graphics.



Figure 23 and Figure 24 show the results of using a 3D matrix to simulate the damage. The damage simulation is based on the FNN predicted results of Alpha 1, Charlie 2, and Bravo 3. The 3D topographic map shows the damage simulated graphics of all three aircraft in each part. The construction of the damage simulated graphics is based on the FNN predicted difference values. The difference values are generated by the damage truth values minus the FNN predicted values. They come from the different locations of Table 3. These difference values are the basic elements that constructed the point cloud. We found that the point cloud that constructed new damage simulation graphics surrounded the predicted values. They were centered on the predicted values and decreased sequentially to the periphery. This is because we used gradient descent to define the damage border.



In Figure 23 and Figure 24, we compressed the 3D damage simulated graphics. After compression, the raw 3D image was changed into a flat layer with 3D information [48,49,50]. Then, it was further transformed into the compressed layer. After being transformed, the compressed layer became the 3D damage simulated layer, which is what we need. The main purpose of compression is to make the raw 3D structure and change it to a 2D structure, but during this process, the third-dimension information is not lost, and is still shown in color. This result provides the possibility to directly present the machine learning predicted value result as a visualization. It also shows that it will play an important role in the subsequent reconstruction process.




3.3.2. Machine Learning Predicted Result—Guided Aerostructure Surface Damage Reconstruction


Figure 25 and Figure 26 show the results of aerostructure surface damage reconstruction based on machine learning prediction. According to the constructed 3D damage simulation topographic map based on the predicted results of the FNN, we are mapping the first image layer to the second image layer. In each image layer, the horizontal and vertical axes of reconstructed new coordinate are represented by two yellow lines. In the first image layer, the deeper the red color means the smaller the difference between the p value and T value, the higher the result of classification accuracy, and the greater the probability of the reappearance of the damage. Therefore, the damage simulation can better describe and explain the probability of damage that may reappear in the same location in the future. The reconstructed location is still guided by the machine learning predicted results. According to the reconstruction results, it was found that in the parts of the wing, damage usually occurred on the slat and flap. These damages are usually located on the border of the wing, with “Dent” easily caused by various collisions. In the parts of the fuselage, the damage usually occurs on doors, windows, and lower fuselage. These “Dent” damages are usually caused by collisions such as cargo handling, cart movement, etc.



Figure 27 and Figure 28 show the heat map results of simulated damage and reconstructed location. The purpose of using a heat map is as follows: First, improving the reconstruction results’ recognized ability. Second, preparing for the image recognition based on AI deep learning [51]. Third, supplying the support of the curved surface simulation by the Fourier transform. In Figure 27 and Figure 28, all three aircraft parts’ damage simulation and location reconstruction are transformed for heat maps. Through independent analysis of each part, it was found that the heat map presentation results of target damage are good. They are basically consistent with the raw image location.






4. Discussion


The purposes of this study are as follows: First, to test whether aerostructure surface damage can be classified and predicted by machine learning; second, to determine whether prediction results can be simulated and mapped by reconstruction. After analyzing the raw data features and exploring the different kinds of damage classification and verification, we obtained a 3D damage simulated matrix. Based on the prediction results of the machine learning model, reconstructing the aerostructure surface damage was made possible. Our results reveal that machine learning predictions can not only reflect a quantified value of prediction result but they can also be used to simulate and map the spatial location. To investigate the data features, we designed a series of experiments. These simulated stepping experiments revealed the correlation between each item in the data, as evidenced by the Pearson correlation coefficient. We also provided evidence that the data links based on simulated stepping have a feedforward transitivity and linear mechanism. It is important to note that these experiments can support and enhance the data internal logical connection during the period of data augmentation. They reveal the specificity of different classifications in different aircraft in different kinds of damages using machine learning. They confirmed the relationship between the FNN time course to the maintenance life-cycle and firmly linked the times to events. Finally, they simulated and mapped the damage location of these results and showed that there are, indeed, machine learning predicted results that can be represented in other forms. In general, our three experimental results provide and support exploration of the aerostructure surface damage digital simulation through machine learning; this reconstructs the reference location of the predicted result from a 3D matrix of point cloud simulation.



The data links feedforward transmission stage reflects the situation of damage spatial location during the forward stepping. Therefore, it seems that on the nodes of data links, there appears to be some kind of connection related to temporal and spatial dimension. There is one piece of evidence that can prove this hypothesis. If the superposition of forward stepping of new nodes leads to increased data quantity, the correlation between each item of the data can be enhanced. However, it will significantly increase the complexity of the data information and construction. We find that the data augmentation causes the correlation coefficient of each new starting node to increase linearly.



The aerostructure surface damage simulation is constructed by the difference of p value and T value. In our experiments, we did not directly use the p value as the element to construct the 3D matrix. This is consistent with the mechanism of the prediction result which was obtained by learning and testing with machine learning on existing data. Usually, the p value is obtained based on the T value. Although the p value can be directly chosen as an element to construct the 3D damage simulation matrix, machine learning will indiscriminately assign a p value to all objects. Moreover, the predicted p values obtained that were out of the target prediction region are of no use for this study.



According to the whole experimental results performance, we found that a few systems are working independently of each other. For example, after we obtained the machine learning predicted results, during the process of using predicted results to simulate the 3D damage matrix, it needed human calculation for assistance. In general, human intervention is necessary to control the direction that processes tend to take, unless the initial population of data is disproportionately large. Although we have discovered its conversion mechanism, the calculation process is still quite complex. Therefore, only by solving the generalization problem between each independent system can we reach a high effective application state.



In conclusion, through the simulated stepping of data augmentation and the classification of machine learning of different kinds of damage, we provide direct evidence that machine learning can predict aerostructure surface damage and guide simulated mapping and reconstructed location.




5. Conclusions


Previous scientific studies have explored aircraft engine and blade damage repair and simulation based on DT [52,53,54,55,56,57,58,59]. However, there is no clear conclusion on the prevention of aerostructure surface damage. Therefore, it is important to investigate the mechanism by which aerostructure surface damage occurs and predict the probability that it may reappear in the future [60,61]. Our study specifically examines the digital reconstruction of aerostructure surface damage. These digital reconstructions further explore the damage type and result prediction. Based on experiment results, the conclusions are as follows: (1) Machine learning can effectively recognize the different kinds of descriptive damage data that have internal logical relationships. (2) Based on the machine learning recognition result, the same data can be effectively predicted. (3) Under the guidance of the machine learning prediction results, the 3D matrix of damage simulation can be mapped onto the aerostructure surface model through reconstruction.



Compared with previous studies, in this work, the main innovations are the following: Through encoding, the raw damage text description record was transformed into digital language that could be understood by machine learning and be successfully recognized and predicted by machine learning. Through reconstruction, the prediction results of machine learning were presented in the form of heat map images with the images of the aircraft which can easily and intuitively be understood by the aircraft maintenance engineer or other Maintenance, Repair, Overhaul (MRO) relevant users. In the future, with additional and different kinds of damage data, the number and variety of heat maps will also increase. These heat maps were obtained based on the generated results of this work. These heat maps can be used to build a damage prediction image gallery. Then, in the future, this damage prediction image gallery can provide raw research information for the use of image recognition based on AI deep learning. At the same time, by fusing the AI image recognition model with the machine learning prediction model, it is possible to build a large model. In this large model, the AI image recognition results can be used to enhance the robustness of the machine learning prediction model. When the machine learning prediction model’s efficiency improves, it will also upgrade the accuracy of the generated images. Finally, it forms a closed inner loop inside the large model for self-training and testing. The reconstructed heat maps resulting from this work also provide the possibility for simulated nondestructive inspection in the future. We will use Fourier transforms of the 3D damage matrix for curved surface simulation to show the damage extent. In the future, the results of this work will provide basic and useful information for further research in the field of aerostructure surface damage.
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Figure 1. Aerostructure surface damage digital reconstruction framework. 
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Figure 2. Raw data encoding process. 
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Figure 3. Simple statistical analysis. 
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Figure 4. Pearson correlation coefficient analysis. 
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Figure 5. Simulated stepping and simulated data links. 
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Figure 6. The growth rate of correlation coefficients after simulated stepping superimposition. 
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Figure 7. The process of data training, testing, and classifying. 
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Figure 8. The decision-making role of k-value in KNN analysis. 
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Figure 9. The result of k-value parameter adjusting. 
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Figure 10. Feedforward neural network framework. 
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Figure 11. Point cloud building and mapping. 
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Figure 12. The classification results of the SVM and KNN for Alpha 1, Charlie 2, and Bravo 3. 
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Figure 13. The logistic fit result of the SVM and the FNN classification accuracy for Alpha 1, Charlie 2, and Bravo 3. 
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Figure 14. The linear fit results of the SVM and the FNN classification accuracy for Alpha 1, Charlie 2, and Bravo 3. 
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Figure 15. The mean value analysis of the SVM and KNN classification performances. 
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Figure 16. The box plot statistical analysis of the SVM and KNN for Alpha 1, Charlie 2, and Bravo 3. 
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Figure 17. The violin plot of the SVM and KNN for Alpha 1, Charlie 2, and Bravo 3. 
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Figure 18. The density analysis of classification results for the SVM and KNN. 
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Figure 19. ROC curve of the SVM and KNN. 
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Figure 20. The function loss value and the iteration times. 
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Figure 21. The prediction results of Alpha 1, Charlie 2, and Bravo 3. 
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Figure 22. The mapping process of 3D damage simulated layer and aerostructure surface location layer. 
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Figure 23. The 3D damage simulation of the wings. 
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Figure 24. The 3D damage simulation of the fuselage and the stabilizer. 
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Figure 25. Wing and stabilizer surface damage reconstruction. 
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Figure 26. Fuselage surface damage reconstruction. 
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Figure 27. The surface damage thermal infrared imaging of the wing and the stabilizer. 
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Figure 28. The surface damage thermal infrared imaging of the fuselage. 






Figure 28. The surface damage thermal infrared imaging of the fuselage.
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Table 1. The raw textual content encoding.
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ATA

	
Zone

	
Aircraft

	
Parts

	
Location

	
Damage Type






	
Fuselage

	
53

	
Fuselage lower
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LH

	
1

	
AFT

	
1

	
0–9999

	
Others

	
1




	
Doors
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Fuselage top
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RH

	
2

	
FWD
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Dent
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Wings
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Doors
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Fairing

	
3

	

	




	
Nacelles
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Left wing
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Upper

	
4

	

	




	
Stabilizers

	
55

	
Right wing
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5
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300
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Vertical
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Horizontal lower

	
9
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10

	

	











 





Table 2. ROC curve analysis results.






Table 2. ROC curve analysis results.













	
	Area
	Standard Error
	Asymptotic Prob
	95% LCL
	95% UCL





	SVM
	0.88699
	0.04975
	<0.0001
	0.78949
	0.9845



	KNN
	0.87755
	0.07862
	6.73542 × 10−4
	0.72347
	1.03164










 





Table 3. The predicted value and true value of the FNN.
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Location
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Trues

	
Predict

	
ACC

	
Trues

	
Predict

	
ACC

	
Trues

	
Predict

	
ACC






	
LH-wings-upper

	
−0.08

	
−0.07
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−0.31
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−0.28

	
0.92




	
LH-fuselage-AFT

	
−0.08
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−0.16

	
0.98

	

	

	




	
RH-fuselage-FWD

	

	

	

	
−0.15

	
−0.16

	
0.98

	

	

	




	
RH-fuselage-AFT

	
−0.08

	
−0.07

	
0.89

	
−0.15

	
−0.12

	
0.81

	
−0.26

	
−0.28

	
0.94




	
RH-door-AFT

	

	

	

	
−0.15

	
−0.17

	
0.89
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