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Abstract: Advances in deep submicron semiconductor technology have increased the sig-
nificance of studying soft errors caused by atmospheric radiation in avionics systems. At-
mospheric radiation particles, such as protons and neutrons, can induce Single Event Up-
sets (SEUs) in sensitive electronic components, leading to system malfunctions and data 
corruption. Traditional reliability analysis based on older IC or LSI components may fail 
to account for radiation-induced effects. However, modern avionics systems equipped 
with state-of-the-art VLSI components are increasingly susceptible to Single Event Upsets 
(SEUs), potentially leading to underestimated failure rates in these advanced systems. 
This study introduces an integrated failure rate analysis that incorporates both the physics 
of failure rates resulting from aging and wear-out and soft error rates induced by atmos-
pheric radiation. The proposed failure rate analysis of the reliability of avionics operating 
at altitudes of up to 18 km by combining the physics of failure rates with radiation-in-
duced failure rates was derived using a semi-empirical SEU estimation method. Case 
studies using the Zynq 7000 board, sourced from AMD (San Jose, USA), confirmed that 
the integrated failure rate analysis provides more accurate reliability predictions com-
pared to conventional analysis. This approach is expected to improve the accuracy of 
safety assessments during the preliminary development stages, leading to a shortened 
development timeline and enhanced design quality. 
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1. Introduction 
Advances in deep submicron semiconductor technology have increased the signifi-

cance of studying soft errors caused by atmospheric radiation in avionics systems [1–5]. 
Atmospheric radiation, also called secondary cosmic radiation, consists of particles (pro-
tons, neutrons, muons, etc.) that penetrate the Earth’s magnetic field, reach the atmos-
phere, and interact with the internal structure of the VLSI components. This can result in 
a Single Event Upset (SEU) in data storage devices such as memory, flip-flops, and latches 
[1]. An SEU in memory or an SET in a logic circuit can propagate once latched, potentially 
leading to system errors. This propagation may result in unintended bit flips and subse-
quent system malfunctions. Recent studies have shown that as semiconductor processes 
become more miniaturized, the risk of SEUs increases [2]. As VLSI technology continues 
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to scale down to the nanoscale, the impact of atmospheric radiation becomes increasingly 
significant. 

Traditional reliability analysis of avionics boards predominantly relies on failure rate 
data associated with aging derived from component manufacturing processes and opera-
tional environment conditions. Typical hardware reliability analyses for electronic equip-
ment use MIL-HDBK-217, etc. [6–8]. These techniques do not accurately reflect the actual 
operating environment due to the lack of sufficient field failure rates and rapidly devel-
oping VLSI technologies [9]. To improve the accuracy of aging-related failure rate data, 
the physics of failure (PoF) analysis are introduced [10,11]. PoF analysis involves digital 
modeling of the target system by considering component elements and analyzing it by 
incorporating operating environment parameters. Compared to conventional reliability 
analysis methods, PoF analysis can provide a more detailed analysis of electronic equip-
ment. 

In addition to aging-related failure rates, the reliability analysis of modern avionics 
systems equipped with state-of-the-art VLSI components must account for the radiation-
induced failure rates caused by atmospheric radiation. This radiation is known to induce 
transient faults, which can significantly impact the performance and reliability of na-
noscale VLSI components in modern avionics systems [12,13]. 

Atmospheric radiation primarily causes failures such as bit flipping in memory. This 
atmospheric radiation increases with altitude, peaking at its highest levels around 18 km 
[14–16]. At subsonic flight altitudes (12 km), particle fluxes are approximately 300 times 
greater than at sea level, and at 18 km, they are 500 times higher [14]. Considering that 
avionics consist of large numbers of memory-based devices, these radiation events cannot 
be ignored [15,16]. Currently, the reliability of avionics at high operational altitudes is 
relatively underestimated, which negatively impacts both aircraft maintenance and safety. 

The goal of this study is to develop an integrated failure rate (IFR) analysis combining 
aging-related failures with soft error rates induced by atmospheric radiation. The IFR 
analysis is defined as the sum of two components: a physics of failure-based aging-related 
failure rate that incorporates environmental stressors and a soft error rate that captures 
the failure rate due to radiation effects from atmospheric particles. To calculate the aging-
related failure rate, the model integrates component information of the target electronic 
system board along with key operating environment parameters such as temperature and 
operational time. This calculation is based on a physics of failure methodology that reflects 
the physical degradation processes occurring in the system. Meanwhile, the radiation-in-
duced failure rate is determined using a semi-empirical soft error rate (SER) estimation 
approach, which estimates the system failure rate resulting from Single Event Upsets 
(SEUs) caused by atmospheric radiation [17]. In this study, statistical fault injection simu-
lations were conducted to quantify system failures arising from soft errors. 

The proposed IFR analysis method has the following advantages: (1) It can reduce 
hardware design costs by allowing the use of the commercial FPGA board based on hard-
ware IP and mission time during the preliminary development phase. (2) It improves ac-
curacy by comprehensively evaluating various factors affecting the reliability of electronic 
components. As a result, the proposed integrated failure rate analysis method enables 
system safety analysis with improved accuracy during the preliminary development 
phase. In the development of avionics systems, where effectively managing costs and 
timelines is crucial, our approach may help optimize system development expenses while 
enhancing safety and reliability. 

A case study was conducted to validate the proposed IFR analysis, and the results 
confirmed that it provides more accurate failure rate estimations compared to existing 
estimation methods. Twenty-three benchmark hardware IPs at various levels were 
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selected targeting the Zynq 7000 board, and their aging failure rate and radiation failure 
rates were calculated. For the calculation of the aging failure rate, the PoF analysis was 
conducted based on the temperature profile prepared according to MIL-STD-810H after 
modeling the target board [18]. For the calculation of the radiation failure rate, a statistical 
fault injection test was performed using the Verilog Fault Injector tool, and a semi-empir-
ical SER estimation model was applied. The failure rates of two Circuit Card Assemblies 
from Northrop Grumman’s MODAR program were compared with the failure rate esti-
mated using the IFR method [6]. The results showed an error margin of less than 1% at 
13,000 h of operation, confirming the accuracy and validity of the IFR analysis. 

The remainder of this document is organized as follows: Section 2 discusses the cur-
rent failure rate analysis methods and raises questions regarding their effectiveness. Sec-
tion 3 introduces the concept of the integrated failure rate and explains how it can be cal-
culated. Section 4 analyzes the integrated failure rate for various benchmark circuits and 
compares the previous failure rate analysis with field data. Finally, Section 5 concludes 
the paper. 

2. Background 
Section 2 discusses the impact of space atmospheric radiation on the reliability of 

electronic equipment, as well as various methodologies for analyzing this phenomenon 
and the limitations of existing reliability assessment approaches. Section 2.1 explains the 
causes of space atmospheric radiation and how this radiation affects the reliability of elec-
tronic equipment. Section 2.2 introduces methods for analyzing the reliability of electronic 
equipment in relation to space radiation, discussing the advantages and disadvantages of 
each method. Section 2.3 reviews existing reliability methodologies for electronic equip-
ment and explains the limitations of these approaches in adequately accounting for space 
atmospheric radiation. 

2.1. Atmospheric Radiation Effects on Avionics 

As semiconductor process technology becomes more sophisticated, the number of 
defects caused by soft errors is increasing [13,19]. In particular, single event upsets (SEUs) 
in memory or SETs in logic circuits, which may propagate and cause system errors if 
latched, can result in unintended bit flips and system malfunctions. These phenomena 
occur mainly when high-energy ionized particles, such as cosmic rays, collide with the 
semiconductor structures of electronic devices, including field programmable gate arrays 
(FPGAs). These cosmic rays are emitted directly from the outer environment of space, 
including primary cosmic rays (PCR) and secondary cosmic rays (SCR), which are gener-
ated as primary cosmic rays enter the Earth’s atmosphere. In this study, we focus exclu-
sively on secondary cosmic rays. 

Secondary cosmic rays consist of approximately three particles per cm2s and are pro-
duced by collisions with air atoms such as nitrogen and oxygen when primary cosmic 
rays enter the Earth’s atmosphere [20]. These secondary cosmic rays initially exist in small 
numbers, but their quantity increases as they interact with more atoms and undergo a 
multi-step particle process. Most of the charged particles produced recombine, and neu-
tral particles, such as neutrons, lose energy as they travel through the atmosphere toward 
the Earth, eventually being mostly absorbed. However, some neutrons reach the ground, 
which is a major contributor to single event upsets (SEUs) in electronic devices. In other 
words, the soft errors that occur in the geosphere are effects of secondary cosmic rays. 

Failures of electronic equipment exposed to cosmic atmospheric radiation are classi-
fied into two types: Total Ionizing Dose (TID) and Single Event Effect (SEE) failures [21,22]. 
Regular replacement intervals can prevent serious failures caused by TIDs. However, soft 
errors caused by SEEs are random and temporary, so they cannot be resolved by 



Aerospace 2025, 12, 118 4 of 24 
 

 

replacement cycles alone. Therefore, it is important to assess the impact of these failures 
in advance. To achieve this, the soft error rate (SER) is used as a representative indicator 
to assess the probability of a soft error occurring per hour [23]. 

2.2. Trends and Advances in Radiation-Induced Failure Rate Analysis 

The most direct and traditional method for measuring the Soft Error Rate (SER) is 
radiation testing [24–28]. Radiation testing evaluates the SER of a substrate by emitting 
various particles using a particle accelerator to simulate the actual conditions of the target 
substrate. These testing methods can be broadly categorized into two groups: 

The first group consists of particle beam-based tests, which use high-energy particles 
such as heavy ions, protons, and neutrons to assess soft errors [24–26]. Heavy ion beam 
testing allows for precise SER analysis by emitting small particles; however, the high costs 
associated with the specialized facilities required for ion generation are a significant draw-
back [25]. Proton and neutron beam tests are also utilized for SER evaluation tailored to 
their respective environments, effectively simulating both space radiation and terrestrial 
conditions through the use of various particle types [5,26]. 

The second group comprises laser-based tests, which inject defects by generating 
electron–hole pairs within semiconductors using lasers [27,28]. Laser-based methods offer 
the advantages of relatively lower equipment costs and the ability to precisely inject de-
fects at specific locations. However, due to the larger particle size, their precision may be 
inferior compared to particle beam-based tests. These hardware defect injection methods 
provide common benefits such as short processing times, low complexity, and accurate 
SER evaluation from a system perspective. Nevertheless, they also present specific chal-
lenges, including evaluation costs, reproducibility of test results, and defect propagation 
analysis. 

Various software simulation approaches have been investigated to mitigate the high 
costs associated with cosmic radiation testing [29–36]. These approaches utilize simula-
tion-based fault injection platforms to analyze the soft error rate (SER) of circuits. Simula-
tion methods are broadly categorized into (1) static approaches and (2) dynamic ap-
proaches. 

1. Static approaches analyze SER using semiotic methods and algebraic or probabilistic 
techniques based on specific data structures [29–32]. 

2. Dynamic approaches inject faults into the circuit and then perform simulations to 
analyze SER [33–36]. 

This simulation analysis method is less expensive than radiation testing and provides 
more accurate sensitivity analysis because it can assess both SER and injection sites. How-
ever, as the complexity of the analyzed circuit increases, the simulation time becomes 
longer, and the difficulty of the analysis also increases. 

This study utilizes a kernel-based fault injection technique and a soft error rate (SER) 
estimation method employing a semi-empirical model. Existing simulation methods pri-
oritize the accuracy of SER estimation results, which necessitates numerous parameters 
and complex calculation processes, thereby making them difficult to apply. Consequently, 
SER analysis of complex and critical circuits in aerospace is not only challenging but also 
impractical due to computational time constraints. The SER estimation technique pre-
sented in this study is based on existing radiation information (Single Event Upset) and 
employs a kernel-based fault injection technique using the Architectural Vulnerability 
Factor (AVF). This approach allows for the rapid and straightforward estimation of the 
circuit’s approximate SER from the design stage. These features are summarized in Table 
1. 
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Table 1. Comparison of radiation failure rate methods [24–36]. 

Methods Test Duration 
Number of  

Test Devices Test Cost Complexity Accessibility 

Radiation Test Low High High Low Low 
Software Simulation High Low Middle High Middle 

Semi-Empirical Methods Middle Low Low Middle High 

2.3. Electronic Equipment Reliability Analysis Methods and Limitations 

MIL-HDBK-217 was first introduced in 1961 and has been widely used as a standard 
for predicting the reliability of electronic components and systems [8]. This handbook pro-
vides failure rate models for components such as integrated circuits, transistors, and ca-
pacitors. Initially focused on military and aerospace applications, its usage later expanded 
across various industries. However, since the 1980s, questions have been raised regarding 
the applicability and accuracy of MIL-HDBK-217 [10,37]. 

One of the key issues is the modeling approach that assumes a constant failure rate. 
Such an approach fails to capture the dynamic nature of actual electronic component fail-
ure rates, which change over time. Aishwarya Gaonkar et al. emphasize that modern elec-
tronic components generally begin to experience wear-out failure mechanisms early in 
their lifecycle, and a constant failure rate assumption does not adequately explain this 
behavior [38]. Additionally, Michael Pech and Wen-Chang Kang have pointed out that by 
neglecting factors such as design complexity, thermal interactions, and environmental in-
fluences on reliability, the handbook’s results can diverge significantly from actual data 
[39]. 

IEEE Standard 1413.1 proposes a more sophisticated approach to address these issues 
[37]. This standard aims to overcome the limitations of MIL-HDBK-217 by reflecting mul-
tiple failure mechanisms and emphasizing modeling based on real environmental data. 
Moreover, Georgia-Ann Klutke et al. have indicated that the bathtub curve model is un-
suitable for describing the failure rate trends of electronic systems, pointing out that the 
misinterpretation of historical data has led to inaccurate use of constant failure rate mod-
els [40]. 

In conclusion, while MIL-HDBK-217 was a useful tool in its early days, it has limita-
tions in reflecting the dynamic and complex characteristics of modern electronic compo-
nents and systems. Consequently, recent research and standards are moving toward inte-
grating physical failure mechanisms and experimental data to provide more accurate re-
liability predictions [41]. 

To overcome these limitations, the physics of failure (PoF) has emerged as a core ap-
proach in modern reliability design [42,43]. PoF is a reliability design methodology that 
investigates the failure mechanisms of components under appropriate conditions 
throughout their lifecycle. Such failure mechanisms typically arise from stresses or wear 
due to material selection, mechanical stress, electrical stress, thermal effects, and chemical 
interactions. While traditional MIL-HDBK-217 methodologies do not consider wear-out 
mechanisms, PoF supports modeling by using information such as component specifica-
tions and operating environments. Recent studies suggest that using calibrated prediction 
tools together with PoF models enables intelligent asset management, thereby improving 
availability and safety [10]. 

To support the reliability analysis techniques, various reliability analysis tools have 
been developed. These reliability models estimate the failure rate of integrated circuits 
(ICs) by collecting information on device components, environmental factors, or empirical 
data. However, these tools do not consider the internal characteristics of the device’s hard-
ware intellectual property (HW IP) or the effects of space radiation [11,12]. This omission 
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can lead to significant errors in reliability prediction for highly reliable electronic warfare 
systems. Therefore, it is essential to develop new modeling approaches that can effectively 
evaluate the reliability of systems operating at high altitudes. 

3. Reliability Analysis Method for Electronic Equipment Considering 
Atmospheric Radiation 

Section 3 describes an integrated failure rate analysis for evaluating the reliability of 
electronic equipment that accounts for atmospheric radiation from the early development 
stages. This analysis incorporates both internal factors, such as wear-out mechanisms, and 
external factors, such as space atmospheric radiation, to calculate the reliability of elec-
tronic equipment. These procedures can be summarized as shown in Figure 1. Section 3.1 
explains the integrated failure rate. Section 3.2 details a physics of failure (PoF) analysis 
method that leverages component information and operational environment data to re-
flect wear-out factors over time. Section 3.3 introduces a semi-empirical SER analysis 
method that employs statistical-based fault injection techniques to estimate system failure 
rates due to atmospheric radiation. 

 

Figure 1. Integrated failure rate analysis framework combining physics of failure and soft error rate 
methodologies. 

3.1. Integrated Failure Rate 

Using the sum-of-the-failure-rates method, we describe the integrated failure rate 
that combines the physics of failure (PoF) corresponding to the aging failure rate and the 
soft error rate due to space atmosphere radiation. The integrated failure rate (𝐼𝐹𝑅ௌ௬௦௧) 
is defined as the sum of the physics of failure rate (𝑃𝑜𝐹ௌ௬௦௧) derived from the physics of 
failure (PoF) analysis and the soft error rate (𝑆𝐸𝑅ௌ௬௦௧) obtained through the statistical 
fault injection test, as shown in Equation (1): 𝐼𝐹𝑅ௌ௬௦௧ = 𝑃𝑜𝐹ௌ௬௦௧ + 𝑆𝐸𝑅ௌ௬௦௧ (1) 

The physics of failure rates and soft error rates originate from distinct failure mecha-
nisms and can be considered independent. In the document “Failure Mechanisms and 
Models for Semiconductor Devices” (JEP-122F), it is noted that PoF models do not incor-
porate radiation-related parameters [44]. Furthermore, the NASA PoF Handbook states 
that PoF model equations do not include radiation parameters and that radiation-induced 
failures should be treated separately from wear-out and degradation [42]. Therefore, by 
applying the Sum-of-the-Failure-Rates Method as outlined in JEDEC JEP122E, the inte-
grated failure rate can be calculated by summing the physics of failure rate and soft error 
rate [44,45]. 

While this study analyzed PoF and SER independently, there is an opportunity to 
further explore how the aging of electronic components and the degradation of their phys-
ical properties might influence radiation-induced failures. Understanding these in-trac-
tions could enhance the reliability assessments of devices operating in radiation-prone 
environments over extended periods. Future research may consider developing more 
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integrated reliability models that account for the interplay between aging, wear-out mech-
anisms, and radiation sensitivity. 

3.2. Reliability Analysis Using Physics of Failure Rate Analysis 

3.2.1. Physics of Failure 

To predict product life using failure physics, we utilized Ansys’ Sherlock software 
(2024 R2). Sherlock software can predict the lifespan of a product by performing semicon-
ductor wear-out analysis on benchmark circuits. To conduct semiconductor wear-out 
analysis, information on semiconductor materials, property sizes, electrical properties, 
and operating conditions is required. Sherlock software estimates the system’s lifetime 
based on four failure models presented in JEP-122F: hot carrier injection, negative bias 
temperature instability, time-dependent dielectric breakdown, and electromigration [44]. 
We can calculate the failure rate of the system through four PoF analyses, as shown in 
Equation (2). 𝑃𝑜𝐹ௌ௬௦௧ = 𝑃𝑜𝐹ுூ + 𝑃𝑜𝐹ே்ூ + 𝑃𝑜𝐹் + 𝑃𝑜𝐹ாெ (2) 

Hot Carrier Injection (HCI, 𝑷𝒐𝑭𝑯𝑪𝑰): This phenomenon occurs when the threshold 
voltage of a transistor increases and the current decreases due to the presence of hot car-
riers. The likelihood of HCI/HCE increases with longer transistor lifespans or smaller tran-
sistor sizes. The mathematical formulation for 𝑃𝑜𝐹ுூ is presented as Equation (A1) in 
Appendix A. 

Negative Bias Temperature Instability (NBTI, 𝑷𝒐𝑭𝑵𝑩𝑻𝑰): When a device operates at 
high temperatures with a negative voltage applied to the gate, the device’s characteristics 
become unstable. Bias Temperature Instability is categorized into Positive Bias Tempera-
ture Instability (PBTI) occurring in NMOS transistors and Negative Bias Temperature In-
stability (NBTI) occurring in PMOS transistors. Notably, NBTI is more severe than PBTI 
and is therefore a primary focus in reliability analyses. A mathematical representation of 𝑃𝑜𝐹ே்ூ is included in Equation (A2) in Appendix A. 

Time-Dependent Dielectric Breakdown (TDDB, 𝑷𝒐𝑭𝑻𝑫𝑫𝑩): This phenomenon in-
volves the deterioration and eventual breakdown of the oxide film during prolonged op-
eration at low voltage. TDDB (Time-Dependent Dielectric Breakdown) can be divided into 
three distinct phases based on the time of occurrence. The Initial Failure Phase involves 
the destruction of the oxide film caused by pinholes. Next, the Accidental Failure Phase 
occurs, where destruction happens at weak points within the oxide film, such as voids. 
Finally, the Wear Failure Phase represents a gradual destruction that progresses based on 
the inherent characteristics of the material. The mathematical equations for 𝑃𝑜𝐹் are 
provided in Equation (A3) in Appendix A. 

Electromigration (EM, 𝑷𝒐𝑭𝑬𝑴): EM is the movement of metal atoms caused by the 
transfer of momentum between electrons and metal nuclei. This movement can result in 
voids, which may lead to open circuits, or hillocks, which can cause short circuits between 
wiring lines. The equation for 𝑃𝑜𝐹ாெ is elaborated in Equation (A4). 

Understanding and analyzing these failure mechanisms is essential for predicting 
product life and enhancing reliability. By comprehensively considering the impact and 
probability of each failure mode, the durability of a product can be strengthened from the 
design stage. This approach enables the early prediction of semiconductor device degra-
dation and the implementation of design improvements to minimize the likelihood of fail-
ure. Ultimately, an approach based on physics of failure contributes to increasing product 
reliability while reducing the costs associated with unplanned failures. 

3.2.2. Physics of Failure Analysis Simulation 



Aerospace 2025, 12, 118 8 of 24 
 

 

To analyze the physics of failure rate, we utilized Ansys Sherlock software to perform 
a PoF analysis on the IC chip of the target board component. The process comprised three 
main steps: environment and configuration setup, simulation, and PoF analysis. 

First, during the environment and configuration setup phase, the components and 
operating environment of the target system were modeled. Using the acquired IC data, a 
detailed component model was constructed in Sherlock by inputting information such as 
the package type, lead details, fabrication materials, electrical and thermal characteristics, 
and test acceleration factors. External environmental conditions, defined by standards like 
MIL-STD-810H, were incorporated, particularly temperature profiles, as shown in Figure 
2. This step simulated the environmental conditions the IC might encounter, forming a 
foundation for lifetime prediction and durability analysis. 

 

Figure 2. Electronic equipment operation and non-operating environmental temperature table by 
environmental category (MIL-STD-810H) [18]. 

Second, during the simulation stage, wear-out analysis of the IC was conducted using 
the configured component model and temperature profile. External IC information and 
predefined environmental conditions were used. The simulation output generated four 
physics of failure rate values, which were aggregated to produce a graph depicting the 
failure probability over time, as shown in Figure 3. 

 

Figure 3. Physics of failure graph. 
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Third, in the PoF analysis step, Sherlock software was used to estimate physical fail-
ure rates based on the modeled components and temperature profiles. A detailed descrip-
tion of these procedures is provided in Section 4.2. 

3.3. Radiation Failure Rate Analysis 

3.3.1. Semi-Empirical Soft Error Rate Estimation 

To obtain the integrated failure rate for the safety assessment at the preliminary de-
sign stage, it is necessary to include the radiation failure rate due to the particle interac-
tions in the atmospheric environment. In the preliminary development phase, the budget 
and the schedule for the radiation test may be limited. In this case, we may need a fast and 
cost-effective method to estimate the radiation failure rate that can be used to select the 
optimal fault tolerant avionics architecture. It is important to note that we have four types 
of fault-tolerant mechanisms (FTMs), which are the hardware, software, information, and 
temporal redundancies, and each type has hundreds of unique-fault tolerant mechanisms 
[46,47]. The semi-empirical SER estimation model has the advantage of calculating the 
atmospheric radiation failure rate using prior failure rate information and statistical fault 
injection campaign at the preliminary development phase [17]. At the system level, the 
integrated failure rate (𝑆𝐸𝑅ௌ௬௦௧) is presented as follows: 𝑆𝐸𝑅ௌ௬௦௧ = 𝐴𝑉𝐹௨௧  ×  𝐴𝑟𝑒𝑎 ×  𝑆𝐸𝑅௨௧  (3) 

The Architectural Vulnerability Factor (𝐴𝑉𝐹௨௧ ) quantifies the likelihood that a 
hardware fault will manifest as a software-visible error in a computing system. The 𝐴𝑉𝐹௨௧  is measured through statistical fault injection simulations. Bits are classified 
during fault injection testing into those that cause failures, known as ACE (Active Critical 
Errors) bits, and those that are masked, known as unACE bits. The 𝐴𝑉𝐹௨௧ is calculated 
as the ratio of ACE bits to the total number of bits in the circuit. 

The 𝐴𝑟𝑒𝑎 refers to the physical area of the actual circuit or system that is affected in 
the soft error rate calculation. This area is a key factor in determining the likelihood of 
exposure to external influences such as collisions with radiation particles or neutrons. 

The 𝑆𝐸𝑅௨௧  denotes the hourly probability of a soft error occurring within the 
system’s circuit. In order to calculate 𝑆𝐸𝑅௨௧ the atmospheric radiation failure rate at 
the circuit level, radiation acceleration test and circuit simulation data are required, as 
shown in Equation (4). Here, Φௗ௧ represents the flux of radiation particles incident 
on the circuit, and 𝜎௨௧ denotes the cross-sectional area where bit flips occur within 
the circuit. 𝑆𝐸𝑅௨௧ ≅ Φௗ௧  × 𝜎௨௧  (4) 

To obtain Φௗ௧, it is necessary to investigate the neutron flux and energy spec-
trum for each region of the system. Cosmic radiation particles are produced in the sun 
and reach Earth, where they decrease as they collide with the Earth’s magnetic field and 
atmosphere. The neutron flux and energy spectra are measured using extended energy 
spectroscopy [23,24]. The intensity of cosmic ray-induced neutrons in the atmosphere var-
ies with altitude, geomagnetic field position, and solar activity [48,49]. Therefore, in order 
to calculate the radiation failure rate, the effect of neutron flux must be examined, taking 
into account the operating area of the system (latitude/longitude), altitude, and time of 
operation (solar activity). The flux calculator supports the calculation of relative flux com-
patible with the JEDEC standard JESD89 [50] and calculates the radiation failure rate by 
considering the latitude, longitude, altitude, and solar modulation parameters of the sys-
tem’s operating location. Latitude is measured relative to the equator, with northern po-
sitions entered as positive values and southern positions as negative values. Longitude is 
based on the prime meridian, with western positions entered as positive values and 
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eastern positions as negative values. For altitude, either the height above sea level or the 
atmospheric pressure can be entered. The solar modulation parameter accounts for the 
effect of sunspot activity on neutron flux. For most calculations, this effect is less than 10% 
of the total flux, and a default value of 50% is sufficient. This parameter can be adjusted 
by entering a value between 0 and 100 to represent the modulation ratio. 

By employing a hardware fault injection approach, 𝜎௨௧ can be verified. The esti-
mate of the cross-section depends on the type of radiation particles emitted in the circuit 
and the amount of energy emitted in the circuit, in addition to the circuit characteristics 
such as the process of the semiconductor and the driving voltage/current/speed. To deter-
mine the estimate of the cross-section of the circuit, a test to reproduce the radiation envi-
ronment in space is necessary. The artificial space radiation environment reproduction 
facility uses a proton accelerator to radiate heavy ions into the target circuit to measure 
SEU. The estimate of the cross-section of the test circuit is calculated by obtaining the 
number of SEU occurrences compared to the total number of fluences emitted on the test 
board. The 𝜎௨௧ collects and analyzes the estimates of cross-section data published by 
research institutes. As a representative example, radiation testing results on a microcon-
troller conducted at TRIUMF, a Canadian particle accelerator facility, can be utilized for 
this purpose [5]. 

3.3.2. Statistical Fault Injection Simulation 

To calculate 𝐴𝑉𝐹௨௧, a statistical defect injection test based on a dynamic model 
was conducted. Dynamic model-based analysis methods inject defects into a viable model, 
collect and analyze the results, and statistically calculate the failure rate. Dynamic model-
based vulnerability analysis methods include (1) simulation-based fault injection and (2) 
emulation-based fault injection. Simulation-based fault injection methods perform Monte-
Carlo Fault Injection (MCFI) on the simulated model to calculate a statistically significant 
derating rate 𝐴𝑉𝐹௨௧ [51,52]. The advantage of simulation techniques is that the test 
method is simple and can be utilized in the early stages of system development. However, 
they often consume a lot of time due to the need for repeated simulations. Dynamic 
model-based analysis methods use an operational model or circuit for analysis, allowing 
the characteristics of the digital circuit’s usage to be reflected in the test results. Addition-
ally, vulnerability factor analysis can be conducted concurrently with development. How-
ever, conducting a large number of tests to obtain results requires a high-performance 
defect injection testing environment to support the process for 𝐴𝑉𝐹௨௧ analysis. 

For the purpose of analyzing the vulnerability factors of the hardware design model, 
the Verilog Fault Injector (VFI) environment was used [48]. The VFI environment is a fault 
injection testing tool developed based on the Verilog procedure interface (VPI). VFI is an 
interface function defined in IEEE 1364-2001 that allows you to link a custom model with 
a simulator [53]. Using VPI, you can view and change the internal state (signal, port, and 
reg) of the model being simulated. It is also possible to connect to heterogeneous simula-
tors or external equipment. Most Verilog simulators support VPI functions, which ensures 
the portability of VFI environments. 

Using the VFI test environment, faults are injected, and four types of failures are clas-
sified accordingly. The VFI test environment injects fault values such as transient stuck-
at-0 and transient stuck-at-1. Depending on the defect injection value and the injection 
time and location, the defect value may match the logical value of the fault injection loca-
tion. Once the defect is masked, the fault injection simulation behaves the same as the 
golden run. The results of the defect injection simulation are classified into the following 
four categories. 
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1) Benign Fault: The injected fault has not had any effect on the system. This is the 
case when the defect is applied and the changed value is the same as the normal value. 
Therefore, the fault injection run VCD has the same pattern as the golden run VCD. 

2) Masking Fault: A fault that is temporarily present in the system but has no lasting 
impact, as it is masked by various factors. Masking can occur due to clock timing windows, 
logical or architectural conditions, or software-level factors. 

3) Silent data corruption (SDC): A system failure occurs without detecting a defect. 
SDC is very dangerous because it is a failure state that occurs and yet remains undetected 
by the system. In order for the system to detect the occurrence of a fault, it must have a 
built-in fault detection unit. Any failure of a system that does not have a built-in fault 
detection unit is classified as SDC. In systems with built-in fault detection units, SDC can 
be used as a measure to evaluate fault detection performance. 

4) Detected Unrecoverable Error (DUE): The DUE occurs when a fault detection 
mechanism identifies a defect but is unable to recover from it. For instance, consider a 
memory system equipped with Error-Correcting Code (ECC) that can detect two-bit er-
rors and correct one-bit errors. In this system, if a two-bit error occurs, the error will be 
detected but cannot be corrected, leading to a Detected Unrecoverable Error (DUE). In 
such cases, although the system can identify the presence of an error, it fails to accurately 
restore the original data or state. In many cases, DUEs can lead to application or system 
crashes, hangs, or even necessitate a full system restart. Particularly in environments re-
quiring high reliability, such as safety-critical systems, DUEs can be extremely severe, 
making their reliability assessment essential [54]. 

The results of the four fault classifications can be used to obtain the Architectural 
Vulnerability Factor. The obtained AVF is used as a parameter to calculate the cosmic 
radiation failure rate (𝑆𝐸𝑅ௌ௬௦௧) of the system. 

4. Case Study 
We conducted case studies and analyses to validate the integrated failure rate analy-

sis proposed in Section 3. Section 4.1 introduces 23 types of hardware circuits utilized for 
the case studies. Section 4.2 presents the results of the integrated failure rate analysis con-
ducted on these circuits. Section 4.3 confirms the validity of the integrated failure rate 
model by comparing it with previous studies. 

4.1. Test Bench Circuit 

In this study, we selected three types of test bench circuits for each circuit category 
to facilitate the case study. For the combinational circuit, the ISCAS85 benchmark was 
chosen. The ISCAS85 is a widely used combinational logic circuit benchmark designed for 
research purposes, comprising a netlist, a Verilog hierarchical structural model, and a hi-
erarchical behavioral model [55]. The ITC99 was selected as the test bench circuit for the 
sequential circuit category. ITC99 is a series of sequential circuit benchmarks developed 
by the CAD Group for experimentation with Design for Testability (DFT) and Automatic 
Test Pattern Generation (ATPG). For the security circuit test benches, AES128, RSA, and 
SHA were selected. These security circuits are core elements of modern cryptographic 
security systems, performing various security functions, including encryption, decryption, 
integrity checking, and authentication. 

4.2. Integrated Failure Rate Analysis 

For the integrated failure rate analysis, we conducted both atmospheric radiation 
failure rate estimation and physics-of-failure analysis. To assess cosmic radiation failure 
rates, we carried out a Statistical Fault Injection (SFI) campaign on the Verilog simulation 
model of the test bench circuit. The model under SFI testing uses test bench circuits 
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implemented at the RTL level. To calculate the number of Statistical Fault Injection (SFI) 
tests, it is essential to first determine the total test space of the target system. This total test 
space can be computed as the product of two factors: (1) the Verilog objects (such as inputs, 
outputs, and wires) that are susceptible to defect injection and (2) the time space available 
for defect injection. In this context, the time space is proportional to the number of test 
vectors applied to the circuit, which defines the temporal dimension in which faults can 
be introduced. 

Once the total defect space is identified, the required number of tests can be deter-
mined using a statistical formula that incorporates the desired confidence interval level. 
In this study, the number of tests was calculated based on a 95% confidence interval, en-
suring statistically reliable results [49]. After performing the SFI tests, the Architectural 
Vulnerability Factor ( 𝐴𝑉𝐹௨௧ ) for the test bench circuit was calculated. Using the 𝐴𝑉𝐹௨௧, the Soft Error Rate (𝑆𝐸𝑅௨௧) was then estimated, providing a quantitative 
assessment of the circuit’s susceptibility to atmospheric radiation-induced failures. 

For the analysis of physics of failure, the 𝑃𝑜𝐹ௌ௬௦௧ was determined using a three-
step process with Sherlock software: environment and configuration setup, simulation, 
and PoF analysis. 

In the first step, component modeling and the definition of temperature profiles were 
conducted. To facilitate a comprehensive understanding of the physics of failure (PoF) 
analysis, we outlined the process performed on a 28 nm MOSFET chip. The component 
parameters required for modeling this part (e.g., current, voltage, temperature, number 
of pins, package, etc.) are detailed in Appendix B. 

Calculating the four PoFs—Hot Carrier Injection (HCI), Negative Bias Temperature 
Instability (NBTI), Time-Dependent Dielectric Breakdown (TDDB), and Electromigration 
(EM)—requires specific parameters. Some of these parameters are obtainable from stand-
ard documents such as JEP-122F (JEDEC Engineering Procedure 122F), as shown in Table 
A1 in Appendix A, or from data sheets such as Appendix B. JEP-122F provides standard-
ized procedures for the reliability evaluation of semiconductor devices and defines the 
key parameters essential for PoF analysis [44]. However, certain parameters, including 
acceleration factors and empirical exponents, are proprietary and not publicly available. 
These non-public parameters represent internal optimization factors related to package 
design and are critical for enhancing the accuracy of PoF analysis. 

To address the absence of these proprietary parameters, this study utilizes Sherlock 
software, as illustrated in Figure 4. Sherlock software generates proprietary data based on 
external input conditions (e.g., Package, Die, Electronic, Test, and IC wearout) to perform 
PoF analysis. Specifically, scaling factors are automatically generated within Sherlock soft-
ware, enabling reliable PoF analysis through the integration of extensive experimental 
data and validated models. 
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Figure 4. Input parameter interface for semiconductor reliability analysis in Sherlock software. 

Temperature profile definition was conducted to accurately replicate the operational 
environment of the components. These profiles were established in accordance with MIL-
STD-810H Part 1 Annex C, a widely recognized military standard for environmental test-
ing procedures [18]. The specific temperature-time profile tables applied in this study are 
detailed in Appendix C. 

In the second step, the previously defined information (component and environmen-
tal data) was used to conduct a wear-out analysis of the device. The failure rate models 
employed were the four failure mechanisms defined in the JEP122F standard: Hot Carrier 
Injection (HCI), Time-Dependent Dielectric Breakdown (TDDB), Negative Bias Tempera-
ture Instability (NBTI), and Electromigration (EM) [44]. 

The third step, PoF analysis, uses the Sherlock tool to provide time-dependent failure 
probabilities based on the results of the physics-of-failure analysis for each device. The 
failure probabilities over time are derived from the failure rates of the four failure models. 
The failure probability model used was an exponential distribution, which aligns with the 
modeling approach commonly employed in JEDEC standards. This methodology is well-
suited for ensuring reliability during the early development stages. 

As a result, the integrated failure rate for 23 test bench circuits was calculated, as 
shown in Table 2. 

Table 2. Results of integrated failure rate (Flux = 2.04 × 103, 𝑃𝑜𝐹ௌ௬௦௧ = 1.48 × 10−5). 

Classification Circuit 𝑨𝑽𝑭𝒄𝒊𝒓𝒄𝒖𝒊𝒕 𝑺𝑬𝑹𝑺𝒚𝒔𝒕𝒆𝒎 𝑰𝑭𝑹𝑺𝒚𝒔𝒕𝒆𝒎 

ISCAS85 

C432 23.66% 3.46 × 10−6 1.82 × 10−5 
C499 38.71% 5.66 × 10−6 2.04 × 10−5 
C880 30.32% 4.43 × 10−6 1.92 × 10−5 

C1355 22.70% 3.32 × 10−6 1.81 × 10−5 
C1908 27.24% 3.98 × 10−6 1.88 × 10−5 
C2670 21.11% 3.08 × 10−6 1.79 × 10−5 
C3540 13.24% 1.94 × 10−6 1.67 × 10−5 
C5351 14.79% 2.16 × 10−6 1.70 × 10−5 
C6288 56.11% 8.20 × 10−6 2.30 × 10−5 
C7552 25.95% 3.79 × 10−6 1.86 × 10−5 

ITC99 
B01 26.10% 3.81 × 10−6 1.86 × 10−5 
B02 18.38% 2.68 × 10−6 1.75 × 10−5 
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B03 25.69% 3.75 × 10−6 1.85 × 10−5 
B04 12.70% 1.86 × 10−6 1.66 × 10−5 
B05 2.78% 4.06 × 10−7 1.52 × 10−5 
B06 32.00% 4.67 × 10−6 1.95 × 10−5 
B07 22.09% 3.23 × 10−6 1.80 × 10−5 
B08 10.85% 1.59 × 10−6 1.64 × 10−5 
B09 17.20% 2.51 × 10−6 1.73 × 10−5 
B10 23.10% 3.37 × 10−6 1.82 × 10−5 

Security Circuit 
AES 29.51% 4.31 × 10−6 1.91 × 10−5 
RSA 30.73% 4.49 × 10−6 1.93 × 10−5 
SHA 22.15% 3.24 × 10−6 1.80 × 10−5 

Average 23.79% 3.48 × 10−6 1.83 × 10−5 

4.3. Integrated Failure Rate Review 

This section discusses the implications and validation of the integrated failure rate 
analysis. Section 4.3.1 describes SER and integrated failure rate analysis according to the 
Earth’s operating environment (latitude, longitude, and altitude). Section 4.3.2 evaluates 
the validity of the integrated failure rate analysis by comparing the Reliability and Mean 
Time To Failure (MTTF) values derived from our proposed analysis and existing reliabil-
ity evaluation analysis with actual field data from avionics equipment. 

4.3.1. Integrated Failure Rate Analysis in the Global Operating Environment 

The integrated failure rate analysis provides a comprehensive assessment of the in-
ternal and external factors affecting the reliability of electronic components in a global 
operating environment. In this section, we examine the impact of cosmic radiation and 
the integrated failure rate based on key Earth operating environment parameters: latitude, 
longitude, and altitude. To this end, 20 major cities were selected based on their latitude, 
longitude, and altitude, and the soft error rate (SER) and integrated failure rate for each 
city were analyzed [56]. Information for each city is summarized in Appendix D. 

An analysis of the effect of cosmic radiation with respect to latitude confirmed that 
higher latitudes experience higher levels of cosmic radiation. Figure 5 presents the results 
of a linear regression analysis of cosmic radiation based on latitude and longitude, derived 
from estimating cosmic radiation for each of the 20 major cities with altitudes below 300 
m above sea level. For the estimation of SER according to latitude, the linear regression 
resulted in 𝑦 = 4𝑒ିଵ𝑥 + 𝑒ି଼ (𝑅ଶ = 0.6406). Since the coefficient of determination 𝑅ଶ is 
greater than 0.6, it can be quantitatively confirmed that the effect of cosmic radiation in-
creases with latitude. On the other hand, for the estimation of SER according to longitude, 
the linear regression resulted in 𝑦 = 2𝑒ିଵଵ𝑥 + 3𝑒ି଼ (𝑅ଶ = 0.0905). With an 𝑅ଶ value less 
than 0.1, it indicates that there is no significant linear relationship between cosmic radia-
tion and longitude. These results are consistent with those presented in previous studies 
[13,20,57]. 
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Figure 5. Latitude-based soft error estimation graph (Left) and longitude-based soft error estimation 
graph (Right). 

The higher the altitude, the greater the impact of the soft error rate (SER) on the reli-
ability of electronic equipment. Figure 6 illustrates the physics of failure rate and the ratio 
of soft error rates by altitude in eight major cities, as well as in high-altitude regions and 
aircraft for major commercial FPGA electronic boards [58,59]. At low altitudes (near the 
Earth’s surface), the effect of cosmic radiation on failure rates is minimal, contributing 
almost less than 2%. However, as the altitude increases, the proportion of cosmic radia-
tion-related failures increases relative to the overall combined failure rate. In particular, 
when an airplane reaches its operational altitude, the failure rate is estimated to be higher 
than that predicted by the physics of failure rate analysis alone. This is because the neu-
tron flux approaches its maximum at an altitude of approximately 18.3 km [60]. 

On the other hand, in the upper atmosphere (above 60–80 km), the atomic density 
decreases and exceeds the Pfotzer maximum, resulting in a decrease in neutron flux with 
increasing altitude, while the flux of protons, alpha particles, and heavy ions increases. 
Below the Pfotzer maximum, more neutrons are removed than are generated, so further 
decreases in altitude result in lower neutron flux. Consequently, the lower the altitude, 
the lower the SER, while the higher the operational altitude, the greater the impact of the 
SER on the reliability of electronic equipment. 
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Figure 6. Table of failure rate rates by altitude. 
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4.3.2. Reliability Assessment of Electronic Equipment Using an Integrated Failure Rate 
Analysis 

In this study, to examine the integrated failure rate analysis, we analyzed the relia-
bility models for electronic equipment boards and the results of the integrated failure rate 
models. Reliability modeling assumes that the target board is a non-redundant communi-
cation board, and an exponential distribution reliability model with a constant failure rate 
(λ) is applied [61]. Field data were obtained from electronic board data collected by the 
International Electronics Reliability Institute (IERI) at Loughborough University, UK, and 
from failure rates of the Circuit Card Assembly in Northrop Grumman’s MODAR pro-
gram (military radar system AN/APN-241) [6,7]. 

The reliability functions over time, based on various reliability models and field data, 
are illustrated in Figure 7. The blue lines represent the reliability results from existing 
models (CNET, HRD4, MIL-HDBK 217, SimCenter) [8,9]. The red lines show the reliability 
results derived from field data of electronic boards used in military aircraft [6,7]. The pur-
ple line indicates the mean value of the integrated failure rate calculated in this study. 
Additionally, the dashed purple lines represent the 95% confidence interval bounds for 
the integrated failure rate. The results of the graph provide the following insights: 

 

Figure 7. Graph of electronic equipment reliability model comparison results. 

First, previous reliability analysis often underestimates the reliability of board com-
ponents. For example, one study found that the expected failure rate of telecommunica-
tions components was lower than the actual field failure rate [9]. Another study showed 
that the failure rate predicted by the MIL-HDBK-217 model did not match real-world data 
[6]. These models are conservative, focusing on minimizing unplanned failures and en-
suring safety. However, they rely on simplified assumptions that ignore real-world factors, 
such as usage, environmental conditions, and aging effects. This underestimation leads to 
unnecessary maintenance, higher costs, and reduced operational efficiency. Premature re-
placements and over-maintenance can negatively affect system performance and cost-ef-
fectiveness. 

Second, the analysis of the integrated failure rate model revealed a significant reduc-
tion in error compared to the actual failure rate observed in the field. Unlike existing reli-
ability models, the integrated model effectively addresses the issue of underestimating 
reliability. In this study, the MTTF values were calculated by taking the reciprocal of the 
failure rate values obtained from Figure 7 at an altitude of 20,000 feet. The resulting MTTF 
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value for the integrated failure rate model was calculated as the reciprocal of the average 
failure rate (1.83 × 10−5), is 5.46 × 104. This value is significantly higher than the average 
MTTF of 8.52 × 102 derived from existing reliability models. Moreover, it closely aligns 
with the average field-measured value of 3.14 × 104. This improvement stems from the 
integrated model’s ability to incorporate multiple failure mechanisms, including both at-
mospheric radiation-induced failures and wear-out mechanisms, with more precision. By 
accurately reflecting these mechanisms under specific environmental conditions, such as 
the 20,000-foot altitude used as a reference, this model offers a more realistic assessment 
of failure probabilities in real-world operating environments, providing greater reliability 
than traditional models. 

5. Conclusions 
This study introduces an integrated failure rate (IFR) analysis that delivers essential 

failure rate data for aerospace system safety analysis, as outlined in SAE ARP 4761A [62]. 
Utilizing the Sum-of-the-Failure-Rates Method from JEDEC JEP122E, the IFR method ac-
curately combines the radiation failure rate and aging failure rate, providing an acceptable 
failure rate during the early stages of system safety analysis [45]. To address the limita-
tions of previous reliability analysis, the proposed IFR analysis incorporates failure rates 
caused by atmospheric radiation and aging mechanisms. The physics of failure rate was 
measured using the Sherlock tool, a physical failure analysis tool, while the atmospheric 
radiation failure rate was calculated using a semi-empirical Soft Error Rate model. As a 
case study, the combined failure rate was analyzed for various test circuits based on their 
location and operating environment, including latitude, longitude, and altitude. Further-
more, the validity of the IFR analysis was confirmed by comparing its estimates with field 
data from avionics equipment and previous reliability analyses. 

Previous reliability analyses tend to underestimate the reliability of board compo-
nents, leading to inconsistencies with actual failure rates, resulting in increased mainte-
nance costs and reduced operational efficiency. This trend was also confirmed by the stud-
ies conducted by various researchers, noting that the estimated failure rate of the MIL-
HDBK-217 did not match the field data. The integrated failure rate presented in this study 
mitigates the limitations of existing models and significantly reduces the error compared 
to the actual failure rates observed in the field by incorporating the additional failure rate 
caused by atmospheric radiation. Our results align with the field data, indicating that it 
can be regarded as a more practical and dependable method for the system safety analysis. 
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Abbreviation Full Name Description 

AVF 
Architectural Vulnerability 
Factor 

A coefficient representing the extent to which a designed circuit is susceptible to soft 
errors. 

ARP 
Aerospace Recommended 
Practice 

A set of guidelines and standards developed for aerospace systems to ensure safety, 
reliability, and performance. 

EM Electromigration A failure mechanism caused by the movement of metal atoms due to electron flow. 

FPGA 
Field Programmable Gate 
Array 

A semiconductor device containing programmable logic blocks and interconnects. 

HCI Hot Carrier Injection 
A phenomenon in solid-state devices where electrons or holes gain enough energy to 
break interface states. 

IFR Integrated Failure Rate A failure rate model combining physics of failure rate and soft error rate. 

JEDEC 
Joint Electron Device     
Engineering Council 

An independent semiconductor engineering trade organization that develops open 
standards for microelectronics and the semiconductor industry. 

NBTI 
Negative Bias Temperature 
Instability 

Instability in PMOS transistors caused by characteristic changes at high tempera-
tures. 

PCR Primary Cosmic Rays 
High-energy particles from outer space, mainly protons, that continually bombard 
the Earth. 

PoF Physics of Failure A methodology for analyzing the physical causes of failure mechanisms. 

SAE 
Society of Automotive   
Engineers 

An international organization that develops standards for the automotive, aerospace, 
and mobility industries. 

SCR Secondary Cosmic Rays 
Secondary cosmic rays, caused by the decay of primary cosmic rays, include pho-
tons, hadrons, and leptons. 

SEE Single Event Effect A variety of error phenomena caused by a single radiation particle, including SEU. 
SEU Single Event Upset A transient bit flip in memory or flip-flops caused by a radiation particle. 
SER Soft Error Rate The rate of soft errors caused by radiation. 

SET Single Event Transient 
A momentary voltage spike at a node in an integrated circuit caused by a single en-
ergetic-particle strike. 

SFI Statistical Fault Injection A statistical method for evaluating reliability through fault injection. 

TDDB 
Time-Dependent Dielectric 
Breakdown 

A failure caused by the time-dependent degradation of an oxide layer. 

TID Total Ionizing Dose The total amount of ionizing energy accumulated in a device due to radiation. 

Appendix A 𝑃𝑜𝐹ுூ = 𝐴ுூ ൬𝐼௦௨𝑊 ൰ exp ൬− 𝐸ுூ𝜅𝑇 ൰ (A1) 

𝑃𝑜𝐹ே்ூ = 𝐴ே்ூ𝑉௦ଵఛ  11 + 2 exp ቀ− 𝐸ଵ𝜅𝑇ቁ + 11 + 2 exp ቀ− 𝐸ଶ𝜅𝑇ቁ ଵఛ (A2) 

𝑃𝑜𝐹் = 𝐴்𝐴ଵఉ𝑉௦ା் exp ൬𝑐𝑇 + 𝑑𝑇ଶ൰ (A3) 

𝑃𝑜𝐹ாெ = 𝐴ாெ𝐽 𝑒𝑥𝑝 ൬− 𝐸ாெ𝜅𝑇 ൰ (A4) 

Table A1. Physics of failure parameters of 28nm MOSFET Chip [44]. 

Parameter Function or Purpose Unit Data 𝐴ாெ Accelerator Factor of EM  Not Disclosed 𝐽 Current Density A/m 2242.42 𝑛 Exponent of EM  2 𝐸ாெ Activation energy of EM eV 0.9 𝜅 Boltzmann’s constant eV/K 8.617 × 10−5 𝑇 Temperature K 300 𝐴ுூ Accelerator Factor of HCI  Not Disclosed 
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𝐼௦௨ Sub Threshold Current A 1.48 × 10−3 𝑚 Exponent of HCI  Not Disclosed 𝑊 Channel Region Width M 3.00 × 10−7 𝐸ுூ Activation energy of HCI eV −0.15 𝐴் Accelerator Factor of TDDB  Not Disclosed 𝛽 Weibull Beta TDDB  1 𝑉௦ Nominal Core Voltage V 0.8 𝑎, 𝑏 Voltage Dependence Coefficient  Not Disclosed 𝑐, 𝑑 Temperature Dependence Coefficient  Not Disclosed 𝐴ே்ூ Accelerator Factor of NBTI  Not Disclosed 𝐸ଵ, 𝐸ଶ Activation energy of NBTI eV 0.6 𝜏 Exponent of TDDB  Not Disclosed 

Appendix B 

Table A2. Product specification summary. 

Item Details 

Pin (I/O) 
Quantity: 125 pcs 

Allowed Voltage: 1.2~3.3 V 
Pin (Peripheral) Quantity: 128 pcs 

Size Dimensions: 17 × 17 nm/Ball Pitch: 0.8 mm 

Power (Current) Absolute Max: 12 mA 
Recommended: 10 mA 

Power (Voltage) Absolute Max: 0.5~1.1 V 
Recommended: 0.95~1.00 V 

Temperature (Commercial) 0~85 °C 
Temperature (Industrial) −40~100 °C 

Appendix C 

Table A3. Temperature profile table (Republic of Korea). 

State 
Season 

(Daily Cy-
cle) 

Temperature 
Hours 
(1 yrs) 

Life Profile (Hours) 
Count 
(24 h) Duration 

(Month) 
Daily 
Low 

Daily 
High 

Design 
(10 yrs) 

% Min 
Temp 

Ramp 
Up 

Max 
Temp 

Ramp 
Down 

On 
Duty 
(30%) 

Spring/Fall 
(A3) 

6 28 39 1296 12,960 15.0 6 6 6 6 540 

Summer 
(B2) 

3 26 35 648 6480 7.5 6 6 6 6 270 

Winter 
(C1) 

3 −32 −21 648 6480 7.5 6 6 6 6 270 

Sub  
Total 

12 - - 2592 25,920 30.0 - 1080 

Off 
Duty 
(70%) 

Spring/Fall 
(A3) 

6 28 58 3024 30,240 35.0 6 6 6 6 1260 

Summer 
(B2) 

3 30 63 1512 15,120 17.5 6 6 6  630 

Winter 
(C1) 

3 −33 −25 1512 15,120 17.5 6 6 6 6 630 

Sub  
Total 

12 - - 6048 60,480 70.0 - 2520 

Total 8640 86,400 100.0 - 3600 
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Appendix D 

Table A4. Location information by major city and flux table. 

City Nation Latitude (ºN) Longitude (ºE) Elevation (m) 
Relative Neutron 

Flux 
Bangkok Thailand 13.4 100.3 20 0.52 
Beijing China 39.9 116.4 55 0.73 
Beriln Germany 52.5 13.4 40 1.01 

Denver USA 41.9 272.4 180 1.19 
Hongkon China 22.3 114.2 30 0.55 
Houston USA 30.0 264.6 15 0.93 
London UK 51.5 359.9 10 0.98 

Los Angeles USA 34.0 241.7 100 0.94 
Moscow Russia 55.8 37.6 150 1.14 

New Delhi India 28.6 77.2 220 0.68 
New York USA 40.7 286 0 1 

Paris France 48.9 2.3 50 0.98 
Settle USA 47.6 237.7 50 1.05 
Seoul South Korea 37.6 127 50 0.69 

Sidney Australia −33.9 151.2 30 0.92 
Singapore City Singapore 1.3 103.9 15 0.52 

Stockholm Sweden 59.3 18.1 30 1.04 
Taipei Taiwan 25.0 121.5 10 0.55 

Toronto Canada 43.7 280.6 120 1.13 
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