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Abstract: The real-time fault detection and diagnosis algorithm of a liquid rocket engine is the
basis of online reconfiguration of guidance and the control system of a launch vehicle, which is
directly related to the success or failure of space mission. Based on previous related works, this
paper carries out comparative experimental studies of relevant intelligent algorithm models for
real-time fault detection engineering application requirements of a liquid hydrogen–oxygen rocket
engine. Firstly, the working state and detection parameters’ selection of a hydrogen–oxygen engine
are analyzed, and the proposed three real-time intelligent fault detection algorithm model design
methods are elaborated again. Fault detection calculation and analysis are carried out through normal
test data and fault test data. The comparative analysis results of real-time intelligent fault detection
algorithm models is presented from three dimensions: detection time, fault detection, and stability
and consistency. Finally, based on a correlation analysis, a comprehensive intelligent fault diagnosis
model design framework is given to further solve the requirements of real-time fault detection and
diagnosis engineering development of a liquid rocket engine, a complex piece of equipment.

Keywords: liquid rocket engine; real-time fault detection; BP neural network; adaptive genetic algo-
rithm; quantum genetic algorithm; least squares support vector regression; comparison and analysis

1. Introduction

A liquid rocket engine (LRE) is the core of flight power of a carrier rocket system. Its
performance determines the overall performance of the carrier rocket, which is directly
related to the success or failure of a space mission. LRE is a complex thermal fluid dynamic
system formed by cross-coupling of many different independent dynamic links [1,2]. It
works in extremely harsh environments, such as ablation of high pressure, high temperature
and high-speed airflow, erosion of propellant components, high-frequency oscillation,
etc. [3]. The working conditions are close to the physical limit of materials. Any minor
anomaly can quickly develop into a highly destructive failure, leading to the failure of the
launch mission and huge economic losses. With the development of information technology
and artificial intelligence algorithms, integrating artificial intelligence technology into smart
rockets has become the development trend of the new generation of carrier rockets [4,5]. On
the one hand, research on intelligent fault detection technology of an LRE can effectively
improve the reliability and safety of an LRE, avoid accidents as much as possible, and
also help researchers improve the structure and performance of the engine. On the other
hand, intelligent fault detection of an LRE is an important part of a smart rocket. It is
an indispensable part of the rocket that will learn in the future and has very important
engineering application value. Since the 1970s, the United States and the former Soviet
Union [6,7] have developed various LRE fault detection and diagnosis systems, and the
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United States has widely applied the relevant research results to the space shuttle main
engine (SSME) [8–14].

So far, as the foundation of a rocket engine fault detection system [15], LRE fault detec-
tion technology has been developed, which can be roughly divided into three stages [16].
In the first stage, some important sensor parameters are measured by professionals with
engineering experience to judge the working state of the engine. In the second stage, the
fault detection technology based on signal processing and modeling analysis is developed
with the development of sensor technology. In the third stage, the intelligent fault detection
technology with data mining, deep learning, and information fusion are the core. Wang
et al. [17] made an in-depth analysis of relevant fault detection methods and summarized
the development of three types of fault detection methods for LRE. With the development
of computer technology, fault detection technology based on artificial intelligence algo-
rithms has emerged. The fault detection method does not need to establish an accurate
mathematical model but analyzes the performance of the engine based on historical data
of sensors, which has become an important means of effective fault detection. Moonis
et al. [18] developed an expert system for fault diagnosis for SSME. Gupta et al. [19] de-
signed a real-time fault diagnosis expert system named LEADER for SSME. Flora et al. [20]
proposed a neural-network-based LRE sensor fault detection, isolation, and replacement
algorithm. Soon-young et al. [21] proposed a deep-learning-based fault detection and
diagnosis method in the LRE start-up stage using long short-term memory and CNN.
Zhu et al. [22] provided steady-state process fault detection based on a convolutional
auto-encoder and a one-class support vector machine for LRE.

When there is a real-time requirement for computing speed and relatively limited
computing resources, there are still some difficulties in applying the existing artificial
intelligence algorithms to the actual engineering applications of LRE fault detection. In
this paper, aiming at the engineering requirements of real-time fault detection for a certain
type of liquid hydrogen and oxygen rocket engine, on the basis of previous research work,
the three proposed kinds of real-time intelligent fault diagnosis algorithms, based on
an adaptive genetic algorithm to optimize a neural network [23], on a quantum genetic
algorithm to optimize a neural network [24], and on the optimization of least squares
support vector regression [25], were analyzed. The overall structure of the paper is roughly
arranged as follows: Section 2 explains the working state machine detection parameter
selection of the hydrogen–oxygen engine. Section 3 gives the design and application flow
of three intelligent fault diagnosis algorithms. In Section 4, the relevant test data calculation
and comparison analysis of five fault detection models including BP, GA-BP, AGA-BP,
QGA-BP, and GA-LSSVR are carried out, and the fault diagnosis algorithm framework
of multi-algorithm fusion is proposed for future development. Section 5 summarizes the
comparative study of artificial intelligence algorithms for real-time fault detection of a
hydrogen–oxygen rocket engine in this paper.

2. Hydrogen–Oxygen Engine and Parameter Selection

In this paper, a comparative study of real-time intelligent fault detection methods
for a new type of liquid hydrogen liquid oxygen rocket engine is carried out. The 50-ton
oxygen-hydrogen rocket engine YF-77, the first-stage rocket engine of Long March 5, adopts
the gas generator cycle scheme of a single thrust chamber and a parallel twin turbopump,
and the ground thrust of the single engine is 52 tons and the vacuum thrust is 70 tons [26].
The previous work of this paper has described the system structure and working process of
a liquid hydrogen and liquid oxygen rocket engine in detail [25].

There are three main working states when the LRE works, which are the starting state,
the steady state, and the shutdown state. (1) Starting state: The start-up phase refers to the
process when the LRE receives the boot instruction and starts working until the various
operating indicators of the system enter the main level working condition. The starting
process of an LRE is a nonlinear time-varying random process, which needs to complete
the opening and closing of the valve and the sudden rise of the turbine and pump speed in
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a very short time, and the variation range and rate of various physical parameters are large.
(2) Steady state: In this stage, the relevant parameters of the LRE are in a preset state, and
the relevant measurement data are generally in a stationary state. In this stage, if an engine
condition adjustment is required, the relevant sensor measurement data will fluctuate.
(3) Shutdown state: The LRE receives the shutdown command, all kinds of valves are
closed, and the relevant propellant connection is disconnected until the engine thrust is
reduced to zero, and the engine shutdown is completed. The proposed real-time fault grace
detection algorithm test focuses on the steady-state working phase of the LRE.

The basis of LRE fault detection is that when the rocket engine is working, sensors
measure a large number of different types of parameters about the engine, and researchers
analyze the working state of the engine based on the relevant sensor data. Generally, the
information measured by the sensors [27] includes information reflecting the working
state of the engine, such as pressure, temperature, and flow rate; information reflecting
the working mechanism of the engine, such as frequency, spectrum, etc.; information that
reflects the mechanical structural characteristics of an engine, such as stiffness, damping,
etc. Vibration, pressure, temperature, and flow are usually used to detect LRE faults.

In this paper, based on the sensor measurement signals of a new type of hydrogen–
oxygen rocket engine real-time intelligent fault detection methods suitable for a certain type
of engine are designed, and LRE fault detection methods are verified and analyzed. The
usage of fault monitoring parameters includes hydrogen pump temperature (S1), oxygen
pump after temperature (S2), the temperature of the gas generator (S3), generator hydrogen
injection pressure (S4), oxygen generator before injection pressure (S5), hydrogen pump
inlet pressure before (S6), hydrogen pump outlet pressure (S7), oxygen pump inlet pressure
(S8), oxygen pump outlet pressure (integrated), combustion chamber pressure (S10), and
gas generator pressure (S11).

3. Model Design of Three Real-Time Fault Diagnosis Algorithms
3.1. Detection Threshold Determination Method

In the study of real-time fault detection and diagnosis of an LRE based on an intelligent
algorithm, the setting of fault detection threshold is often manually determined according
to experience. The setting of detection threshold has a great impact on the reliability and
sensitivity of LRE fault detection [28,29], and the threshold directly affects the accuracy of
the fault detection system. If the threshold is too small, it will easily make the detection
system too sensitive and increase the possibility of false positives. If the threshold interval
is too large, the fault detection system is prone to a large delay, which reduces the sensitivity
of the fault detection system and leads to missed detection.

Assuming that ŷ is the parameter value measured by a sensor during the normal
operation of an LRE, for an LRE with different stages and working conditions, the measured
parameter ŷ cannot be completely the same. Obviously, ŷ is a random variable. According
to Chebyshev’s inequality, for any n > 0,

P(|ŷ− µ| ≥ nσ) ≤ 1
n2 (1)

where µ is the mean value of sensor parameters at different times under normal test
conditions, and σ is the standard deviation of sensor parameters at different times under
normal test conditions. For the ŷ parameter, the mathematical expectation E(ŷ) = µ < ∞,
the variance is D(ŷ) = σ2 < ∞.

According to Equation (1), for a given false detection probability α, the normal value
interval of parameter ŷ is:

[µ− nσ, µ + nσ] (2)

where n = 1√
α

. According to the literature [30,31], the probability of the value of the fault
prediction parameter following a normal distribution in the [µ− 3σ, µ + 3σ] interval is
99.74%. Therefore, in the fault detection method of this paper, the value of n is 3.
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Due to an LRE in the process of working, the random disturbance factor can bring
certain interference to a fault detection system. It may be moment monitoring sensor data
related to too much change, more than the threshold line, particularly prone to the engine
start phase. Therefore, in order to guarantee the stability of the test results, the logic of an
engine malfunction was amended as: If the relevant parameters exceed the set threshold for
five consecutive times, it is considered that the engine is faulty; otherwise, it is considered
that the engine is interfered by accidental factors. Because the current collection frequency
of engine-related sensor data was quite high, and the processing data of the model was
fast enough, the requirement that the relevant monitoring data continuously exceed the
fifth power to trigger the fault alarm will not affect the real-time performance of the fault
detection system.

3.2. BP Neural Network Is Optimized Based on an Adaptive Genetic Algorithm

By using an AGA to optimize the weight and bias of the BP neural network, the neural
network can converge faster, improve the accuracy of the fault detection model, and reduce
the operation time of the fault detection model. The fault detection method based on
the AGA-optimized BP neural network fault detection model (hereinafter referred to as
AGA-BP) was as follows: firstly, the fault detection model is trained with the historical
test data of the engine in normal working conditions. Then, the measured sensor data of
the LRE to be tested are taken as the input of the model, and the trained AGA-BP model
is constructed. The predicted value y of the engine at this time is determined with the
sensor under test; then, the predicted value y and the engine run under the current moment,
comparing the actual sensor measurement value ŷ with the residual e. Finally, the residual
e is compared with the preset threshold value δ, and it is determined whether there is an
engine fault. This achieves the purpose of real-time engine fault detection. The principle of
the fault detection method of the AGA-BP model is shown in Figure 1.
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3.3. BP Neural Network Is Optimized Based on a Quantum Genetic Algorithm

The weights and bias values of the BP neural network are optimized based on a QGA.
The algorithm steps are designed as follows:

Step 1: QGA considers the weight and bias of the BP neural network as a chromosome.
The chromosome length is m, and n chromosomes encoded by quantum bits are randomly
generated to form the initial population.

P(t) =
(

pt
1, pt

2, · · · , pt
n
)

(3)

where pt
i is evolved to the t generation when the population is i individuals.

pt
i =

[
αt

1 αt
2 · · · αt

m
βt

1 βt
2 · · · βt

m

]
(4)



Aerospace 2022, 9, 582 5 of 16

Step 2: The initial population is measured once, and the corresponding binary code is
obtained.

Step 3: The fitness of the above solutions is evaluated. The obtained binary code is
converted into a decimal array, and the corresponding values are extracted according to
the rules to obtain the corresponding weights and biases. The BP neural network is used to
fit the training set, and the weights and biases and the corresponding fitness values under
the current best fitness are retained, that is, the individual is optimal.

Step 4: The population is updated by a quantum rotation gate evolution operation.
Step 5: Whether the evolutionary requirements are met or not is judged. If not, step 2

is returned to and updated iteratively to obtain the optimal BP network weights and biases.
The process of optimizing the BP neural network based on QGA is shown in Figure 2.

The basic train of thought when using a QGA to optimize the BP neural network based
on an LRE real-time fault detection method (hereafter called QGA-BP) and an LRE based
on an AGA-BP real-time fault detection method is almost the same: first of all, gather
LRE-based real-time sensor data and establish the model of the fault detection assessment
model to calculate the output state of the system. Then, the output of the detection model
is compared with the actual sensor output value to obtain the residual value, which is used
as the basis for the current state of the engine system. The fault detection method based on
QGA-BP is shown in Figure 3.
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3.4. Optimized Least Squares Support Vector Regression Based on a Genetic Algorithm

Different types of kernel function have little influence on SVR performance, but the
selection of kernel function parameters has great influence on SVR performance. For
SVR, it is needed to determine the main parameters of the punishment factor c, RBF
kernel parameter g, and not sensitive loss factor ε. Here, c influences the generalization
ability of training, g influences the distribution of sample data that are mapped to a high-
dimensional space, and ε determines the number of the support vector regression model,
which affects the training accuracy and the convergence speed of the algorithm. Common
methods to determine the parameters include the empirical method, the grid search method,
and the optimization method based on various intelligent algorithms. The empirical
method needs to set parameters according to the user’s experience and puts forward
higher requirements to the user. The grid search method searches the parameters of SVR
in a certain range, while the optimization method based on various intelligent algorithms
regards the parameter setting problem as a problem of seeking the optimal solution and
obtains the optimal parameter setting value by solving this problem. This section mainly
discusses the optimization of punishment factor c and RBF kernel parameters g. Firstly,
the grid search method is used to find the appropriate parameters, and then the genetic
algorithm is used to search nearby to set the best LSSVR parameters.

Define the range of LSSVR optimal parameters: c:[0.30, 0.35], g:[0, 0.015]. In this range,
the genetic algorithm is used to optimize the parameters in order to obtain more suitable
LSSVR parameters. The flow chart of optimizing LSSVR based on a genetic algorithm is
shown in Figure 4, and the specific steps are as follows:
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4. Comparative Analysis of Fault Detection Methods 

The fault detection methods proposed above for this type of liquid hydrogen liquid 

oxygen rocket engine can carry out real-time fault detection under the current conditions, 

but different fault detection methods have certain differences in realizing working state 

Figure 4. Flow chart of GA-LSSVR.

Step 1: The parameter codes that need to be optimized for LSSVR are binary-coded to
form chromosomes, and the population is initialized.

Step 2: The chromosomes in the population are decoded to obtain the parameter
values of LSSVR, the parameter values are used to train the LSSVR model, the fitness
value of each chromosome is calculated, and the best fitness obtained in the contemporary
population and the corresponding parameters are recorded.

Step 3: The selection operation, crossover operation, and mutation operation are
performed on the population.
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Step 4: The newly obtained population is decoded, the fitness value is calculated, and
whether the termination condition is satisfied or not is judged; if not, step 3 is continued.

Step 5: The obtained optimal LSSVR parameters are output.
The parameters of the GA in this section are set as follows: the maximum number of

evolution generations is 200, the number of populations is 20, the crossover probability is
0.9, and the mutation probability is 0.1. An optimized calculation got the best parameters
of the current model of c = 0.34969, g = 0.014954.

After the suitable parameters of LSSVR are obtained by using a genetic algorithm,
a fault detection model of a liquid rocket engine based on genetic-algorithm-optimized
LSSVR (GA-LSSVR) is established. The principle for sensor information input will be a
real-time LRE-measure-trained GA-LSSVR model based on historical test data. The engine
of the sensor forecasts the output and then gets the actual output of the engine at the
moment when it is poor, the residual value is estimated, and then the residual values and
setting threshold are compared. The current working state of the engine is thus determined.
The fault detection process of an LRE based on GA-LSSVR is shown in Figure 5.
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4. Comparative Analysis of Fault Detection Methods

The fault detection methods proposed above for this type of liquid hydrogen liquid
oxygen rocket engine can carry out real-time fault detection under the current conditions,
but different fault detection methods have certain differences in realizing working state
monitoring of this type of engine. In this section, the performance of the three intelligent
fault detection algorithms proposed above is compared with that of traditional BP and
GA-BP algorithms for fault detection of this type of engine. The algorithms’ software envi-
ronment for the comparisons was MATLAB R2020b, and the hardware for the computations
was, respectively, i7-10700 2.90 GHz and 64 GB.

4.1. Normal Test Data Fitting Test

The BP, GA-BP, AGA-BP, QGA-BP and GA-LSSVR fault detection models were com-
pared with the normal test data of the rocket engine. Figure 6 shows the fitting output
of the BP, GA-BP, AGA-BP, QGA-BP, and GA-LSSVR models for normal test run data of
this type of hydrogen and oxygen rocket engine, and Figure 7 shows the corresponding
residual graph.
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It can be seen from Figure 6 that the five fault detection models described could
reasonably fit the normal test data of this type of liquid hydrogen liquid oxygen rocket
engine. In combination with Figure 7, it was noticed that in the five fault detection models
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there were some severe fluctuations in the identification of the engine’s starting stage and
the stable stage, but in the fitting of the subsequent stable state, the performance was
relatively stable. In the prediction fitting of the stable stage of the current engine test data,
on the whole, the GA-LSSVR fault detection model was more stable than the other four
fault detection models in the fitting of the normal test data were. The fitting residual values
of the normal test data corresponding to the five fault detection models used for this engine
were all±0.2, and the threshold setting of 0.35 met the detection requirements of the normal
test state, and no misdiagnosis occurred.

4.2. Fault Test Data Fitting Test

Figures 8 and 9 show the fitting output of BP, GA-BP, AGA-BP, QGA-BP, and GA-
LSSVR models and the corresponding residual maps under fault test data of this type of
engine. It can be seen from the figure that these five fault detection models could effectively
detect faults when identifying the fault data of this type of engine under the threshold
of 0.35.

Aerospace 2022, 9, x FOR PEER REVIEW 10 of 16 
 

 

 

Figure 8. BP, GA-BP, AGA-BP, QGA-BP, GA-LSSVR fitting output: fault test data. 

 

Figure 9. BP, GA-BP, AGA-BP, QGA-BP, GA-LSSVR fitting residual diagram: fault test data. 

It was noted that, similarly to the fitting of normal test data, there was a certain de-

gree of fluctuation from the engine’s starting stage to the stable stage, especially in the 

Figure 8. BP, GA-BP, AGA-BP, QGA-BP, GA-LSSVR fitting output: fault test data.

It was noted that, similarly to the fitting of normal test data, there was a certain
degree of fluctuation from the engine’s starting stage to the stable stage, especially in the
GA-BP fault detection model, which had relatively sharp fluctuation. If the threshold was
improperly set, it was easy to send out a false alarm.
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4.3. Comparative Analysis of Algorithm Performance

Five fault detection models—BP, GA-BP, AGA-BP, QGA-BP, and GA-LSSVR—were
used to compare and analyze the normal test data and fault test data of this type of rocket
engine. Table 1 shows the fault detection performance of these five liquid rocket engine
fault detection models in the simulation test above. It was compared in three dimensions
of detection time, fault detection, and stability consistency.

Table 1. BP, GA-BP, AGA-BP, QGA-BP, and GA-LSSVR fault detection performances.

Model
Normal Test Data Fault Test Data

MSE MDT(s) FWP MSE MDT(s) FWP

BP 0.0057 0.0060 - 0.0317 0.0078 2605
GA-BP 0.0029 0.0046 - 0.0670 0.0056 2248

AGA-BP 0.0018 0.0050 - 0.0692 0.0057 2193
QGA-BP 0.0018 0.0050 - 0.0736 0.0061 2204

GA-LSSVR 0.0047 0.0229 - 0.0568 0.1872 2281

4.3.1. Compared Models’ Performance in Terms of Detection Time

In the current computing environment, it was checked under the two test tracks
whether it was the detection of normal test data or fault test data (in which 730 data points
were collected for normal test data and 6001 data points were collected for faulty test
data). The total fault detection time of BP, GA-BP, AGA-BP and QGA-BP models was in the
order of milliseconds. The fault detection time of the GA-LSSVR model was longer than
that of other models, but it also met the requirements of real-time fault detection and the
control cycle of this type of engine. Figure 10 compares the detection time of the five fault
detection models.
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From the point of view of detection time, the five fault detection methods all met the
real-time fault detection engineering requirements of this type of liquid hydrogen liquid
oxygen rocket engine, and the corresponding detection period met the control and regulation
period of this type of rocket engine, which can be used in practical engineering detection.

4.3.2. Compared Models’ Performance in Terms of Fault Diagnosis Accuracy

The above analysis indicates that BP, GA-BP, AGA-BP, QGA-BP, and GA-LSSVR fault
detection models could detect faults when fault test data were detected. Figure 11 is the
local enlarged view of the fault detection position as shown in Figure 9. It can be seen
that the sequence of fault warning issued by the five fault detection models was AGA-BP,
QGA-BP, GA-BP, GA-LSSVR, and BP. In addition, it was noted that under the current fault
threshold standard of 0.35, the data points detected by the GA-BP, AGA-BP, QGA-BP, and
GA-LSSVR models were not very far away from the fault test data, which can send out
early warning information faster than the BP model could.

From the perspective of fault detection, these five fault detection methods all met
the requirements of fault detection without misdiagnosis and missed diagnosis. Under
the current data, the early warning of AGA-BP, QGA-BP, GA-BP, and GA-LSSVR fault
detection models was earlier than that of the BP fault detection model, and the fault
detection positions of these four fault detection models were not far away from each other.
It can be used for simultaneous comparison and comprehensive evaluation to enhance the
robustness of the detection system.
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4.3.3. Compared Models’ Performance in Terms of Fault Diagnosis Stability

According to Table 1, the fitting output of the GA-LSSVR model was stable compared to
that of other fault detection models, and the output of AGA-BP and QGA-BP fault detection
models was also stable. In normal test data, it was relatively stable compared with the actual
test data. The BP fault detection model fluctuated greatly among these detection models.
Figure 12 is the local enlarged view of Figure 9. It can be seen from Figure 12 that the GA-BP
fault detection model fluctuated greatly when it entered the stable stage at the starting stage,
and misjudgment and false alarm were likely to occur at that time.

From the perspective of stability consistency, the BP fault detection model fluctuated
greatly in the stable stage, while the GA-BP fault detection model fluctuated greatly from
the starting stage to the stable stage. In general, the GA-LSSVR, AGA-BP, and QGA-BP
fault detection models performed well and were not prone to false alarm.

In summary, the five fault detection models of BP, GA-BP, AGA-BP, QGA-BP, and
GA-LSSVR could realize the effective identification of the normal working state of this type
of hydrogen and oxygen rocket engine and carry out effective real-time fault detection;
they all met the real-time requirements of fault detection of this type of engine. Among
the five fault detection methods proposed, the AGA-BP, QGA-BP, GA-BP, and GA-LSSVR
fault detection models had certain advantages in fault detection and early warning, and
GA-LSSVR, AGA-BP, and QGA-BP fault detection models were more stable in fitting the
engine state. The related methods can be used for fault detection on the engine arrow and
have certain engineering application value.
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4.4. Design of an Integrated Intelligent Fault Detection Model

Combining various fault detection methods organically for engine fault detection can
synthesize the advantages of different fault detection methods and improve the accuracy
and robustness of the whole fault detection system. In the example of the fault detec-
tion system proposed in this paper, combined with specific engineering applications, a
comprehensive fault detection method as shown in Figure 13 is adopted.

Aerospace 2022, 9, x FOR PEER REVIEW 14 of 16 
 

 

once the fault is detected by the red line threshold detection method, no matter whether 

the fault is detected by other fault detection methods, it is regarded as an engine fault at 

the current time, and the system will issue an early warning (see dotted line 1 in Figure 

13). For other fault detection methods, such as the AGA-BP, QGA-BP, and GA-LSSVR 

fault detection methods proposed in the previous section, the corresponding evidence 

body is obtained by detecting the engine state at the same time, and then the comprehen-

sive fault detection principle is chosen according to the evidence (such as the minority is 

subordinate to the majority, or if more than two methods think that the current system 

failure is an alarm) for fault detection (see dotted line 2 in Figure 13). For a fault detection 

system to think that the engine works normally, it is necessary to meet the condition that 

the joint detection of multiple fault detection methods does not meet the evidence decision 

comprehensive fault detection principle, and red line threshold fault detection does not 

exceed the red line threshold at the same time. 

AGA-BP fault evaluation 

method

QGA-BP fault evaluation 

method

GA-LSSVR fault evaluation 

method

Red line fault detection

GA-BP fault evaluation 

method

BP fault evaluation method

Other fault evaluation method

Evidence 1

Evidence 2

Evidence 3

Evidence  4

Evidence 5

Evidence n

Sensor 
data 

of LRE

Feature 
extraction

Comprehensive 
testing of 
evidence 
decision 

Whether it exceeds 
the threshold?

No

Whether there is 
a fault

Warning

Yes

Yes

Test OK No

 

 

Normal data flow

Abnormal data flow

 

Figure 13. Flow chart of comprehensive fault detection of a liquid rocket engine. 

The method above is the most commonly used in engineering applications of the red 

line fault detection threshold value method as a way to a veto. It is the maximum guaran-

tee under the combination of the current detection methods and can timely detect an 

LRE’s fault early warning. On the one hand, it can increase the reliability of test results 

through a variety of test methods of detection at the same time. On the other hand, it can 

be combined with the related methods so as to detect faults in advance. It will avoid or 

reduce losses to the greatest extent and accumulate data for subsequent fault detection 

decision adjustment. 

5. Conclusions 

This paper focuses on a comparative study of real-time intelligent fault detection al-

gorithms for a certain type of hydrogen and oxygen rocket engine and concentrates on a 

model test of real-time fault diagnosis algorithms based on five fault detection models, 

including BP, GA-BP, AGA-BP, QGA-BP, and GA-LSSVR. The performances of the algo-

rithms were compared with the test data of a hydrogen–oxygen rocket engine. The intel-

ligent fault detection algorithm could be comprehensively analyzed from three dimen-

sions: running time, fault detection ability, and stability consistency of the algorithm. In 

the detection of fault test data, the sequence of a fault warning issued by the five fault 

detection models was AGA-BP, QGA-BP, GA-BP, GA-LSSVR, BP. On the whole, the out-

put of the fault detection models of GA-LSSVR, AGA-BP, and QGA-BP was relatively 

stable, and the variation fluctuation was small. Comprehensive analysis shows that a sin-

gle intelligent fault detection algorithm always has its own shortcomings, and it is neces-

sary to design a hybrid intelligent algorithm model that comprehensively utilizes the 

Figure 13. Flow chart of comprehensive fault detection of a liquid rocket engine.

The specific method is as follows: Firstly, liquid rocket engine sensor data are extracted,
and feature processing is carried out and then divided into two directions. The red line
threshold fault detection method is taken as the fault detection method, that is, once the
fault is detected by the red line threshold detection method, no matter whether the fault is
detected by other fault detection methods, it is regarded as an engine fault at the current
time, and the system will issue an early warning (see dotted line 1 in Figure 13). For other
fault detection methods, such as the AGA-BP, QGA-BP, and GA-LSSVR fault detection
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methods proposed in the previous section, the corresponding evidence body is obtained by
detecting the engine state at the same time, and then the comprehensive fault detection
principle is chosen according to the evidence (such as the minority is subordinate to the
majority, or if more than two methods think that the current system failure is an alarm) for
fault detection (see dotted line 2 in Figure 13). For a fault detection system to think that
the engine works normally, it is necessary to meet the condition that the joint detection
of multiple fault detection methods does not meet the evidence decision comprehensive
fault detection principle, and red line threshold fault detection does not exceed the red line
threshold at the same time.

The method above is the most commonly used in engineering applications of the red
line fault detection threshold value method as a way to a veto. It is the maximum guarantee
under the combination of the current detection methods and can timely detect an LRE’s
fault early warning. On the one hand, it can increase the reliability of test results through a
variety of test methods of detection at the same time. On the other hand, it can be combined
with the related methods so as to detect faults in advance. It will avoid or reduce losses to
the greatest extent and accumulate data for subsequent fault detection decision adjustment.

5. Conclusions

This paper focuses on a comparative study of real-time intelligent fault detection
algorithms for a certain type of hydrogen and oxygen rocket engine and concentrates on
a model test of real-time fault diagnosis algorithms based on five fault detection mod-
els, including BP, GA-BP, AGA-BP, QGA-BP, and GA-LSSVR. The performances of the
algorithms were compared with the test data of a hydrogen–oxygen rocket engine. The
intelligent fault detection algorithm could be comprehensively analyzed from three dimen-
sions: running time, fault detection ability, and stability consistency of the algorithm. In the
detection of fault test data, the sequence of a fault warning issued by the five fault detection
models was AGA-BP, QGA-BP, GA-BP, GA-LSSVR, BP. On the whole, the output of the
fault detection models of GA-LSSVR, AGA-BP, and QGA-BP was relatively stable, and the
variation fluctuation was small. Comprehensive analysis shows that a single intelligent
fault detection algorithm always has its own shortcomings, and it is necessary to design
a hybrid intelligent algorithm model that comprehensively utilizes the advantages of dif-
ferent intelligent algorithms. Future research will focus on a hybrid intelligent real-time
fault detection algorithm model for the whole working process of a liquid rocket engine. It
provides a reliable solution for the engineering application of real-time fault detection of a
liquid rocket engine.
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