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Abstract: In MR (mixed reality) environments, visual searches are often used for search and localization
missions. There are some problems with search and localization technologies, such as a limited field of
view and information overload. They are unable to satisfy the need for the rapid and precise location
of specific flying objects in a group of air and space targets under modern air and space situational
requirements. They lead to inefficient interactions throughout the mission process. A human being’s
decision and judgment will be affected by inefficient interactions. Based on this problem, we carried
out a multimodal optimization study on the use of an auditory-assisted visual search for localization
in an MR environment. In the spatial–spherical coordinate system, the target flight object position is
uniquely determined by the height h, distance r, and azimuth θ. Therefore, there is an urgent need
to study the cross-modal connections between the auditory elements and these three coordinates
based on a visual search. In this paper, an experiment was designed to study the correlation between
auditory intuitive perception and vision and the cognitive induction mechanism. The experiment
included the three cross-modal mappings of pitch–height, volume–distance, and vocal tract alternation–
spatial direction. The research conclusions are as follows: (1) Visual cognition is induced by high,
medium, and low pitches to be biased towards the high, medium, and low spatial regions of the
visual space. (2) Visual cognition is induced by loud, medium, and low volumes to be biased towards
the near, middle, and far spatial regions of the visual space. (3) Based on the HRTF application, the
vocal track alternation scheme is expected to significantly improve the efficiency of visual interactions.
Visual cognition is induced by left short sounds, right short sounds, left short and long sounds, and
right short and long sounds to be biased towards the left, right, left-rear, and right-rear directions of
visual space. (4) The cognitive load of search and localization technologies is significantly reduced
by incorporating auditory factors. In addition, the efficiency and effect of the accurate search and
positioning of space-flying objects have been greatly improved. The above findings can be applied to
the research on various types of target search and localization technologies in an MR environment
and can provide a theoretical basis for the subsequent study of spatial information perception and
cognitive induction mechanisms in an MR environment with visual–auditory coupling.

Keywords: mixed reality; flying objects; search and localization; auditory indication; intuitive
perception; cognitive induction

1. Introduction

At present, an operator’s monitoring of air and space situations and searching judg-
ments of relevant targets are mainly conducted through a radar interface [1]. With an
explosion in the number of aircraft, the air and space situation is becoming increasingly
complex [2–4]. The shortcomings of the insufficient information loading of the 2D graphical
interface are exposed. Information on the height, distance, and direction of the flight target
is difficult to obtain through the radar interface the first time. This has a serious impact on
the efficiency of its search and localization capabilities. The vigorous development of MR
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technology provides an idea for solving the above problems: the information dimension is
broadened by its three-dimensional display mode, which can realize a holographic percep-
tion of the overall situation and fill the gaps in the types of information [5–8]. However,
greater visual fatigue and cognitive pressures in search and judgment are experienced by
an operator due to the richer amount of information that comes with it [9,10]. Multimodal
interaction is an important means of human–computer interaction, and the interaction
efficiency can be significantly improved by combining different sensory channels [11–13].
In addition, there are now more and more multimodal solutions that combine vision with
hearing, touch, and so on. In this paper, the visual search judgment of an operator is mainly
based on the addition of auditory assistance in an MR environment [14]. Combining the
element of sound with spatial perception correspondingly assists with indicating the spatial
characteristics of the target. Here, the spatial characteristics are mainly a proxy for the
position information of the target. In the spherical coordinate system [15], the position
of a 3D object is uniquely determined by the height h, distance r, and azimuth angle θ.
Under existing theories, there are also numerous researches on the intuitive perception and
mutual induction relationship between pitch–spatial height, volume–spatial distance, and
vocal tract alternation–spatial direction. This paper will also introduce the research results
and current progress of auditory-assisted vision from these perspectives.

It is intuitively clear that there is a connection between pitch and spatial height.
Cesare V. Parise and Katharina Knorre [16] determined the existence of a mapping between
auditory frequencies and perceived vertical height by measuring the statistics of natural
auditory signals and obtained the following conclusions: The experiments show a consistent
mapping between sound frequencies and the average height of their external spatial
sources. This is particularly evident in the middle range of the spectrum between 1
and 6 kHz. In addition, moderate but consistent frequency-dependent biases were also
present in horizontal sound localization. These results suggest that there is a significant
frequency perception bias in sound localization. This bias depends on the statistics of the
natural auditory scene as well as on the filtering properties of the outer ear. This provides
important ideas for subsequent mapping relationships involving frequency dependence,
such as pitch–height, as in this paper, and provides a theoretical basis for their further
study and generalized application in MR environments. It is also evidenced in neurology.
With the use of fMRI, Kelly McCormick [17] obtained a pitch–height correspondence by
observing the consistent effect of the pitch–spatial height pitch in the bilateral inferior
frontal and insular cortex, the right frontal visual field, and the right subparietal cortex.
The related applications of the pitch–height-based cross-modal mapping are also becoming
more abundant and mature: Marco Pitteri [18] scientifically presented a SMARC effect
applied to the music field. Pitch–height can be expressed in a spatial format; when the
response is executed in the lower part of the space, the response times (RTs) are faster
for bass heights. In addition, when the response is executed in the upper part of the
space, the RTs are faster for high pitch heights. This provides an important theoretical
basis for the search performance in this paper. It is shown in Judith Holler’s [19] research
that the common phonological gestures of some Dutch and Persian speakers reveal a
mapping of high-to-high space and low-to-low space. Moreover, this gestural spatial–
pitch mapping is considered to occur simultaneously with the corresponding spatial word
(high-low). In addition, Sarah Dolscheid [20] confirmed that different speakers differ in
spatial–pitch correlations. The strong correlation between both pitch and spatial height is
also illustrated in their respective sets of data. In addition, the pitch–height spacing is more
malleable compared to other mapping correlations. The above studies and some related
studies [21,22] have explored the connection between pitch–indication–height, including
both the physiological principle and the application level, but the mechanism has not been
verified and applied in a mixed-reality environment, and it should be investigated whether
it can be applied in the scenario of this paper.

There is a correlation between the volume and the distance: the farther away, the
smaller the sound [23]. Taking advantage of this property, the cognitive mechanisms related
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to the indication, offset, and enhancement between the volume and spatial distance of
vision have been intensively investigated and are widely used. Paul Luizard [24] presented
a heuristic model based on the parametric analytic solution of the diffusion equation and
the physical approximation of sound energy behavior. It is used to describe the design
of geometric structures in concert halls. The energy decay properties of the volume in the
audio-visual coupled space are explained. This provides important support for the subse-
quent volume design principles in this paper. Andrew J. Kolarik [25] showed the coupled
relationship between the distance properties of vision and sound source distance through
an experimental study. and found that when there is partial visual loss, participants with
visual loss misjudge the relationship between the room size and sound source distance as
judged by participants with normal vision. Scott A. Hong [26] investigated the problem
of hearing damage to infants from excessive volume by setting up three microphones at
different spatial distances to simulate different volumes. Min-Chih Hsieh [27] set up an
electric vehicle warning sound with different volume levels and different distances and
the efficiency of it with a recognition of the warning was judged. Accordingly, the degree
of influence of auditory warnings at different volume levels on visual perception was in-
vestigated. Hongrae Jo [28] used visual and acoustic methods to explain the phenomenon
of bubble condensation. The volume of the bubble was measured visually to determine
the distance of its movement in a vertical direction. The auditory perception of the sound
pressure signal after volume conversion was also used to obtain its relative position relation-
ship. This reflects the consistency of the indication of visual distance and auditory volume.
The volume–distance cross-modal application described above exemplifies the validity of
the auditory-perceptual indication of distance and its strong correlation with cognition. By
setting three different distances, Like Jiang [29] studied the rapidity of the visual impact of
different sound distances. This can be used to evaluate the impact of traffic noise on the effi-
ciency of visual judgments on highways. This study also provides an important idea for the
experimental design of this paper, that is, by studying the correspondence between different
distances and different sounds, the correlation between volume and distance indication is
confirmed. The mechanism, experiment, and application of volume indication distance in
different scientific fields are illustrated by the above results and some related studies [30–32].
However, whether its application in an MR environment is smooth and reasonable and
whether it is consistent with cognitive mechanisms needs to be further investigated.

The direction in visual space can likewise be indicated by sound. The Head-Related
Transfer Function (HRTF) is a very effective implementation of a sound localization al-
gorithm for describing the transmission of sound waves from a sound source to both
ears. This has been demonstrated in related studies by Dmitry N. Zotkin and Ramani
Duraiswami [33] who used a new approach to detail the algorithmic details of HRTF inter-
polation, room impulse response creation, HRTF selection from the database, and audio
scene representation by selecting personalized head-related transfer functions (HRTFs)
based on anatomical measurements from the database. They successfully constructed a
theoretical system for rendering local spatial audio in virtual auditory space. This provides
an important theoretical basis for auditory-assisted visual–spatial localization. V R. Algazi
and R. O. Duda [34] studied the statistical data of anthropometric parameters and the cor-
relation between anthropometric measurements and some temporal and spectral features
of HRTF and provided a database for public study, contributing to research in the field of
auditory localization. Sound indication direction can also be achieved by a binaural vocal
tract shift and a time difference in time arrival. M. Houtenbos [35] explored the effects of
different vocal channel input sequences on the perceived orientation of joint visual-auditory
interactions in the absence of complete visual cues. He achieved this using audio “beeps”
in different lateral input directions (left-to-right ear and right-to-left ear) corresponding to
the direction of approach of the target. Experiments have shown that this way of indicating
the direction can substantially improve the efficiency of the visual-auditory display and
its perceived direction. This facilitated the specific design of the experimental protocol
based on the principle in this paper. Tahir Mushtaq QURESHI [36] proposes a digital
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waveguide-based sound channel model. The sound channel is decomposed by the model
into uniform-length cylindrical segments, the time played by the sound wave propagation
in its axial direction is explored, and the predicted relevant direction is determined by this
time difference. Alfonso Nieto-Castanon [37] analyzed the vocalization data of the subjects
in the experiment. It was ascertained that the degree of acoustic variation along a given
joint direction was relatively strong. This confirms a consistent relationship between the
vocal tract as a target variable and orientation. The effectiveness of directional indication
based on vocal tract alternation and its region-specific cognitive induction were effectively
demonstrated by the above-mentioned studies. However, its related mechanisms have
been less frequently applied in MR environments as a general rule, and this needs to be
subsequently explored through specific experiments.

In summary, the study shows that the pitch, volume, and vocal track alternation
scheme in a joint audio-visual interaction is closely related to spatial height, distance,
and direction in realistic environments. They also have a wide range of applications
in the positioning, medical, and transportation fields [38–40]. However, there is still a
gap in how to efficiently optimize spatial–visual interactions through auditory assistance
in MR environments. Whether the mechanisms in the real space state are applicable in
an MR environment and whether the cognitive mechanisms change have not yet been
explored. Further studies of visual-auditory multimodal interactions in MR environments
are therefore stalled. The search task of command and control in a holographic environment
is also constrained. In addition, there is a lack of research on the integration of the above
three types of elements. They cannot meet the rapid and accurate localization of sound and
spatial location when each element is complete. Therefore, in this paper, an experiment
was designed to investigate the connection between the characteristics of sound and the
spatial elements of MR, pitch–height, volume–distance, and vocal tract alternation–spatial
orientation. A validation of the effects of the fusion of the auditory elements indicating
spatial location was also carried out

2. Experimental Procedures and Methods
2.1. Experimental Procedure
2.1.1. Experimental Procedure for the Correlation between Auditory Elements and
Target Characteristics

This section is divided into three experiments, which were designed to verify the
correlation between auditory elements and target location characteristics from three per-
spectives: pitch–height, volume–distance, and vocal tract alternation–direction. They were
implemented by locating a simulated spacecraft in an MR environment

The subjects were 30 master’s degree students from an engineering university (age
range 23–35, mean 25.6, SD = 2.67). All subjects had experience in mixed-reality operations
and had a fuller understanding of the target search task related to this paper. They had nor-
mal vision and hearing, were not informed in advance of the purpose of the experimental
study, and their informed consent was obtained.

For the equipment, the experimental scene was presented in Hololens 2. Hololens 2
is an MR device that takes a transparent holographic lens to achieve a 3D display based
on eye position. It is paired with six cameras and depth sensors to support line-of-sight
tracking, touch, grip, and other interactive operations, and has built-in spatial speakers.
The necessary hardware conditions for auditory-assisted instructional vision are available
to meet the experimental requirements. Participants wore devices on their heads and stood
in a relatively empty room with some visible light. The immersive scenes were edited by
unity3D software, and the specific equipment and subject sites are shown in the Figure 1
below. The corresponding scenes of the different experiments will be introduced later.
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Figure 1. Experimental scenarios and equipment (a) the subject wearing the device; (b) Hololens 2
display device.

(1) Experiment 1: Pitch–Height

Under the study of the existing environment, there is a consistent mapping relationship
between the frequency of sound and the perceived external environment; the higher the
frequency, the higher the perceived height. In addition, there is also a positive correlation
between sound frequency and its manifested pitch; the higher the frequency, the higher the
pitch. Therefore, we can reasonably infer the plausibility of the pitch–height mapping and
further investigate it in an MR environment. This experiment was intended to simulate
the MR air and space situation for the rapid search and positioning of targets at different
heights. The experiment was set up with three different pitch cues and three different
spatial heights. The efficiency of the operator in discerning a target at a specific height
was investigated in the presence of different pitch cues. The scenario of a specific pitch
indicating height is shown in Figure 2.
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Figure 2. Scenes from experiment 1. (a) Schematic diagram of the virtual-real scene; (b) Range of
height of field of view in MR.

Three different flying objects at high, medium, and low heights (with an altitude
difference of 15 m in the field of view) flew in the subject’s direction at the same time.
Subjects needed to find the specified flying object. First, three kinds of cue audio with
high, medium, and low pitch were processed separately by changing the sound frequency.
Their sound frequencies were 4 kHz, 3 kHz, and 2 kHz. One kind of cue audio was played
randomly during the flight of the target in conjunction with the target flight. The targets
of each trial appeared randomly, but the total number of times each audio appeared
with targets of different heights needed to be controlled to be the same. Due to the need
to control the variables, only one type of audio was played for each task process. The
judgments were made 9 times in each trial, and 9 sets of experiments were performed. The
number of times each pitch indicated a different height was 9. The purpose of the search
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judgment experiment is to obtain the correct judgment result, that is, to find the correct
specific simulated aircraft. In addition, the reaction time results of the incorrectly judged
experimental samples are of little reference significance for the mechanistic study in this
paper. So, a total of 81 sets of data with correct judgment results were recorded.

(2) Experiment 2: Volume–Distance

In real-world environments, sound stimuli at near and far ends can cause biases in
human localization judgments. Different volumes of audio have different impact character-
istics when they reach the human ear. This experiment was intended to simulate the MR air
and space situation for the fast search and localization of targets at different distances. The
experiment was set up with three different volumes of audio and three different distances
of targets. The efficiency of the operator in discerning a specific distance target under the
condition of having a different volume for the cue sound was explored. The scenario of
specific volume indicating distance is shown in Figure 3.
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Combined with the variability of the virtual and actual ranges, this experiment selected
a scale of 1:1 in unity3D, that is, 1 unit distance in unity3D corresponds to 1 m of actual
distance. Three targets with different distances (15 m, 30 m, and 50 m) from the human eye
were placed at the same height (field-of-view height 30 m) and in the same direction. In
order to correspond to the volume attenuation in the above realistic environment, different
volumes were set at the corresponding positions of the targets to indicate the targets
(the volumes were V, V-6, V-10.5). With audio instructions at different volumes, subjects
judged the target location visually and then selected the correct target to complete a set
of experiments. The experiment started with an initial value of V = 50 decibels (dB), then
the corresponding volumes at three different locations were 50 dB, 44 dB, and 39.5 dB. Of
these, half of the subjects performed nine experiments (three random displays for each
distance) with auditory distance cues. The remaining half of the subjects completed the
above experiments without auditory distance cues. A total of 48 sets of data with correct
judgment results were obtained.

(3) Experiment 3: Vocal Track–Direction

This experiment was intended to simulate the MR air and space situation for the
rapid search and positioning of targets in different directions. By taking HRTF as a basic
method for indicating directions and combining it with coding theory, four alternate cueing
schemes with different sound channels were set up. The response times of the operator in
the context of HRTF with and without the alternating sound channel scheme conditions
were compared. Thus, we analyze whether the alternating sound channel scheme can
improve the interaction efficiency in the context of HRTF.

Since the field of view of Hololens 2 is 47◦, it cannot fully fit the field of view of the
human eye. In addition, the target orientation generally needs to be considered in all



Aerospace 2022, 9, 340 7 of 25

directions. Therefore, in this experiment, the realistic environment in which the subjects
were located was divided into four areas (Figure 4 below), which were 0◦–90◦, 90◦–180◦,
180◦–270◦, and 270◦–360◦.
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In an MR environment, the HRTF can be implemented by the steamaudio plug-in. Our
experiment uses “SteamAudioHRTF” as the steamaudio plug-in to realize the direction
setting based on HRTF. The four directions of the sound source in the unity3D experimental
scene were set to 45◦, 135◦, 225◦, and 315◦ and then “HRTF” mode was turned on to indicate
the left, right, left-back, and right-back directions, respectively. The experimental program
without alternating vocal tracks is prompted by the default long sound, and HRTF mode
in the plug-in is applied to process the audio as it corresponds to the simulated aircraft
appearing in the corresponding direction (for example, the simulated aircraft in the left
direction is prompted by the 45◦ audio). The addition of HRTF sound effects can better
suggest the direction but will also enable people to perceive the existence of direction and
make judgments. However, during the actual experiment, it was found that when this
method is used, a human can discriminate the left and right directions quickly but there is
a fuzzy area for the front and back directions, which is less efficient. Therefore, this paper
combines the ideas of “short flash” and “long flash” from coding theory [41] in the sound
channel alternation scheme design; in the front of the left and right directions a short sound
cue was used, and in order to play a distinguishing effect, in the back two corresponding
directions a “long + short sound” cue was used. The situation is shown in Figure 5 below:
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Based on the above principle, the four subjects were informed of the experimental
method and requirements in advance, and then the experiment was started. All subjects
performed the discrimination experiment 2 times in each direction (scenario below in
Figure 6). A total of 64 sets of data were obtained when the discriminations were correct.
The direction in which the target appears in each experiment was set to be random, but the
total number of times in each direction was the same. The experiment time and correctness
were recorded in the background and left for data analysis. The scenarios of alternating
specific vocal tracks to indicate spatial directions are shown in Figures 6 and 7.
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2.1.2. Experimental Procedure for an Integrated Task of Auxiliary Target Localization
Incorporating Auditory Elements

Three experimental studies on the connection between sound and spatial vision of
pitch–spatial height, volume–spatial distance, and vocal track alternation–spatial direction
were conducted in the previous phase. In a comprehensive target localization task, the three
elements need to be organically integrated to indicate the specific location of the target.
When combining auditory assists, it is necessary to integrate the auditory elements as
well. However, this auxiliary indication has not appeared in previous studies and the first
time it has been used was in the MR visual field environment. Therefore, this experiment
specifically investigated its one-to-one correspondence.

Ten subjects who had participated in the three previous correlation experiments and
were familiar with the three cross-modal associations of pitch–height, volume–distance,
and vocal tract alternation–direction were selected, and six integrated discrimination exper-
iments with and without auditory assistance were conducted for each. The arrangement
of the 36 targets and the location of the particular target to be found were randomized. In
addition, the targets were randomly disrupted after each completed experiment, and then
the subjects were allowed to make the next identification. The time to complete the task
and the success or failure of the two comparison experiments were recorded. In addition,
the number of times before and after the direction of the experiment was the same in the
control group. A total of 120 comparison experiments were eventually performed. The
virtual scene is illustrated in Figure 8 and the real scene is shown in Figure 9.
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2.2. Experimental Method
2.2.1. Experimental Method of Correlation between Auditory Elements and
Target Characteristics

To explore the relationship between pitch and height, the pitch needs to be quantified.
For the quantitative study of pitch, in terms of traditional physics, it represents the level of
sound frequency. The higher the frequency, the higher the pitch, and vice versa, the lower the
pitch, the lower the frequency, which is calculated in Equation (1). In this experiment, three
different pitches of audio were created for the experiment by varying the sound frequency.

pitch = 69 + 12 ∗ log 2( f /420) (1)

The volume represents the intensity of the sound. Considering the fluctuating na-
ture of sound, it is usually analyzed using short-period analysis, commonly known as
“frame analysis”. Its relative stability in the shorter time range can be ensured by this. The
calculation is performed by Equation (2).

L = 10 ∗ log10(
n

∑
i=1

S2
i ) (2)

The relative intensity value L in decibels (dB) can be obtained by this method. This
is consistent with the human ear’s perception of sound size. However, due to the noise
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contained in the sound and its inherent offset nature, the use of pre-processing to avoid
errors is usually performed before the calculation.

Lm = 10 ∗ log10(
n

∑
i=1

(Si − mean(s))2) (3)

The processing of audio and quantization in experiments on volume is carried out
mainly using the above theory. We can obtain insights from the propagation law of the
point source on how the calculated volume is specifically prompted. Usually, under ideal
conditions the sound intensity is inversely squared with distance; for every doubling of
the sound source distance, the sound intensity decreases by 6 dB. Previous studies have
shown that humans increase their sound output to compensate for the loss of these sound
transmissions. The sound itself is also a wave and for a point source, its attenuation with
distance is similar to the scattering of electromagnetic waves from a point charge, satisfying
Equation (4). From Equation (4) we can obtain the table of distance attenuation values of
point sources in a realistic environment, as shown in Table 1.

∆L = 10lg(
1
4

πr2) (4)

Table 1. Point source distance attenuation values.

Distance (m) ∆L (dB) Distance (m) ∆L (dB)

5 14 50 34
10 20 60 35
15 23.5 70 37
20 26 80 38
25 28 90 39
30 29.5 100 40
40 32

Based on this table of values, we can obtain the graph corresponding to the decay
values fitted by the scatter plot as shown in Figure 10.
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When the sound is transmitted to us, the HRTF will correspond to the phase and
frequency responses of our brain. Therefore, the HRTF is a function of the source direction
and frequency. If the sound source is located at the azimuth ϕ at elevation θ in a spherical
coordinate system centered on the subject, then the left and right HRTFs will be defined
as the frequency-dependent ratio of the sound pressure level (SPL) at the corresponding
eardrum to the free-field SPL at the center of the head as if the listener were absent [33].

Hl(ω, ϕ, θ) =
Φl(ω, ϕ, θ)

Φ f (ω)
(5)

Hr(ω, ϕ, θ) =
Φr(ω, ϕ, θ)

Φ f (ω)
(6)

where ω represents the frequency of the sound. According to the above model, the following
three parameters are important for the calculation of HRTF:

1. Interaural Time Difference (ITD): Time difference for sound to reach each ear.
2. Interaural Level Difference (ILD): Sound level difference per ear.

The human ear is very capable of discriminating the direction and distance of sound
propagation and localization. The human brain can determine the location of the sound
source by comparing the Interaural Time Difference (ITD) and Interaural Level Difference
(ILD) [42,43] of the same sound source reaching the two ears, which is on top of the
hyperbola with the two ears as the focus (the difference between the distance from the point
on the hyperbola to the two foci is a constant value). In the actual calculation, since the
sound propagation speed is equal in the same medium, the time difference can be obtained
by multiplying it with the speed to obtain the distance difference, as shown in Figure 11:
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The distance difference can be expressed as a function of the azimuth φφ:

∆d = d2 − d1 = k sin φ (7)

The ITD can be calculated from the distance difference ∆d:

ITD =
∆d
u

=
k sin φ

u
(8)

where u is the speed of sound and k refers to the distance between the two ears.
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In addition, according to the relationship between phase difference and wave range
difference (distance difference).

∆ϕ =
2π

λ
k sin φ (9)

In the case of virtual reality, distance and loudness differences do not exist because
the device’s speakers are confined to the hardware range. The realization of phase and
loudness differences between the two ears is difficult to achieve by traditional methods.
So, we need to find other ways. The dual vocal tracts of both ears are also sensitive to
orientation. According to the above theory, stimulation can also be performed by causing
transient phase differences corresponding to different vocal tracts:

∆ϕ > 0 (10)

In this way, a person can subconsciously perceive the orientation. The device used in
this experiment, Hololens 2, has two built-in speakers placed in binaural positions, which
enables the construction of instantaneous phase differences based on the above principle.
Based on this principle, pre-experiments were designed to demonstrate the directional
effect of the differentiated vocal tract stimulation.

The above extra-aural cues can play an important role in the direction of auditory
discrimination. However, the wavelength of the sound is comparable to the environment
and body size. Therefore, the auricle forms a specially shaped “antenna” that filters
out location-dependent and frequency-dependent sounds. That is, the following third
parameter exists as a third cue for auditory orientation perception in HRTF.

3. Spectral Cues of sound interacting with individual anatomy

This intra-aural cue can likewise affect overall sound direction discrimination and
effects in a frequency-dependent manner.

Therefore, HRTF integrates extra-aural and intra-aural cues to more accurately describe
the effects of human sound discrimination and the effects of sound on human cognition, and
the experimental design of the relevant experiments in this paper is based on this principle.

2.2.2. Experimental Method for an Integrated Task of Auxiliary Target Localization
Incorporating Auditory Elements

According to the specific design of the three auditory elements of pitch, volume, and
vocal tract alternation in the three previous experiments in this paper, pitch was divided into
three types: high, medium, and low; volume was divided into three types: high, medium
and low; vocal-channel alternation was divided into four types: left short sound, right
short sound, left long and short sound, and right long and short sound cues. A piece of
audio that incorporates three features to indicate the corresponding location in space was
used. The 36 relevant areas in the space at different heights, directions, and distance depths
were aided by 36 audio-assisted indication schemes (Figure 12). Thirty-six objects were
placed in thirty-six equal areas within the human surroundings. Due to the placement
rules planned in the front, there should be a strong occlusion relationship between objects.
This should cause a large degree of ambiguity in visual discrimination. While introducing
auditory-assisted instructions, the subject’s attention to the corresponding area should be
guided by the audio. Judgment efficiency should be promoted. However, its effects are
unknown and need to be determined through experiments.
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3. Data Analysis and Results
3.1. Analysis of Experimental Results on the Correlation between Auditory Elements and
Target Characteristics
3.1.1. Analysis of Pitch–Height Results

The results were obtained as time data. The smaller the value, the shorter the time and
the better the experiment. First, all the data were analyzed. Adjusted F values were obtained
by adopting the Greenhouse–Geisser method using within-subjects one-way ANOVA; F
(2.78, 22.27) = 46.17; p = 0.000 < 0.05. It was shown that the nine scenes obtained by the nine
subjects were significantly different in time. The overall data are presented below.

It can be seen that different pitches indicate different heights with variability. When
the high, medium and low pitch cues were indicating the high, medium, and low regions of
the MR visual field airspace, respectively, their time duration was shorter with mean values
of 4.79 s, 4.88 s, and 4.80 s. Accordingly, when the pitch did not match the spatial height,
its time increased significantly when compared to matching. Take for example the three
heights indicated by the high pitch. The time averages of the other two heights increased by
27.48% and 20.80%, respectively, compared to the high region indicated by the high pitch.
The increase in time at other pitches was essentially the same as at higher pitches. Therefore,
it was most efficient when the corresponding pitch indicated the corresponding height.
This indicates that sounds with pitch characteristics will guide the spatial visual perception
of humans toward the corresponding height offset. When the corresponding target is right
in the visual area reached by the offset, the subject can make a judgment quickly. Thus,
the shortest time is obtained, which reflects the induced bias of pitch to the target spatial
height perception. In addition, it is clear in Figure 13 that the standard deviation of the
interaction time increases substantially when there is a pitch–height mismatch due to the
auditory induction of vision. This is due to the fact that subjects have to shift their visual
attention and rejudge and the volatility of the interaction is further increased.

To further explain the mechanisms of the perception of spatial height with auditory
indications, different indicated heights at the same pitch were analyzed. The dependent
samples t-test was selected to evaluate the differences in the indicated different heights,
where the alpha level for each two-comparison test was 0.016. The results and scatter plots
of the time distribution are shown in Table 2 and Figure 14. (in each pairing, H refers to
high, M refers to middle, L refers to low, the one in front is the pitch, and the one behind is
the height).
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Figure 13. Wireframe diagram of each group of time data (Red represents the indication of high pitch,
cyan represents the indication of medium pitch, and orange represents the indication of low pitch. H,
M, and L in the group name refer to high, medium, and low, respectively; those located in front are
the pitch, and those behind are the heights).

Table 2. Time distribution results table of high pitch–height.

M SD t(8) p

Pairing 1 H-H 4.79 0.21 −11.97 0.000H-M 6.10 0.25

Pairing 2 H-H 4.79 0.21 −8.173 0.000H-L 5.78 0.23

Pairing 3 H-M 6.10 0.25
3.247 0.012H-L 5.78 0.23
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Figure 14. Scatter plot of the response time for each height of the high-pitched indication.

(1) In the high-pitch indication, the time of the high-pitch indication high region was
significantly lower than that of the high-pitch indication middle region and the high-pitch
indication low region. In addition, the mean value of time in the high-pitch indication low
region was significantly lower than that in the high-pitch indication middle region.

(2) In the low-pitch indication, the time in the low-pitch indication low region was
significantly lower than that in the low-pitch indication high region and the low-pitch
indication medium region. Accordingly, the mean value of time in the high region of the
low-pitch indication was significantly lower than that in the middle region of the low-pitch
indication. The statistical data and distribution of time are shown in Table 3 and Figure 15.
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Table 3. Time distribution results table of low pitch–height.

M SD t(8) p

Pairing 1 L-H 5.60 0.31 −6.284 0.000L-M 5.97 0.34

Pairing 2 L-H 5.60 0.31
6.158 0.000L-L 4.80 0.23

Pairing 3 L-M 5.97 0.34
8.311 0.000L-L 4.80 0.23
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Figure 15. Scatter plot of the response time for each height of the low-pitched indication.

The results of the above two sets of data show that with the auxiliary indication of
high and low pitches, the high pitch indicates the low region more efficiently than the high
pitch indicates the middle region. The low-pitch indication of the high region was also more
effective than the low-pitch indication of the middle region. This is in line with the law of
reverse cognition in the context of search tasks. It indicates that when pitch-guided subjects
search the corresponding height and find an error, subjects will generally start searching again
from their relative extremes first and then go to the adjacent area. Therefore, the middle region
in human perception is the last to search, causing the time to be relatively slowest.

(3) In the mid-pitch indication, the time in the mid-region of the mid-pitch indication
was significantly lower than that in the high region of the mid-pitch indication and the low
region of the mid-pitch indication. Accordingly, the mean value of time in the mid-pitch-
indicated low region was significantly lower than that in the mid-pitch-indicated high
region. The statistical data and distribution of time are shown in Table 4 and Figure 16.

Table 4. Time distribution results table of medium pitch–height.

M SD t(8) p

Pairing 1 M-H 5.70 0.19
11.682 0.000M-M 4.88 0.15

Pairing 2 M-H 5.70 0.19 −3.953 0.000M-L 5.93 0.25

Pairing 3 M-M 4.88 0.15 −12.643 0.000M-L 5.93 0.25
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Figure 16. Scatter plot of the response time for each height of the medium-pitched indication.

The results of the mid-pitch indication showed that the mid-pitch indication of the high
region was more efficient than the mid-pitch indication of the low region. This suggests
that auditory-assisted visual indications for flight targets have an induced bias toward
higher spatial extents. In the context of airspace, subjects will tend to search further toward
higher areas provided that the target indicated by the mid-pitch is incorrect.

3.1.2. Analysis of Distance Results of Volume Indication Targets in MR Environment

The preliminary statistical data obtained from the experiment are shown in Table 5:

Table 5. Time comparison with and without volume indication.

Audible Distance Indication No Distance Auditory Indication

Distance M SD M SD

Near 2.64 0.13 3.09 0.10
Medium 2.79 0.15 3.16 0.13

Far 2.73 0.12 3.27 0.14

Analysis was conducted using the Greenhouse–Geisser method. The presence or
absence of auditory-assisted cues was used as a between-subjects factor, and the indicated
distances (near, medium, and far) were used as within-subjects factors. A 2 ∗ 3 within-
subjects with interaction ANOVA was conducted for the task interaction time (the results
are shown in Table 6). The results showed that the main effect of the presence or absence
of auditory-assisted cues was significant, as was the main effect of the indicated distance.
Therefore, for the presence or absence of auditory assistance, the completion time with au-
ditory assistance instructions was significantly lower than that without auditory assistance
instructions, meaning that the completion effect was optimized.

Table 6. Results of ANOVA.

F p η2

Auditory-assisted indication 53.07 0.000 0.79

Distance 36.65 0.000 0.73

auditory-assisted indication × Distance 12.80 0.000 0.48

In addition, there is a significant crossover effect of auditory-assisted indication × distance
(Figure 17 below).
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Figure 17. The plot of the estimated marginal mean with and without auditory assistance (This shows
a significant association between the two elements).

After selecting an alpha level of 0.016 for each test, a simple benefits analysis was
performed for the presence or absence of the corresponding auditory indication for each
factor level case of the indicated distance. The results of the simple effects test and the above
mean values indicate that subjects with auditory-assisted instructions had significantly
lower task times than subjects without auditory-assisted instructions, regardless of whether
the instruction distance was near, medium, or far. The t-values for the three distances were
t(14) = −7.84, t(14) = −8.10, and t(14) = −5.17, respectively, and their p-values were below
0.016. It can be ascertained that the volume auditory aid cue has a significant contribution
to the distance of the indicated target. The operator’s ability to perceive the distance to
the target can be effectively improved. However, after specific analysis, we found that
the relative judgment efficiency of each distance changed before and after the addition of
auditory-assisted indications. Therefore, it is necessary to analyze whether the time levels
of each distance indication were different in different cases.

A significance level of 0.016 was taken and a dependent samples t-test was performed
for each case. The results showed that with auditory-assisted indications, the time to indicate
targets at close distances was significantly lower than that to indicate targets at medium
distances and targets at far distances, whereas the time to indicate targets at medium
distances was significantly higher than that to indicate targets at far distances. In the no-
auditory indications, the time for indicating the near target and the time of indicating the
middle distance target were both significantly lower than that for indicating the far distance
target, but there was no significant difference between the two times of indicating the near
target and indicating the middle-distance target, Specific analysis values are shown in the
following table (see Table 7; the first column shows the presence or absence of an auditory
indication, and in the second column, N, M, and F represent near, middle, and far).

Table 7. Results of dependent samples t-test.

t(7) p

Yes N-M −7.78 0.000
No −2.00 0.085

Yes N-F −5.77 0.001
No −8.88 0.000

Yes M-F 3.22 0.015
No −3.63 0.008

The cognitive mechanisms of volume assistance can be obtained from the above re-
sults. Before the addition of sound, the location information was perceived only through
vision. Although less efficient than the auxiliary indication, its discriminative efficiency
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is significantly negatively correlated with distance. As the distance increases, the visual
discrimination ability becomes worse and decreases more rapidly as the degree of the
increase becomes greater. After adding auditory aid instructions, the sound attenuation
changes nonlinearly with distance, and the sensitivity of the human perception of sound
decreases after a certain distance. So, the effects of the perception of sound at a medium
distance become blurred. Therefore, it is easier to distinguish between near and far dis-
tances. In summary, according to the task characteristics and experimental human cognitive
properties of sound, the most efficient method is to adopt sound-assisted visual indications
of distance and among them, lower volume cues to indicate a more distant target.

3.1.3. Analysis of Orientation Results of Targets in MR Environments with Alternating
Acoustic Channel Indication

The raw data in each direction are presented as Figure 18:
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Figure 18. Scatter plot of time distribution in each direction (top left, top right, bottom left, bottom
right are left, right, back-left, and back-right directions, respectively).

According to the above data, due to the excessive differences between the judgment
efficiency of the front and back directions before and after optimization, the significance of
the response data and the crossover effect will be reduced by including all data uniformly
in the analysis of variance, defined as follows. Set the time of the basic HRTF sound
experiment designed to T1. Set the time of the HRTF sound experiment with the addition
of the vocal channel alternation scheme designed to T2. Use the optimization rate of time µ
to measure the optimization effect of the auxiliary instructions. The optimization rate µ can
be expressed as follows:

µ =
T1 − T2

T1
× 100% (11)

The calculated optimization rates obtained are shown in the following Table 8.

Table 8. Results of optimization rate.

Short Sound Cues Long Sound Cues M SD

left
yes 23.02 2.77
no 17.48 3.74

total 20.25 4.28
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Table 8. Cont.

Short Sound Cues Long Sound Cues M SD

right
yes 21.34 2.29
no 15.76 3.91

total 18.55 4.23

total
yes 22.18 2.60
no 16.62 3.80

total 19.40 4.27

A between-subjects 2 × 2 two-factor ANOVA was performed on the calculated op-
timization rates. The two independent variables were short-sound stimuli, left-direction
and right-direction, and long-sound stimuli, presence and absence. The dependent vari-
able was the optimization rate, which corresponded to each of the four regions in the
table above. The results showed that the main effect of long-syllable stimuli was sig-
nificant (F (1,28) = 23.42, p = 0.000 < 0.05, η2 = 0.455). Among them, subjects with long-
syllable stimuli had significantly less time than those without long-syllable stimuli. The
main effect of short-syllable stimuli was not significant, and the difference in the response
time between the left and right short-syllable stimuli was not significant. In addition,
the interaction between the long-syllable and short-syllable cues was not significant
(F (1,28) = 0.000, p = 0.985 > 0.05, η2 = 0.000). That is, there was no necessary link between
the two in affecting the final subject’s time except for their separate effects, as seen in
Figure 19.
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Thus, with the inclusion of the long sound cue, the efficiency of the subjects in con-
ducting the search of the two back orientations using short-time working memory was
substantially increased, the time gap between the previous two directions was narrowed,
and the efficiency of the directional search was improved across the board. Brain load
was also reduced, and task performance was greatly enhanced. In addition, there is no
difference in the effects of performing left and right discriminations in either the front two
directions or the back two directions. The attention of the subjects was prompted to the
relevant direction by the stimuli of different vocal tracks. The effect of cueing using this
cognitive property was also superior.

The above ANOVA argued for the significant optimality of the presence or absence
of long syllable cues, and the argument for the optimality effect of short syllables was
still missing. The main effect of the short syllable cue was not obvious, and there was no
significant distinction between the left and right stimuli. Therefore, the data from the left
and right channels were combined for the raw data analysis before and after optimization.
The t-test showed that t(15) = 15.993, p = 0.000 < 0.05, and there was a significant decrease
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in subjects’ times after performing the short syllable cue optimization. The efficiency of the
subjects in searching for each target direction was enhanced by the orientation indication
of the alternate visual aids of the vocal tract.

3.2. Analysis of Experimental Results of an Integrated Task of Auxiliary Target Localization
Incorporating Auditory Elements

Due to the excessive time differences between the front and back directions before
optimization, the time results of the final experiment were presented by placing the results
of the front two directions in the 1, 2, and 3 datasets. The results of the back two directions
were placed in the 4, 5, and 6 datasets. The sample curve is shown in Figure 20.
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Figure 20. Smoothed response time curves for each dataset.

An independent samples t-test analysis was performed for the final time. In addition,
the time gap between the front and back two directions in the third correlation experiment
in the earlier period was too large. Therefore, the two components of the randomized
experimental time results need to be distinguished for ANOVA.

The results for the first two directions with and without auditory indication are as
follows. With the combined auditory indication (M = 2.40, SD = 0.16), the time was signifi-
cantly lower than without the auditory indication (M = 3.34, SD = 0.27), t(58) = −14.464,
p < 0.05, d = 3.73. The results for the latter two directions in the presence and absence of
auditory instructions are as follows. With the combined auditory instructions (M = 3.26,
SD = 0.16), the time was significantly lower than in the absence of auditory instructions
(M = 4.90, SD = 0.18), t(58) = −36.624, p < 0.05, d = 9.46. The latter two directions were more
significant in terms of difference and represented a greater degree of optimization. As a task
type with high accuracy and timeliness requirements, the search task needs to maintain a
high correctness rate. This is also a real need for airspace safety and stability. So, it is not
only necessary to consider the time effect alone, but also to consider the correctness together
with the time. In the field of a comprehensive evaluation that includes response time and
accuracy, a method combining the two factors has also been proposed by many experts
and scholars. The effect is good, but there is a lack of integration of the two, covering
only correct “reward” and incorrect “punishment”. Therefore, a combination of scoring
methods that combines correct performance and response time needs to be considered.
Maris Gunter [44] gives the following evaluation method in Equation (12):

∑
i
(CiXpi − Pi(1 − Xpi))(d − Tpi) (12)
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where Xi is the judgment performance (the value is 1 when the judgment is correct, 0
when it is incorrect), Ci is the coefficient of the increase of the fraction when the reaction is
correct, Pi is the reduction factor of the fraction in the case of an incorrect reaction, and d
is the time limit. This value is generally the maximum time to complete the task and Tpi
is the time to respond. In this experiment, the time difference between the front and rear
directions before optimization was too large. Therefore, the analysis from two different
time constraints contributed to the final score statistics. Take the maximum time of 4 s and
6 s not exceeded in both directions before optimization as the time limit of the two phases.
The evaluation method of Maris Gunter was optimized in Equation (13) and is applicable
to this experiment.

∑
i:di=4

(CiXpi − Pi(1 − Xpi))(d − Tpi) + ∑
i:di=6

(CiXpi − Pi(1 − Xpi))(d − Tpi) (13)

where the values of Ci and Pi, as the core part of the overall scoring method, need to be set
by expert opinion in the field. Here, we analyze the importance of the four experts related
to the time and correctness of completing the task by adopting the AHP method [45]. The
average of the four judgment matrices was used to obtain the experts’ judgment matrix of
the relevant importance:

A1 =

[
1 0.215

4.65 1

]
(14)

Its eigenvector was derived (Equation (15)) and regularized (Equation (16)):

W = n

√√√√ n

∏
j=1

bij, i = 1, 2, 3, . . . , n (15)

W =
Wi

n
∑

i=1
Wi

(16)

Its feature vector (weight distribution) was obtained as

W =
[
0.177 0.823

]T (17)

The consistency judgment was calculated using the maximum characteristic root and
consistency index. 

λmax =
n
∑

i=1

(AW)i
nWi

CI = λmax−n
n−1

CR = CI
RI

(18)

Obtain
λmax = 2.00, CR = 0.00 < 0.10 (19)

Therefore, the final time to correct the correlation correctness ratio was 0.177:0.823.
It can be understood that in the context of search tasks, correctness was the primary
requirement. So, obtaining an incorrect response conclusion quickly required a higher
penalty. Therefore, the ratio of Ci and Pi as the evaluation indicators was also set to
0.177:0.823 based on the above criteria. To facilitate the calculation, the value of Ci in the
formula was set to 1, so Pi was 4.65. The formula was adjusted to

∑
i:di=4

(CiXpi − 4.65(1 − Xpi))(d − Tpi) + ∑
i:di=6

(CiXpi − 4.65(1 − Xpi))(d − Tpi) (20)
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The final correct rate and reaction time were brought into the above equation to obtain
a combined performance score of 70.80 after auditory optimization and 8.87 before opti-
mization. The combined correctness, response time, and score of the combined experiment
are displayed in order in Figure 21.
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Figure 21. Combined comparison chart of the correct rate, response time, and score with and
without auditory.

The final results clearly showed that when considering the combined effect of the
correct rate and response time, auditory instructions with three characteristics of pitch, vol-
ume, and vocal channel alternation have a significant optimization effect when compared
with visuals alone in a target space location search.

4. Discussion and Analysis

This paper focuses on the connection between auditory pitch, volume, and vocal tract
alternation schemes and the height, distance, and direction of space in the MR display envi-
ronment in the context of air and space situations. Furthermore, the induced mechanisms
and cognitive properties of auditory-assisted visual–spatial search localization are explored.
The results of the three experiments concluded that several elements of auditory-aided indi-
cation have a strong correlation with the target characteristics. And the variability among the
datasets for different pitch–height, volume–distance, and vocal channel alternation–azimuth
is obvious. This indicates that their indication relationships are non-interfering and clearly
distinguishable from each other, with sufficient cognitive discrimination.

In Experiment 1, we set audio cues with different pitches to assist subjects’ spatial-
visual height judgments in an MR. The relationship between the spatial area indicated
by the auditory aid and the human visual cognitive area was determined by comparing
the reaction times. After data analysis, we found that the association between pitch and
target height was significant: The three mapping relations, high pitch–high region, medium
pitch–medium region, and low pitch–low region, had the shortest response times and
little time difference for the three different pitch indications. This suggests that subjects’
visual cognition is guided to high, medium, and low regions by high, medium, and low
pitches accordingly. In addition, in the case of a pitch and height association mismatch, the
search process satisfies the human reverse cognitive laws and the cognitive properties of
the airborne target.

In Experiment 2, the discrimination of subjects’ spatial–visual distance in an MR
was assisted by setting up audio with different volume levels. We analyzed whether the
volume was optimized for human visual distance perception by comparing two distance
discrimination scenarios with and without auditory-assisted indication audios with differ-
ent volumes and whether their cognitive mechanisms had changed. When no volume assist
cue was present, the efficiency of discriminating between distant, medium, and near targets
increased from low to high. When there was a volume-assisted indication, the efficiency
of discriminating between far and near targets was similar and both were lower than the
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intermediate distance targets. However, regardless of the efficiency, the results were better
than when there was no volume assistance. This illustrates the strong correlation between
volume and distance in the MR environment and the better effects of volume-assisted
distance optimization.

In Experiment 3, different vocal tract alternation schemes were set up to assist subjects
in discriminating spatial–visual directions in an MR. By combining intuitive interaction
theory and coding theory, a vocal track alternation scheme was designed for the sound
indication directions. The left and right short audios were used to indicate the left and
right directions, and the left “long sound and short sound” and right “long sound and
short sound” audios were used to indicate the left-back and right-back directions. Through
an experimental verification, a better optimization effect was obtained in each direction
when the vocal track alternation scheme assisted the interactions. In addition, the degree of
optimization was greater for the left-back and right-back directions, which further reduced
the judgment time difference between each direction. This proves that the approach can
improve subjects’ ability to discriminate directions in the MR environment in all aspects.

In a comprehensive experiment, each of these three auditory properties was combined
in a piece of audio that indicated a specific location in space. The overall visual space
was divided into 36 areas by combining height, distance, and direction similar to the
differentiation in the previous article. Correspondingly, there were 36 audios with different
audio, volume, and channel alternation methods to determine the effectiveness of auditory-
assisted instructions for the visual judgment of position in MR environments by studying
the correlation between them. It was assessed by introducing an evaluation method and
concluded that it was better optimized.

5. Conclusions

In this paper, three sets of correlation experiments and one set of integrated experi-
ments were completed based on the current need for the rapid and precise localization of
specific flying objects in a group of air and space targets. The correlations of pitch–height,
volume–distance, and vocal track alternation–spatial orientation in an MR environment
were explored separately in the experiments. The following conclusions were obtained.

(1) There is a correspondence between the pitch (sound frequency) and the spatial height
perceived by humans. In addition, in an MR environment, human visual cognition is
biased to the high, medium, and low regions of visual space by high, medium, and
low pitch guidance. The search localization is most efficient when the pitch matches
the spatial height.

(2) Volume can have different effects on human perception of spatial distance location,
and in an MR environment, human visual perception is induced by large, medium,
and small volumes to bias the near, medium, and far areas of visual space, respectively.
The search localization is most efficient when the volume is matched to the spatial
distance. However, when there is an auditory volume indication, the ambiguity of
the intermediate volume causes a relative optimization effect when indicating the
intermediate distance to be inferior to that of the near and far distances.

(3) In the context of HRTF use, human visual perception is induced to bias to the visual
left, right, left-back, and right-back directions by short left, short right, short left and
long, and short right and long audios, respectively. The search localization is most
efficient when the corresponding vocal track scheme matches the spatial orientation.
In addition, the optimization of the latter two directions with the presence of the
encoding optimization is greatly improved.

(4) The human cognitive load is significantly reduced by the integration of auditory
factors to assist the search, and the efficiency and effectiveness of the accurate search
and localization of space objects are greatly improved.

The above findings provide a better optimization idea for visual-auditory interactions
under the search and localization task. They provide a new way for the subsequent MR
holographic environment of air–sky posture for multi-species target search and localiza-
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tion. They also provide a theoretical basis for subsequent studies on spatial information
perception and cognitive induction mechanisms.
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