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Department of Experimental Psychology, Ghent University, 9000 Gent, Belgium; marc.brysbaert@ugent.be

Abstract: Mixed-effects models have become indispensable tools for analyzing data in
second language acquisition (SLA) research. This tutorial offers a step-by-step guide to
conducting mixed-effects analyses for simple designs using the gamlj package in jamovi, a
user-friendly, free statistical software. We begin by discussing the advantages of mixed-
effects modeling over traditional methods, particularly for SLA data, and the rationale for
focusing on simple designs. Subsequently, we introduce the gamlj package, highlighting its
intuitive interface and error-prevention features. To illustrate the application of the package,
we employ toy datasets that can be easily replicated and used with other statistical software.
By providing a clear and accessible approach, this tutorial empowers SLA researchers to
effectively analyze their data and draw meaningful conclusions.

Keywords: mixed-effects model; statistical analysis; second language research; jamovi

Mixed-effects analysis is increasingly used to analyze data in language research (for
good reason, as we will see below). Unfortunately, such analyses quickly become compli-
cated, with the risk of drawing wrong conclusions.

This tutorial is an attempt to provide hands-on guidance on the use of mixed-effects
analysis. Before doing so, it is important to remember that statistics are not meant to
think for you. Two mistakes often made in statistical analysis are (1) performing the
analysis without looking at the means and standard deviations of the conditions, and
(2) throwing in every variable that seems sensible/interesting to see what holds up (i.e., is
statistically significant).

The way statistics should be used is that you first look at the means and standard
deviations of the data you obtained, see if the pattern makes sense and agrees with the
expectations you had, and ONLY THEN look at whether the observed differences are
statistically significant.1 Similarly, variables should only be included in an analysis if you
have good (theoretical) reasons to expect them to have an effect. Otherwise, variables can
obscure or distort the effects you are interested in. This applies to mixed-effects analyses
as well as any other statistical analysis. Similarly, control variables should be added to
the model only if you have good evidence that they have effects that must be taken into
account (Cinelli et al., 2024; Wysocki et al., 2022).

Statistics are most useful if the design is simple and directly related to the research
question you want to answer (Cohen, 1992). Anything above a first-order interaction is a
nightmare to interpret and, for typical effects studied by language researchers, requires
hundreds of participants and observations to be replicable (Brysbaert, 2019). It is far better
to include control variables in the selection of stimulus materials and in the study design
than try to account for them by adding them to a statistical analysis.

Because it is good to aim for simple designs, the present discussion is limited to the
analysis of such designs. There is little point in discussing complicated designs, as it is my
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experience that such designs add more uncertainty to the literature than clarity. It is better
to conduct a series of focused studies than a single, complex study that tries to cover all
possible questions and take into account all possible criticisms.

The analyses will be illustrated with small toy datasets. This is to make the text more
understandable and is not intended to give the impression that you can do interesting
language research with such small numbers of participants and stimuli. In fact, it is now
well known that many language research studies in the past were not sufficiently powerful.
Given the typically investigated effect sizes, language research papers with fewer than
50–200 participants and 40 stimuli per condition rarely provide trustworthy results (Baker
et al., 2021; Brysbaert, 2019, 2021; Brysbaert & Stevens, 2018; Kumle et al., 2021; Langenberg
et al., 2023; Mahowald et al., 2016; Westfall et al., 2014). Keep in mind that a lot of data for
a simple design makes your analysis and interpretation easier rather than more difficult:
either the effect is clearly present, or it is too small to be of value. Statistics were not
invented to draw far-reaching conclusions based on a few dozen data points.

Before going into the details of mixed-effects analysis, it is important to know why
such an analysis is necessary. What is wrong with a simple t-test or ANOVA?2

1. Why Do We Need Mixed-Effects Analysis in Research on Second
Language Acquisition?

In second language research, we want to draw conclusions that are true for all relevant
participants and for all relevant stimuli. Suppose you have the hypothesis that it is easier
to learn nouns in a second language (L2) than adjectives. To test the hypothesis, you
teach a group of participants a sample of nouns and a sample of adjectives. Both samples
are matched on important control variables, such as word length, word frequency, word
valence, word concreteness, and so on.

Because of all the constraints (and time constraints for your participants), you limit
your stimuli to a list of 15 L2 nouns and 15 matching L2 adjectives. Participants are given
some time to study the list of new words and their translations in the dominant language
(L1). After some distraction time, participants are asked to translate the L2 words into L1.
The dependent variable is whether the translation is correct or not. There are 12 participants.
Table 1 shows the outcome. This table can also be found on https://osf.io/f3hjb/, so you
can repeat all the analyses that are described.

The traditional way to analyze the data in Table 1 would be to use a t-test for related
samples or an ANOVA with a single repeated measure across participants. To do this,
we take the total number of correct translations per participant for the 15 nouns and the
15 adjectives, as shown in Table 2. A t-test on the number of correct answers tells us that,
contrary to the expectations, the adjectives were learned more often (M = 9.42, SD = 4.08)
than the nouns (M = 8.17, SD = 4.00) and that the difference is significant (t(11) = −3.19,
p < 0.01).

A different picture emerges if we take the number of correct translations per word
as the dependent variable instead of the number of correct translations per participant,
as shown in Figure 1. Now, we see that for both nouns and adjectives, there are some
easy words that were learned by almost everyone and difficult words that were learned
by almost no one. The noun W2 from Table 1 was translated by 10/12 participants, while
noun W15 was translated by only 2/12 participants. The same is true for the adjectives.
Given this variability, the difference between nouns and adjectives seems quite small. Our
impression is confirmed when we perform a t-test for unrelated samples on the number of
correct translations per item. This yields t(28) = −0.88, p = 0.387. We must use a test for
unrelated samples, because each word belongs to either the nouns or the adjectives.

https://osf.io/f3hjb/
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Table 1. A toy example of a study in which 12 participants learn the L1 translation of 15 L2 nouns
and 15 matched L2 adjectives.

Word Type P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 P11 P12

W1 Noun 1 0 0 1 1 1 1 0 0 0 1 1
W2 Noun 1 1 1 1 1 0 1 1 1 0 1 1
W3 Noun 0 1 0 0 1 1 1 0 0 0 1 1
W4 Noun 0 0 0 0 1 0 0 0 0 0 0 1
W5 Noun 1 1 0 1 1 0 1 1 1 0 1 0
W6 Noun 1 0 1 0 1 1 1 0 1 0 1 1
W7 Noun 0 1 0 0 0 0 0 1 1 0 0 1
W8 Noun 1 1 0 1 1 1 1 1 1 0 1 1
W9 Noun 1 0 0 0 1 1 1 0 0 0 1 0

W10 Noun 1 0 1 0 1 1 1 1 1 0 1 1
W11 Noun 0 0 0 0 1 0 0 0 0 0 1 0
W12 Noun 1 0 1 1 1 1 1 1 1 0 1 1
W13 Noun 1 0 0 0 1 1 1 0 0 0 1 1
W14 Noun 1 0 1 0 1 1 1 1 1 0 1 1
W15 Noun 0 0 0 0 1 0 0 0 0 0 1 0
W16 Adjective 1 1 1 0 1 1 1 1 1 1 1 1
W17 Adjective 1 1 0 1 1 1 1 1 1 0 1 1
W18 Adjective 1 1 0 1 1 1 1 1 1 0 1 1
W19 Adjective 1 0 0 0 1 1 1 1 0 0 1 1
W20 Adjective 0 0 0 0 1 0 0 0 0 0 1 1
W21 Adjective 1 1 1 1 1 1 1 1 1 0 1 1
W22 Adjective 1 0 1 0 1 1 1 0 1 0 1 1
W23 Adjective 1 1 0 1 1 1 1 1 1 1 1 1
W24 Adjective 1 0 0 0 1 1 1 1 1 0 1 1
W25 Adjective 0 0 0 0 1 0 1 0 0 0 0 1
W26 Adjective 1 0 0 0 1 1 1 1 1 0 1 1
W27 Adjective 0 1 0 0 1 0 1 0 1 0 1 1
W28 Adjective 1 1 0 1 1 1 1 1 1 1 1 1
W29 Adjective 1 0 0 0 1 1 0 0 0 0 1 0
W30 Adjective 0 0 0 0 1 0 1 0 0 0 0 0

Table 2. A summary table of Table 1 for an analysis across participants. The dependent variable is the
number of correct translations.

Part Noun Adj

P1 10 11

P2 5 7

P3 5 3

P4 5 5

P5 14 15

P6 9 11

P7 11 13

P8 7 9

P9 8 10

P10 0 3

P11 13 13

P12 11 13
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Figure 1. How well are the individual nouns and adjectives learned? Each dot represents one word. 
Also shown are the means and the 95% confidence intervals around the means. These show that the 
difference between nouns and adjectives is not significant in an analysis over items. 
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guarantee that the adjectives will again outperform the nouns. For that, the differences 
within word classes are too great (as shown in Figure 1). So, on the basis of our analyses, 
we cannot conclude from our study that adjectives in general are easier to learn in L2 than 
nouns. We can only conclude that the sample of 15 adjectives we compiled was easier to 
learn than the sample of 15 nouns we compiled. Needless to say, this is not what we want 
to conclude. 

Concluding that an effect is significant only if it is significant in both the analysis 
across participants (often called an F1 analysis) and in the analysis across words (an F2 
analysis) is what language researchers did before the advent of mixed-effects methods. 
However, this approach has two drawbacks. 

First, the analysis is cumbersome and not mathematically sound (Raaijmakers et al., 
1999). Second, the F1 and F2 analyses often yield different descriptive statistics, especially 
when the design is not balanced or when values are missing. Missing values are also an-
noying because they can lead to a situation where all data from a participant or for a word 
must be discarded. This is not the case with mixed-effects modeling. 

Once you know how to run a mixed-effects model, the analysis is actually easier than 
a combined F1 and F2 analysis, where you first have to calculate averages per participant 
or per stimulus. 

2. A Mixed-Effects Analysis of Table 1 
To perform a mixed-effects analysis, we need to turn the data from Table 1 into a long 

format. In such a format, there is one line per observation (see Wickham, 2014, for an in-
troduction to data analysis). The first observation is from participant 1 (P1) about word 1 
(W1), which was a noun and was correctly translated (1). The second observation is again 
from P1, about W2, which was a noun and was correctly translated, and so on. Figure 2 
shows what the long notation looks like. In total, you have 360 data lines (12 participants 
× 30 words). The order of the lines is not important (for example, you can also have 30 
words × 12 participants). What is important is that each line contains all the information 

Figure 1. How well are the individual nouns and adjectives learned? Each dot represents one word.
Also shown are the means and the 95% confidence intervals around the means. These show that the
difference between nouns and adjectives is not significant in an analysis over items.

So, what can we conclude from our small study? We can say that if we present the
same 15 nouns and 15 adjectives to another group of participants, we are likely to find
the same difference (i.e., an advantage for the adjectives over the nouns). However, if we
present two new samples of nouns and adjectives to (the same) participants, we have little
guarantee that the adjectives will again outperform the nouns. For that, the differences
within word classes are too great (as shown in Figure 1). So, on the basis of our analyses,
we cannot conclude from our study that adjectives in general are easier to learn in L2 than
nouns. We can only conclude that the sample of 15 adjectives we compiled was easier to
learn than the sample of 15 nouns we compiled. Needless to say, this is not what we want
to conclude.

Concluding that an effect is significant only if it is significant in both the analysis
across participants (often called an F1 analysis) and in the analysis across words (an F2
analysis) is what language researchers did before the advent of mixed-effects methods.
However, this approach has two drawbacks.

First, the analysis is cumbersome and not mathematically sound (Raaijmakers et al.,
1999). Second, the F1 and F2 analyses often yield different descriptive statistics, especially
when the design is not balanced or when values are missing. Missing values are also
annoying because they can lead to a situation where all data from a participant or for a
word must be discarded. This is not the case with mixed-effects modeling.

Once you know how to run a mixed-effects model, the analysis is actually easier than
a combined F1 and F2 analysis, where you first have to calculate averages per participant
or per stimulus.

2. A Mixed-Effects Analysis of Table 1
To perform a mixed-effects analysis, we need to turn the data from Table 1 into a

long format. In such a format, there is one line per observation (see Wickham, 2014, for
an introduction to data analysis). The first observation is from participant 1 (P1) about
word 1 (W1), which was a noun and was correctly translated (1). The second observation
is again from P1, about W2, which was a noun and was correctly translated, and so
on. Figure 2 shows what the long notation looks like. In total, you have 360 data lines
(12 participants × 30 words). The order of the lines is not important (for example, you can
also have 30 words × 12 participants). What is important is that each line contains all the



Languages 2025, 10, 20 5 of 19

information about the observation. In the example, that is the participant, the word, the
type of word, and the score.
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Participant Word Type Score
P1 W1 Noun 1
P1 W2 Noun 1
P1 W3 Noun 0
P1 W4 Noun 0
P1 W5 Noun 1

Figure 2. The first five observations from Table 1 in a spreadsheet with long format. Each line is a
different observation.

We can perform mixed-effects analysis in R, but as novice researchers, it is safer to
perform the analysis in an environment that protects us from making mistakes. The default
LME analysis in R works with dummy coding instead of sum coding, does not center the
variables involved in an interaction, and codes random effects in a way which is difficult to
understand for unexperienced users (see Brysbaert & Debeer, 2025, for more information).
In addition, the user requires knowledge of other packages to obtain descriptive statistics
and graphs. The gamlj package (Gallucci, 2022) in jamovi (The jamovi Project, 2022) has
been developed to avoid all those issues and make LME as simple and robust as possible.

You can download jamovi for free at www.jamovi.org and find instructions for
installing it on Youtube. Once jamovi is running, click on Modules and jamovi li-
brary, as shown in Figure 3. Select gamlj. It will appear on your jamovi dashboard
as “Linear Models”.
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Participant Word Type Score
P1 W1 Noun 1
P1 W2 Noun 1
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Figure 3. Adding gamlj to your jamovi dashboard. Click on modules, then jamovi library. Select
gamlj, and you will see “Linear Models” added to your dashboard.

Now, open your file with the data from Figure 2 (jamovi reads Excel files) and select
Mixed Model, as shown in Figure 4.

Then, indicate which column is the dependent variable, which column is the inde-
pendent variable, and over which variables you want to generalize (the cluster variables).
First, we say what the dependent variable is. That is the score (0 or 1). Next, we say which
variables we manipulated. There is only one variable we manipulated and that is the type
of words. It is a two-level, categorical variable (nouns and adjectives). It thus falls under
Factors. If the variable had been continuous (e.g., frequency of words), we would have put
it under Covariates. Finally, we list the cluster variables (often called the random factors).
These are the participants and the words. The outcome is shown in Figure 5.

Next, we need to select the random effects, as shown in Figure 6. We almost always
need to include the random intercepts, both for participants and for words. The participant
intercept takes into account that participants differed in how much they learned; the word
intercept takes into account that not all words were equally easy to learn. Thus, we include
both Intercept|Participant and Intercept|Word.

www.jamovi.org
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There are two more random effects in our design: Type|Participant and Type|Word.
These refer to the random slopes of the variable we are interested in. A detailed discussion
of this part is given in Brysbaert and Debeer (2025). In short, random slopes must be
included for repeated measures, but not for variables between groups. In most language
studies, either the stimuli are a repeated measure (when two groups of participants are
asked to respond to the same stimuli) or the participants are a repeated measure (when
one group of participants sees different stimuli in the two conditions). Occasionally, both
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the participants and the stimuli can be repeated measures (when one group of participants
sees the same stimuli in different conditions).

Given that in the toy example, word type is a repeated measure across participants
(each participant saw both nouns and adjectives), we must include Type|Participant in the
random coefficients. Because word type is a between-word variable (a word was either a
noun or an adjective), we should not include Type|Word. All in all, this yields the selection
shown in Figure 7.
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Once the random coefficients are selected, jamovi automatically performs the analysis.
The output is shown in Figure 8.

The most important part is that under Model Results. It tells us that the difference
between nouns and adjectives is not significant (t(28) = −0.879, p = 0.387) if we want
to generalize across both participants and words, as we might have expected from the
F2 analysis.
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The random components are also interesting, because they tell us that there is virtually
no variability in the random slopes of type across participants (SD = 0.00551), meaning that
the difference between adjectives and nouns was very similar for all participants. This is
why we were warned about singular fit under the first table of the output. In such a case, it
is better to omit Type|Participant from the random coefficients. If we do that, we see that
everything remains the same, with no warnings this time, as shown in Figure 9.
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Another nice aspect of gamlj is that it is easy to plot the results. Simply indicate you
want a plot, as shown in Figure 10.

The plot in Figure 10 illustrates an important aspect of our data that we neglected: We
have only 0 s and 1 s as dependent variable. This is not ideal for a typical mixed-effects
model, which assumes a continuous (normally distributed) dependent variable. We use
this with reaction times or average scores, but not with true/false observations.

A better analysis for binary dependent variables (consisting of 0 s and 1 s) is logistic
analysis (Jaeger, 2008). For this, we select Generalized Mixed Models in gamlj. Everything
else remains the same, as shown in Figure 11.
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In the output (Figure 12), we see that the p-value for word type is slightly lower,
but still not significant (z = −1.10, p = 0.270), which it should be, given the variability in
recognition rates for the individual words (both nouns and adjectives). We also see that
there is now no problem with Type|Participant.
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3. An Example with an Interaction Between Two Independent Variables
We have already learned most of what there is to learn about mixed-effects analysis, as

long as we stick to simple designs. Two more applications of mixed-effects analysis will be
illustrated below: One with two independent variables and one with a continuous predictor.

Table 3 presents data from a toy experiment in which 12 participants wrote down
as many words as they could after being given the first letter. Thus, when participants
were given the letter “F,” they had to produce as many words beginning with the letter “F”
(foil, freeze, free, . . .) within one minute. Two variables were manipulated: the language in
which the words were to be given (L1/L2) and whether the first letters were easy (P, S, D)
or difficult (G, L, N) given their frequency as the first letter of an English word. The critical
effect in which the researcher was interested was whether there would be an interaction
between language (L1/L2) and condition (easy vs. difficult), the idea being that participants
would have extra difficulty in the difficult L2 condition.

Table 3. The data of a toy experiment in which language and condition (easy/difficult) are manipu-
lated. The dependent variable is the number of words produced in one minute.

L1 Easy L1 Difficult L2 Easy L2 Difficult
Participant P S D G L N P S D G L N

P1 12 14 13 12 17 22 13 12 9 9 7 7
P2 13 13 17 10 13 14 15 12 7 9 6 7
P3 14 18 13 16 14 13 12 8 5 10 8 7
P4 16 15 17 14 13 8 11 7 10 4 0 4
P5 21 17 10 10 12 9 12 12 6 11 4 4
P6 16 17 18 19 13 16 20 10 13 10 10 3
P7 18 12 12 14 15 13 14 10 5 7 5 5
P8 13 18 17 16 16 10 15 13 12 7 9 5
P9 17 8 19 9 12 16 15 15 14 5 4 3
P10 15 19 16 11 10 9 18 13 17 8 8 6
P11 20 20 22 16 15 15 13 13 9 8 11 9
P12 18 19 16 11 12 10 12 13 11 14 6 8

If we want to make statements that generalize beyond the sample of participants and
the specific letters used, we must perform a mixed-effects analysis with participants and
letters as random (cluster) variables.

To perform a mixed-effects analysis, we must first convert the data from Table 3
into a long format. This produces a table, as shown in Figure 13, with 144 rows of data
(12 participants × 12 observations).
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Since the dependent variable is a continuous (normally distributed) variable, we
can run Mixed Models in gamlj. We manipulated two factors (Language and Condition)
and we have two cluster variables (Participant and Letter). Both variables are within
participants. Language is within letters (the same letters were presented in L1 and L2), but
Condition is a between variable across letters (different letters were used in the easy and
difficult condition). Thus, we do not include Cond|Letter and Language:Cond|Letter in
the random coefficients (see Brysbaert & Debeer, 2025, for further explanation).

Figure 14 shows the results of the analysis. It shows that the main effects of Language
and Condition are significant, but the critical interaction is not (t(6,18) = 1.26, p = 0.253).
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Figure 15 depicts a plot of the data. It shows that while there is a trend toward the
expected interaction (the difference between difficult and easy is slightly larger in L2 than in
L1), the evidence is not strong enough to be trustworthy. This will often be the conclusion
for this type of experiment, since a small interaction between two variables (the effect
is slightly larger in one language than in the other) requires at least four times as many
participants as a main effect, so 200 at least (Brysbaert, 2019; Perugini et al., 2018).
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Figure 15. A plot summarizing the findings of the mixed-effects analysis of the dataset shown in
Figure 12.

4. An Example with a Continuous Independent Variable
Mixed-effects analysis is also an interesting alternative (or actually extension) to linear

regression. Suppose you want to investigate the concreteness effect in L2 word recognition.
You do this by asking participants to name L2 words as quickly as possible.

For simplicity, we assume you had only 5 participants naming 20 L2 words that
differed in concreteness as measured in a survey with a Likert scale of 1 (very abstract) to
5 (very concrete). Table 4 shows the results of your study.

Table 4. The data from a toy L2 word-naming study in which the effect of concreteness is investigated.
The last column gives the mean response time (RT) of the five participants.

Stimulus Concreteness Part1 Part2 Part3 Part4 Part5 Mean

s1 5 372 365 393 398 321 370
s2 4.8 343 330 435 455 350 382
s3 4.6 342 409 467 354 367 388
s4 4.4 365 345 432 375 278 359
s5 4.2 441 348 503 288 404 397
s6 4 395 469 344 370 358 387
s7 3.8 327 451 341 400 416 387
s8 3.6 412 392 467 390 392 411
s9 3.4 337 272 513 377 324 365
s10 3.2 405 363 370 344 379 372
s11 3 385 376 485 362 450 412
s12 2.8 304 315 400 387 454 372
s13 2.6 412 439 454 372 445 424
s14 2.4 397 388 369 352 354 372
s15 2.2 402 318 442 409 416 398
s16 2 364 511 482 374 429 432
s17 1.8 411 370 383 399 461 405
s18 1.6 402 400 379 439 432 410
s19 1.4 457 431 399 313 389 398
s20 1.2 365 374 448 334 393 383

In a typical, multiple regression analysis, we take the average of the five participants
(the last column of Table 4) and correlate that with word concreteness (the second column).
We can easily do this in jamovi. We again use gamlj and select General Linear Model.
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Figures 16 and 17 give the results and show that the effect of concreteness narrowly fails to
be significant (t(18) = −2.03, p = 0.058).
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Figure 17. A plot of the effect of concreteness on mean word-naming latency.

A mainstream linear regression analysis is not bad (and indeed is used in many
studies), but it does not actually allow you to generalize to a new group of participants. By
averaging the effect across participants, you run the risk that the entire concreteness effect
is caused by one participant (or a small percentage of participants). A better way to test the
hypothesis is to see if the effect remains significant if participants are used as a random
(cluster) variable. We can do this in gamlj with Mixed Models after converting Table 4 to
long format (shown in Figure 18).
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Figure 18. The lay-out of the long format of Table 4, needed for a mixed-effects analysis (number of
data lines = 5 × 20 = 100).

Figure 19 shows how we conduct the mixed-effects analysis. In the example, we
only have one random variable, namely the participants, because each stimulus has a
different concreteness value, so that we cannot disentangle the stimulus intercept from
the concreteness effect (if try it in jamovi, you will see that there is no variance in the
stimulus intercepts when you run the analysis with stimulus intercept as an additional
cluster variable). Since all stimuli were seen by all participants, we need both random
intercepts and random slopes for the participants.
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Figure 19. A mixed-effects analysis of the data from Table 4.

We see that the concreteness effect is now less certain (t(4) = −1.8, p = 0.239), because
when we look at individual participants, only Participant 5 shows a clear concreteness
effect. Participants 3 and 4 even show a small effect in the opposite direction. As such, the
mixed-effects analysis protects us from drawing sweeping conclusions based on a pattern
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present only in a small subset of the sample of participants. Figure 20 shows a plot of
the results.
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5. Discussion
This tutorial aims to make mixed-effects analysis available to novice researchers. It

introduces a free statistical package (gamlj) that helps researchers avoid common mistakes
(such as using dummy coding or forgetting to center variables that are part of an interaction).
It uses sensible choices as default values and makes input and output as intuitive and
simple as possible. Once the basics are mastered, researchers can explore advanced options
(or see how to program the analysis in R).

Of course, a statistical package does not improve the data you start with. This remains
the responsibility of the researcher. Since taking statistical power seriously, I have found
that many of the problems we experience in our research are caused by datasets that are
too small. Once you have a few 10 thousand observations, concerns such as outliers (Miller,
2023) and non-normal distributions (Burchill & Jaeger, 2024) become less of a problem. The
effects of variables are obvious or are too small to be of practical importance (they can still
be of theoretical importance if they relate to a critical prediction that would decide between
two theories). Mixed-effects models are ideally suited for analyzing large databases. For
such datasets, the long format is a blessing rather than a burden. A model works just as
well (and even better) on a dataset of a million lines as it does on a dataset of 100 lines.

6. Further Reading
This tutorial is a hands-on version of Brysbaert and Debeer (2025). There, you find

more information about the underlying mechanisms and the usual pitfalls in R (but not in
gamlj). Other interesting articles are those by Brauer and Curtin (2018) and Brown (2020).
Meteyard and Davies (2020) give a review of best practices in using mixed-effects models.

Funding: This research received no external funding.

Conflicts of Interest: The author declares no conflict of interest.

Notes
1 Notice that this is not data peeking, in which researchers look at the data and stop collecting data when the results are significant

but continue when the findings fail to reach statistical significance. That is a bad research practice (John et al., 2012; Strube, 2006).
What is meant here is that, once all data are collected, you look at the descriptive statistics before running statistical tests.

2 In my analyses, I often find it informative to also run simple t-tests and ANOVAs, in order to get a better feeling for the outcome
of the mixed-effects analysis. If an effect is strong and reliable, you will find it in whatever analysis you carry out. Although
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LME gives you the best analysis, looking at separate analyses across participants and stimuli often provides a useful additional
understanding of what has been found.
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