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Abstract: The current study aims to model the South African crude oil prices using the hybrid of
Box-Jenkins autoregressive integrated moving average (ARIMA) and Neural Networks (NNs). This
study introduces a hybrid approach to forecasting methods aimed at resolving the issues of lack of
precision in forecasting. The proposed methodology includes two models, namely, hybridisation of
ARIMA with artificial neural network (ANN)-based Extreme Learning Machine (ELM) and ARIMA
with general regression neural network (GRNN) to model both linear and nonlinear simultaneously.
The models were compared with the base ARIMA model. The study utilised monthly time series
data spanning from January 2021 to March 2023. The formal stationarity test confirmed that the crude
oil price series is integrated of order one, I(1). For the linear process, the ARIMA (2,1,2) model was
identified as the best fit for the series and successfully passed all diagnostic tests. The ARIMA-ANN-
based ELM hybrid model outperformed both the individual ARIMA model and the ARIMA-GRNN
hybrid. However, the ARIMA model also showed better performance than the ARIMA-GRNN
hybrid, highlighting its strong competitiveness compared to the ARIMA-ANN-based ELM model.
The hybrid models are recommended for use by policy makers and practitioners in general.

Keywords: ANN-based ELM; ARIMA model; crude oil price; forecasting; GRNN; hybrid models

1. Introduction

Accurate forecasting of crude oil prices is vital for energy organisations, policy makers,
and partners in the oil business. Accurate oil price forecasting is crucial for policy makers
when developing economic plans, energy regulations, and even diplomatic initiatives.
National economies can be greatly impacted by changes in oil prices, particularly those
that depend largely on oil imports or exports. Governments may prepare for energy
security and sustainability by using forecasting models to predict changes in inflation,
trade balances, and tax revenues. Additionally, it assists them in assessing how any policy
changes, such as carbon taxes, subsidies, or regulations, will affect the production and use
of oil. South Africa, as a huge oil shipper, is especially defenceless against fluctuations in
worldwide unrefined petroleum costs. Time series prediction is highly significant across
a range of fields, including stock prices, industrial planning, currency exchange rates,
water usage, healthcare, and the consumer price index, among others. Conventional time
series models, like autoregressive integrated moving average (ARIMA), have been broadly
utilised for oil cost determining yet frequently struggle to capture nonlinear relationships
and complexities. In the meantime, Neural Networks (NNs) have shown guarantee in
demonstrating complicated designs yet can be restricted by their dependence on enormous
datasets. According to Goswami and Kandali (2020) and Wang et al. (2012), early methods
for time series forecasting depended solely on statistical techniques, such as regression anal-
yses, ARIMA, and many others. These statistical methods are effective for data with linear
relationships. For nonlinear data, however, artificial intelligence (AI) models, particularly
NNs, have been developed (Shao et al. 2017; Zheng et al. 2017). Recently, hybrid methods
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that integrate statistical techniques with deep learning approaches have been developed to
achieve more accurate predictions (Shelatkar et al. 2020; Wu et al. 2021).

This study aims to evaluate the effectiveness of hybrid models that combine ARIMA
with general regression neural network (GRNN) and artificial neural network (ANN)-
based Extreme Learning Machine (ELM) for forecasting South African crude oil prices. By
training and assessing these models with historical price data, the study seeks to gauge
their accuracy and reliability in predicting future price movements. It is among the few
studies to apply advanced machine learning (ML) methods (GRNN and ANN-based ELM)
alongside ARIMA models to explore forecasting performance for South African crude oil
prices. These methods, which employ ANNs and evolutionary algorithms rather than
traditional time series models, can uncover nonlinear relationships and patterns in oil price
data, resulting in more accurate and reliable predictions. This study contributes to existing
knowledge by demonstrating the effectiveness of combining ARIMA with neural network
(NN) models for predicting crude oil performance. Additionally, the study provides an
in-depth analysis of the forecasting abilities of these models concerning South African
crude oil prices. It also advances current knowledge by illustrating how combining ML
with traditional/conventional approaches can address the uncertainties and complexities
of oil price predictions, thereby helping the energy sector make more informed decisions.

The capacity of ARIMA, GRNN, and ANN-ELM to handle time series data makes
them ideal choices over other forecasting techniques like Random Forest, Gradient Boosting,
Support Vector Machine (SVM), Naïve Bayes, and k-nearest neighbors (KNN). ARIMA,
with its ability to model temporal relationships, trends, and seasonality in stationary
data, is particularly well-suited for time series forecasting (Box et al. 2015). When the
data exhibit complex patterns that linear models like ARIMA cannot capture, GRNN
becomes the method of choice due to its ability to handle noisy data and model intricate,
nonlinear relationships (Specht 1991). ANN-ELM models, known for their fast-training
times and high generalisation performance, are preferred when dealing with large and
complex datasets (Huang et al. 2014). According Breiman (2001), Chen and Guestrin
(2016), and Vapnik (2013) methods like Random Forest, Gradient Boosting, SVM, Naïve
Bayes, and KNN, while effective in various contexts, do not inherently account for the
temporal dependencies in time series data, making ARIMA, GRNN, and ANN-ELM more
appropriate for accurate and efficient forecasting tasks.

This study proposes a novel hybrid approach, consolidating the qualities of Box-
Jenkins ARIMA models and NNs to model South African crude oil prices. By incorporating
the robustness of ARIMA with the versatility of NNs, this crossover model intends to work
on the precision and dependability of crude oil price expectations. The paper investigates
the capability of this imaginative way to deal with addressing the difficulties of crude oil
prices, giving important bits of knowledge to partners in the energy area. The partitioning
of the data provides a unique perspective by focusing on the different periods (pre-, during-,
and post-COVID-19), which introduces variations compared to the overall sample. It was
evident that ARIMA outperformed the hybrid models across the different partitions.

The remainder of the paper is organised as follows: Section 2 provides the literature
review, Section 3 outlines the methodology, Section 4 discusses the findings, and Section 5
offers the conclusion and recommendations.

2. Literature Review

Yu et al. (2020) conducted a comparison of different techniques, including the EWT
technique, Artificial Bee Colony (ABC) algorithm, ELM neural network (NN), and ARIMA
linear algorithm to forecast NAIRA stock prices. The findings highlighted the remarkable
capabilities of the proposed algorithm in parameter optimisation. The optimised ELM
model demonstrated superior performance over the original ELM, ABC-ELM, long short-
term memory (LSTM), and ANN models, particularly in terms of stability and precision.
As a result, it exhibited superior performance in financial time series forecasting compared
to other models. The study by Al-Gounmeein and Ismail (2021) compared the effectiveness
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of ANN models combined with autoregressive fractionally integrated moving average
(ARFIMA) models in forecasting Brent crude oil prices. Their hybrid approach, which
integrated ARFIMA with multilayer perceptron (MLP), demonstrated superior performance
compared to both the individual models and other hybrid models.

In a separate study, Aggarwal et al. (2023) used ARIMA and ANN models to forecast
major electricity markets. They found that the ARIMA models, specifically ARIMA (2,1,2)
and ARIMA (3,1,3), were most appropriate for modelling natural gas (NG) and coal,
respectively. The best ANN models for coal and NG were NNAR (31,16) and NNAR (10,6),
respectively. The results indicated that ANN was the most robust model for forecasting
both commodities.

The study by Karimuzzaman et al. (2020) aimed to assess effective models for diagnos-
ing positive COVID-19 cases in Telangana State, India. The study incorporated the ELM,
MLP, LSTM, and ARIMA models. Data spanning from 1st December 2020 to 30th May 2021
were analysed. The results revealed the LSTM model as the most efficient, with the lowest
Root Mean Square Error (RMSE = 71.12), surpassing the ARIMA (258.20), ELM (553.67),
and MLP (641.86) models. This underscores the LSTM model’s effectiveness in accurately
predicting COVID-19 cases, offering valuable insights for public health management in
Telangana State, ()India.

Cihan (2024) evaluated the effectiveness of deep learning, traditional, and hybrid time
series models for forecasting ecological footprints (EF). The study involved using deep
learning techniques like LSTMs, classical series models such as ARIMA and Holt-Winters,
and a hybrid ARIMA-SVR model. The results indicated that the ARIMA (1,1,0) model
outperformed the Holt-Winters, LSTM, and ARIMA-SVR models on the test dataset.

In another study, Buliali et al. (2016) conducted a study on GRNN for Predicting
Traffic Flow. The study compared the GRNN results to other forecasting methods such
as ARIMA, Single Exponential Smoothing, Moving Average, and Leave One Out Cross
Validation (LOOCV) to test the traffic flow data. The study used Mean Absolute Percentage
Error (MAPE) as the evaluation criterion. The study used traffic flow data obtained from
the Traffic Highway Agency in England. The results of the study revealed that the GRNN
method outperformed ARIMA, Single Exponential Smoothing, and Moving Average in
predicting traffic flow data, as it reduced the MAPE. Buliali et al. (2016) concluded that the
GRNN model was well-suited for forecasting traffic flow data, which was often dynamic
and nonlinear in nature.

Jagan et al. (2019) investigated reliability analysis to assess the safety of simply
supported beams under uniformly distributed loads. The analysis incorporated datasets
containing Modulus of Elasticity (E), Load intensity (w), and performance function (δ),
where E and W were utilised as inputs and δ as the output. The study employed GRNN,
ELM, and GPR models. The results indicated the superiority of the GRNN model over ELM
and GPR models in reliability assessment. Additionally, the Coefficient of Determination
(R2) achieved 0.998 for training and 0.989 for testing, demonstrating the efficacy of the
model in capturing the relationship between inputs and outputs.

The study by Feng et al. (2017) employed ELM, Backpropagation NNs optimised by
Genetic Algorithm (GANN), Random Forests (RF), and GRNN to estimate daily diffuse
solar radiation (Hd) at two meteorological stations in the North China Plain (NCP). The
results revealed that all four models outperformed the empirical Iqbal model in estimating
daily Hd. Despite underestimating Hd for both stations, the AI models exhibited average
relative errors ranging from −5.8% to −5.4%, whereas the Iqbal model showed a higher
average relative error of 19.1% in Beijing and −5.9% to −4.3% and −26.9% in Zhengzhou.
Among the AI models, the GANN model demonstrated the highest accuracy, followed
by ELM, RF, and GRNN models. Although the ELM model exhibited slightly poorer
performance, it boasted the highest computation speed. Both the GANN and ELM models
are recommended for estimating daily Hd in the NCP of China.

Sha et al. (2019) modelled and predicted the railway passenger flow using the hybrid
of ARIMA and ELM. The findings of the study revealed that the prediction accuracy
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of the proposed hybrid model is higher than the one for the ARIMA, ELM, or seasonal
model when computed individually. The study proved the effectiveness and superiority
of the hybrid model proposed. In another study, Peng et al. (2021) predicted the stock
index using a hybrid ARIMA-ELM model. The study used the Shanghai Composite 50
Index as the target for simulation experiments. Using the root mean square error (RMSE)
and MAE, the results of the simulation experiments indicated that the hybrid model
outperformed both the individual ARIMA model and the ELM model, demonstrating
superior predictive performance.

Similarly, the study by Moseane et al. (2024) examined the Johannesburg Stock Ex-
change/Financial Times Stock Exchange (JSE/FTSE) closing stock prices using the hybrid
of time series and ANN-based ELM models. The models used in the study were ARIMA,
ANN-based ELM, and the hybrid of ARIMA-ANN-based ELM. The error metrics showed
that the hybrid ARIMA-ANN-based ELM model outperformed both the ARIMA model
and the ANN-based ELM model individually.

Wei et al. (2017) conducted a study on a hybrid of ARIMA and GRNN for the incidence
of Tuberculosis in Heng County, China. Four models were employed to fit and predict the
incidence of tuberculosis: the ARIMA model, a traditional ARIMA–GRNN hybrid model, a
basic GRNN model, and a novel ARIMA–GRNN hybrid model. Using mean absolute error
(MAE), mean absolute percentage error (MAPE), and mean square error (MSE), the study
found that the new ARIMA–GRNN model demonstrated a better fit compared to both
the traditional ARIMA–GRNN model and the basic ARIMA model, both when applied
to historical data and when used for forecasting incidence over the following 6 months.
Similarly, the study by Bărbulescu et al. (2022) also found that hybrid ARIMA-GRNN
was the best fit model when compared with ARIMA and GRNN individually. In addition,
according to the study by Li et al. (2019), the ARIMA-GRNN hybrid model proved to
be more effective than the single ARIMA model in predicting short-term tuberculosis
incidence in the Chinese population, particularly in accurately fitting and forecasting the
peak and trough of incidence rates.

3. Methodology

The paper utilised monthly time series data from January 2000 to November 2023,
with observations sourced from the South African Reserve Bank. The data are publicly
available and can be accessed at http://www.resbank.co.za (accessed on 26 March 2024).
ARIMA, GRNN, and ANN-based ELM have been used individually in different studies to
model the linear and nonlinear characteristics of the time series data. However, none of
these models are universally applicable to all scenarios. The paper suggested employing
linear and nonlinear methods simultaneously to form a hybrid to model the crude oil
prices. The dataset was split into two subsets, namely, 80% for training and 20% for testing.
Data analysis was conducted using Python software version 2022.3.3, and the details of the
models are discussed in the following subsections.

3.1. ARIMA Model

For the past thirty years, ARIMA models have been a dominant choice in various
fields of time series forecasting. Developed by Box and Jenkins in the early 1970s, the
ARIMA model is a well-established method for predicting time series data (Jenkins and
Box 1976). The general form of ARIMA (p,d,q) is given by:

φp(B)
(

1 − B)d(yt − µ) = θq(B)εt (1)

where φp(B) = 1 − ∑
p
i=1 φiBi, θq(B) = 1 − ∑

q
j=1 θjBj are polynomials in terms of B of

degree of freedom p and q, respectively, ∇ = (1 − B) and B is the backward shift operator.
The Box-Jenkins approach consists of four iterative stages: model identification, parameter
estimation, diagnostic testing, and evaluation of the forecasting model. During the first step,
data transforming is necessary to achieve stationarity, a prerequisite for constructing an

http://www.resbank.co.za
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ARIMA (p,d,q) model. Dickey and Fuller (1979) pioneered stationarity testing, which they
described as “testing for a unit root”, as detailed by Tsoku et al. (2017). They introduced
the Augmented Dickey–Fuller (ADF) test as a formal method to evaluate the presence of a
unit root. Later, in 1992, the Kwiatkowski–Phillips–Schmidt–Shin (KPSS) test, developed
by Kwiatkowski, Phillips, Schmidt, and Shin, was introduced as a complementary or
alternative approach to the ADF test (Kwiatkowski et al. 1992). This paper employs both
the ADF and KPSS tests to assess stationarity in the time series data. Once the training and
testing datasets are fully prepared, they are processed to reduce data noise, such as white
noise and non-stationarity, using techniques such as the Autocorrelation Function (ACF)
and Partial Autocorrelation Function (PACF).

3.2. Hybridisation of ARIMA-ANN-Based ELM

The ARIMA model is integrated with the ANN-based ELM model by using the
residuals from the ARIMA model to determine the weights for the ANN-based ELM model.
These weights are then used to assess the forecasting performance of the model (Singh and
Balasundaram 2007; Siripanich et al. 2007; Wang and Hu 2015). In this proposed approach,
the input weights and hidden biases for the ARIMA model are assigned randomly, while
the output weights are computed analytically using the Moore–Penrose (MP) generalised
inverse method. Given a training dataset with N unique samples (xi, ti) ∈ Rn ×Rm, the
output of the Single-Layer Feedforward Network (SLFN) with N̂ hidden neurons and zero
error can be expressed as:

∑N̂
i=1 βig

(
wi, xj , bi) = tj, j = 1, 2, . . . , N (2)

where wi represents the input weights, βi denotes the weights connecting the hidden layer
to the output layer, and bi are the biases in the hidden layer. The matrix representation of
the N equations in Equation (2) is given by:

Hβ = T (3)

where

H =

 g(w1, x1, b1) · · · g(wL, x1, bL)
...

. . .
...

g(w1, xN , b1) · · · g(wL, xN , bL)


N×N̂

, β =


β1
β2
...

βL


N̂×m

and T =


t1
t2
...

tN


N×m

Due to the random assignment of weights wi and biases bi, the weight vector β is
the only unknown parameter that needs to be estimated. However, because the arrange-
ment of the output weight matrix H of the hidden layer can vary depending on the data
sample and the number of hidden neurons N̂, Equation (3) may not always be consistent.
Therefore, estimating β essentially becomes the least squares optimisation problem in the
following form:

Ωβ = min∥Hβ − T∥2
2 (4)

Chong and Żak (2013) stated that, according to optimisation theory, the solution that
minimises the objective function Ωβ is given by:

β = H†T (5)

where H† = (H TH)−1HT is the MP generalised inverse (also called the pseudo-inverse) of
H. The key difference between ELM and traditional neural network methods is that ELM
does not require fine-tuning of all the parameters of the feedforward network, including
input weights and hidden layer biases. Figure 1 illustrates the schematic structure of ELM:



Int. J. Financial Stud. 2024, 12, 118 6 of 13

Figure 1. Schematic representation of the structure of ELM. Source: Zhang et al. (2017).

3.3. Hybridisation of ARIMA-GRNN

In the hybrid ARIMA-GRNN approach, an ARIMA model is first developed for the
original data series, and subsequently, the residuals from the ARIMA model are modelled
using a GRNN. The GRNN was first introduced by Specht in 1991 and provides several
advantages as a meta-modelling algorithm (Specht 1991). As noted by Hu et al. (2017),
the GRNN is based on non-parametric regression principles and operates on sampled
data using Parzen non-parametric estimation. It determines network output through
the maximum probability principle and does not need an iterative training process like
the backpropagation method. Compared to other networks, the GRNN model excels in
nonlinear mapping and demonstrates strong learning capabilities (Wei et al. 2017).

According to Kim et al. (2004), a GRNN consists of four layers: input, pattern,
summation, and output. The input layer receives data through various observed parameters
corresponding to the input units. The pattern layer holds the training patterns, while the
summation layer contains two types of neurons: single-division neurons, which are linked
to the pattern layer, and summation neurons, which are connected to the output layer.
Radial basis functions and linear activation functions are used in the hidden and output
layers, respectively. Finally, the output layer normalises the results by dividing the output of
each S-summation neuron by the output of each D-summation neuron, thereby generating
the predicted value Yi for the unknown input vector x given as:

Yi =
∑n

i=1 yi.exp[−D(x, xi)]

∑n
i=1 exp[−D(x, xi)]

(6)

where

D(x, xi) = ∑m
k=1

(
xi − xik

σ

)2
(7)

In this context, n represents the number of training patterns, and yi denotes the
weighted connection between the ith pattern layer neuron and the S-summation neuron.
The Gaussian function is represented by D, m is the number of elements in the input vector,
and xk, and xik are the jth elements of x and xi, respectively. The optimal value for the
spread parameter, denoted by σ, is determined through experimentation. The schematic
diagram of a GRNN architecture is summarised in Figure 2.
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Figure 2. Schematic diagram of a GRNN architecture. Source: Cigizoglu (2005).

3.4. Assessment of the Models’ Forecasting Performance

In this study, evaluation metrics are used to assess the performance of the proposed
models. These metrics include the Root Mean Square Error (RMSE) and the Mean Absolute
Error (MAE). The metrics are computed using the following equations:

RMSE =

√
1
N ∑N

i=1(yi − ŷi)
2 (8)

MAE =
1
n∑N

i=1|yi − ŷi| (9)

where yi represents the actual crude oil prices and ŷi denotes the predicted crude oil prices,
with N being the total number of observations.

4. Discussion of Findings

This section provides an analysis of the study’s findings. The results are displayed in
tables and figures.

4.1. Exploratory Data Analysis (EDA)

Exploratory data analysis was conducted to grasp the characteristics of the dataset,
with the findings displayed in Table 1.

Table 1. EDA results of the Crude oil prices.

No. of Observations Mean Median Mode Variance Standard Deviation Min Max

287 702.651 660.490 416.890 154137.133 392.603 150.470 1936.560

The crude oil price dataset contains 287 observations, with an average price of 702.651,
suggesting that prices generally hover around this value. However, the median price is
660.490, which is lower than the mean, indicating a positive skew in the distribution where
higher values are inflating the average. The most common price is 416.890, significantly
lower than both the mean and median, suggesting that lower prices are more frequent.
The high variance of 154,137.133 and standard deviation of 392.603 reflect a substantial
variability in the prices, showing a wide spread around the average. Prices range from
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a minimum of 150.470 to a maximum of 1936.560, highlighting the significant volatility
and dispersion within the dataset. Figure 3 provides a visual representation of the crude
oil prices.

Figure 3. Time series plot of the crude oil price.

As shown in Figure 3, the crude oil price plot appears to be nonstationary, exhibiting
noticeable fluctuations over the sample period. Significant spikes occurred around 2006,
2010, and late 2022, indicating periods of substantial volatility in crude oil prices. Visual
inspection suggests that the series is nonstationary. To confirm this, a formal stationarity
test was conducted, with the results detailed in Table 2.

Table 2. Crude oil price stationarity tests results.

Test Test Statistic Probability (p-Value)

ADF test results at level −1.173 0.685
KPSS test results at level 1.962 0.010
ADF test results at first difference −6.551 0.000
KPSS test results at first difference 0.057 0.100

The results in Table 2 show that the p-value of the ADF test is 0.685, which is much
higher than the 0.05 significance level, indicating non-stationarity at the level. Conversely,
the KPSS test yields a p-value of 0.01, which is below the 0.05 threshold, also suggesting
non-stationarity. These findings align with the visual assessment of the series, confirming
that the data are non-stationary at level and require differencing for stationarity. After
differencing the series, the p-value of the ADF test is 0.000 (<0.05) and the KPSS test p-value
is 0.100 (>0.05). This indicates that the series becomes stationary after first differencing.
Therefore, the series will be integrated to order 1, I(1).

4.2. Results of the ARIMA Model

In the Box-Jenkins methodology, the Autocorrelation Function (ACF) and Partial
Autocorrelation Function (PACF) are used to identify the appropriate order for the time
series model. Figure 4 displays the ACF and PACF results for the differenced crude oil
price series.

The ACF and PACF plots indicate that the ACF suggests an MA(2) model, while
the PACF suggests an AR(2) model. Consequently, an ARIMA(2, 1, 2) model is deemed
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most suitable for the crude oil price series. The parameter estimates for this model are
summarised in Table 3.

Figure 4. Plots of the ACF and PACF.

Table 3. Parameter estimates results of ARIMA(2, 1, 2) model.

Variables Coefficient Standard Error Z P > |z|

Intercept 0.0009 0.001 1.726 0.084
AR1 0.2093 0.077 2.703 0.007
AR2 0.6634 0.087 7.601 0.000
MA1 −0.0793 0.058 −1.363 0.173
MA2 −0.8785 0.062 −14.237 0.000
Sigma2 0.0088 0.001 17.261 0.000

Table 3 reveals that the p-value for the constant term is 0.084, suggesting that the
intercept is not statistically significant at the 5% significance level. Both AR(1) and AR(2)
have high z-values and very low p-values, indicating their statistical significance. Similarly,
the MA(2) term has a high z-value and a very low p-value, confirming its statistical
significance. However, MA(2) also has a higher p-value of 0.173, which means it is not
statistically significant at the 5% level. The Sigma2 term shows a high z-value and a very low
p-value of 0.000, indicating it is highly statistically significant. Overall, the ARIMA(2, 1, 2)
model appears to fit the data well. The results of the diagnostic tests for the fitted ARIMA
model are summarised in Table 4.

Table 4. Diagnostic test results of the fitted ARIMA(2, 1, 2) model.

Test Test Statistic Probability (p-Value)

JB Test 151.50 0.000
Ljung–Box (LB) Q 0.750 0.390

The results summarised in Table 4 indicate that the JB test shows the residuals are not
normally distributed, as the p-value is less than 0.05. Additionally, the Ljung–Box Q test
results, with a p-value of 0.390, exceed the 0.05 significance level, suggesting that there is
sufficient statistical evidence to support the adequacy of the ARIMA(2, 1, 2) model. The
residuals of the ARIMA(2, 1, 2) were then fitted to GRNN and ANN-based ELM to form
the hybrid models.
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4.3. Comparison of Forecasting Accuracy Between Hybrid ARIMA and NN Models

In order to account for changes in crude oil prices influenced by the COVID-19 pan-
demic, the data were partitioned into three periods: pre-COVID-19 (1 January 2000–1
February 2020), during COVID-19 (1 March 2020–1 February 2022), post-COVID-19 (1
March 2022–1 November 2023) and the overall sample. To assess the forecasting perfor-
mance of the best ARIMA, hybrid ARIMA-GRNN, and hybrid ARIMA-ANN-based ELM
models, RMSE and MAE were computed, and the results are summarised in Table 5.

Table 5. Comparison of ARIMA, ARIMA-GRNN, ARIMA-ANN-based ELM using testing dataset.

ARIMA ARIMA-GRNN ARIMA-ANN-ELM

Pre-COVID-19

RMSE 0.085 0.632 30.911
MAE 0.066 0.606 30.842

During COVID-19

RMSE 0.176 0.687 3.677
MAE 0.161 0.621 3.700

Post-COVID-19

RMSE 0.118 0.734 3.188
MAE 0.099 0.624 3.143

Overall sample

RMSE 0.126 0.490 0.033
MAE 0.087 0.486 0.028

According to results presented in Table 5, the results for pre-COVID-19, during COVID-
19, and post-COVID-19 revealed that the ARIMA model is the best performing model
amongst the three. However, when using the overall sample, the hybrid ARIMA-ANN-
based ELM model has the lowest RMSE of 0.033 and MAE of 0.028. This clearly indicates
that the ARIMA-ANN-based ELM model is the best performing among the three models
(base ARIMA and hybrid ARIMA-GRNN models) when using the overall sample. However,
the ARIMA model also performed well with an RMSE of 0.126 and MAE of 0.087, indicating
its competitive performance with the ARIMA-ANN-based ELM model. However, hybrid
ARIMA-GRNN has the highest RMSE of 0.490 and MAE of 0.486, suggesting it has the
poorest performance among the three models. It is evident from the findings that when
the sample size increases, the best performing model is found to be the ARIMA-ANN-
based ELM model as compared to other models. Overall, the hybrid ARIMA-ANN-based
ELM model is selected to be the best-performing model among the three. Therefore, it
is concluded that the selected hybrid nonlinear model performed well for modelling the
South African crude oil price series.

5. Conclusions and Recommendations

The study modelled the South African crude oil prices using the hybrid of Box-Jenkins
ARIMA model and NNs (GRNN and ANN-based ELM). The study introduced a hybrid
approach to forecasting methods aimed at resolving the issues of lack of precision in
forecasting. For the linear process, ARIMA(2, 1, 2) was identified as the optimal model
for the crude oil price series and passed all diagnostic tests. This finding aligns with the
study by Goswami and Kandali (2020) and Wang et al. (2012), which demonstrated the
effectiveness of ARIMA models in capturing the linear and complex dynamics of time
series, such as crude oil prices.

To harness the strengths of both linear and nonlinear approaches, the study introduced
a hybrid model combining ARIMA with GRNN and ANN-based ELM. The results showed
that the ARIMA-ANN-based ELM hybrid model outperformed both the base ARIMA
model and the ARIMA-GRNN hybrid. Nevertheless, the ARIMA model also performed
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better than the ARIMA-GRNN hybrid, demonstrating its competitive efficacy relative to
the ARIMA-ANN-based ELM model. In support of the findings of the current study, the
study by Peng et al. (2021) also found that the ARIMA-ELM hybrid model outperformed
the individual ARIMA model. Similar results were also evident in the study by Moseane
et al. (2024). The hybrid models are recommended for use by policy makers and practi-
tioners in general. The use of the hybrid model has proven to enhance the performance of
individual models.

A limitation of this study is its reliance on monthly time series data from January 2021
to March 2023, which may not fully capture longer-term trends or cyclical fluctuations in
crude oil prices. Additionally, the study does not consider the potential effects of external
factors, such as geopolitical events or market disruptions, which could have a significant
impact on crude oil prices but were not included in the forecasting models. Future studies
may be conducted to investigate why ARIMA outperformed the ARIMA-GRNN. The
hybrid method presents a viable way to improve model performance and acquire a deeper
understanding of intricate processes. Further studies could be conducted to explore the im-
plications of the economic crisis. Additional research could focus specifically on examining
the impact of COVID-19.
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