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Abstract

:

The industry acknowledges the value of using data and digitalization approaches to improve their systems. However, companies struggle to use data effectively in product development. This paper presents a conceptual framework for Data Sensemaking in Product Development, exemplified through a case study of an Automated Parking System. The work is grounded in systems engineering, human centered-design, and data science theory. The resulting framework applies to practitioners and researchers in the early phase of product development. The framework combines conceptual models and data analytics, facilitating the range from human judgment and decision-making to verifications. The case study and feedback from several industrial actors suggest that the framework is valuable, usable, and feasible for more effective use of data in product development.
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1. Introduction


Large-scale, highly complex systems being developed in telecom, space, transportation, and energy industries depend on systems with connections that trigger emergent behaviors. High-tech industries must adapt quickly to shifting market needs. Customers and users desire new, integrated systems that live up to their increased quality expectations [1,2,3].



Engineers find it challenging to comprehend and visualize the behavior of highly complex systems, especially before the production phase [4,5]. Such systems tend to be linked to numerous internal and external sources of data, information, and knowledge. Internal sources are what the company possesses and are readily available in its organization. External sources are those owned and generated by external actors outside the product development team’s boundaries. Examples of external sources are environmental-, suppliers-, and social media data. In large companies, the boundaries can occur already at the department level, where they have data, information, and knowledge possessed by other groups within the organization. For instance, if a team in the test department needs failure data from customers, then the team needs to contact the aftermarket department. These data are considered external for the test department. Such data rarely reach the designers, developers, and engineers, even though they have the potential to accelerate the quality and speed of product development [6]. Commercial actors find it difficult to derive business and customer value from the myriad of digital data, initiatives, and possibilities [6,7,8].



Figure 1 illustrates the product development bridge that utilizes various sources of data, information, and knowledge to develop a product. The internal resources include stored data and information, explicit and tacit knowledge. The external sources are data, information, and knowledge accessible outside the immediate organizational systems. We propose to support the product development process by utilizing internal and external sources with two methods, conceptual modeling and data analytics, shown with dashed lines. The iterative and recursively usage of conceptual modeling and data analysis are the fundamentals of the conceptual framework for data sensemaking in product development.



Research and Case Study Context


The new conceptual framework for data sensemaking is founded on the research project H-SEIF 2. The first stage (H-SEIF 1) paved the way for a Human Systems Engineering Innovation Framework (H-SEIF). The H-SEIF 2 builds on that by emphasizing the value of utilized using (big) data and digitization [9]. The collaborative approach aids designers and engineers in developing cutting-edge technology usable by and for people. The project is a collaboration initiative with nine industrial companies and two universities researching enabling data-supported early decisions. The project accomplishes this by obtaining unspoken information and turning it into practical knowledge early in the design and construction of systems. The vision is to lower costs and risks during product development, improve performance, and create more appealing products. Artifacts and findings from this research are verified and validated by the industry partners searching for quicker product development and shorter time-to-market.



This paper uses one of the nine partners to exemplify the conceptual framework. The Company is a small business that provides installation, maintenance, and management of Automated Parking Systems (APS). We selected this company and its product because of its small, controllable organization with a familiar system that other practitioners can relate to. The Company desires to create a condition-based monitoring and predictive maintenance system by collecting data from the APS [10]. Further, the Company needs to deploy more sensors, install infrastructure, and have a method for using the data to achieve its goal. Former research has shown that this Company and the other H-SEIF partners seek a framework to understand the data and information they need to collect and how to utilize it [6,8].



We use best practices for data sensemaking, analytics, and conceptual modeling to elicit a conceptual framework. Additionally, we investigate how such a framework could bring value to the industry. In other words, this study’s contribution aims to develop a framework to aid practitioners in using conceptual modeling and data analysis to improve product development.



The following section introduces literature on product development, conceptual modeling, and data sensemaking. The successive section is the research method used for this study. Section 4 starts with a list of criteria for a data sensemaking framework and evaluates existing solutions. Following is the presentation of the conceptual framework for data sensemaking based on the criteria. Next is a step-by-step through a case study from the industry. Consecutively, the paper discusses the research findings with the criteria for a data sensemaking framework. Finally, are the conclusions and future research.





2. Literature


2.1. Early Phase Product Development


Product development transforms a “market opportunity into a product available for sale” [11]. In the early stages of product development, a company can significantly influence the outcome of the final product and its operational phase. In these stages, concepts and components have a low cost [12]. However, the number of unknowns and uncertainties is high [13].



The early stages of product development serve as the foundation for this article. The INCOSE Systems Engineering Handbook summarizes the generic life cycle stages [14]. We define the “early product development phase” as the “Study Period” in typical high-tech commercial systems integrators and manufacturers and the “Project Planning Period” in the US Department of Energy. The early phase aims to define the problem- and need space, explore the environment, and validate solutions. The main activities in this phase are defining key requirements, stakeholder needs, conceptual design, and specification of the systems. These activities can be translated to understanding key drivers for the business and customer, the system context, and the System of Interest (SOI).




2.2. Conceptual Modeling


We define a conceptual model as a platform consisting of static and dynamic representations [15,16,17] drawn by a person’s observation and realization of the real world [18,19] for others to share the beholders’ understanding [20,21]. We define the art of conceptual modeling as a process that reduces the complexity of systems to a level of abstraction [22] that makes an individual or a group able to understand, explore and validate the System of Interest [17,20,23]. In short, conceptual modeling is the process of creating one or more conceptual models and their related activities concerning the SOI’s context.



Conceptual modeling supports product development in the industry [24,25,26]. Models’ foremost benefits are communication, coordination, design assistance, and exploration [27]. Conceptual models are helpful in the early phase of product development when there is a high level of unknowns and uncertainties, as it is a way to communicate, understand, explore, and validate through iterations with stakeholders.



Numerous conceptual models with different purposes and capabilities are derived from various fields, such as systems engineering, computer science, business, management, and innovation. Examples of conceptual models are timelines, and workflows, Systemigram [28], Gigamapping [29], Illustrative ConOps [30], and storytelling [4].




2.3. Data Sensemaking


There are various definitions for (big) data. Several authors and practitioners define big data related to the V’s. The term 3V’s of Big Data stands for Volume, Velocity, and Variety [31,32,33]. “Volume” refers to a vast amount of data. “Velocity” stands for the speed at which new data is generated. “Variety” represents different data types. Later, a fourth V was added, standing for Value [34,35,36]. “Value” accounts for how we can benefit from big data by turning it into value. Veracity has been suggested to be the fifth V of Big Data [37]. “Veracity” incorporates the bias and encompasses the data’s integrity level.



Apart from the five V-dimensions, The Method for an Integrated Knowledge Environment (MIKE2.0) project introduces a seemingly contradictory notion of big data: “Big Data can be very small, and not all large datasets are big” [38]. This definition attributes complexity and not size as the dominant factor. In other words, data or big data is a collection of both structured and unstructured data we collect and analyze to turn it into value. This value consists of transferring data into information and further knowledge and wisdom. One framework that illustrates the importance of exploiting the data is the 127 data, information, knowledge, and wisdom—the DIKW hierarchy [39,40].



A paper that investigated data usage in product development emphasized using internal and external data to aid decision-making during the early phase of product development [41]. Understanding the data, also called data sensemaking, is a conscious effort to understand data and the event(s) within its context [42]. Data sensemaking can be seen as a two-way process, aiming to fit data into a frame (mental model) and a frame around the data [43]. This process is iterative until data and frame unite to aid decision-makers in making more data-driven decisions by increasing the understanding of both data and context. Data sensemaking must be conducted during several iterations to improve the understanding and avoid oversimplifications [43]. Sensemaking is a process including different functions such as prediction (projecting the future), forming an explanation, seeing relationships or correlations (connecting the dots), anticipatory thinking, problem identification, and detection [42].



Research shows that the industry struggles with processing data and digitalization into value for product development [4,5,6,7,8]. Transforming data into information, knowledge, wisdom, and vice versa is a process illustrated in Figure 2 DIKW pyramid. In the DIKW hierarchy, the data transforms into information and further to knowledge and wisdom and vice versa. Data Analytics focuses on the lifecycle between data gathered from the real-world environment, transforming it into information, and using it for knowledge [38,39,40]; see the dashed line in Figure 2. Conceptual modeling uses the information to develop knowledge, which triggers understanding and reasoning [20,21]—This understanding and reasoning we use as a foundation for wisdom; see dotted lines in Figure 2. Wisdom is the tip of the hierarchy and supports the “when” and “why” of using data and further implementing it. In that sense, Data Analytics and Conceptual Modelling overlap and have synergy in the DIKW hierarchy and sensemaking.





3. Methods


Figure 3 shows the research methodology which is tailored for socio-technical research projects for industry-academia collaboration [44]. The first step contains a literature review, expert input, and industry analysis. In the second step, we acquired knowledge to draft a version of the suggested framework with its process, methods, and tools. The third step is the testing of the framework in the industry through a case study. This third step includes embedded units of analysis where we did numerous iterations from the problem domain to the solution domain inspired by the Industry-as-Laboratory [45] research methodology. This was a part of our planned adapted action research cycle: Design/Plan, Test/Act, Observe and Analyze/Reflect. Our cases consist of socio-technical systems; thus, our research must adapt to the technical and social aspects. The first four steps in each case study are an iteration of Design, Test, Observe and Analyze, and cover the technical aspects. The Act and Reflect cover the social aspects. The final step is to update the framework based on the results from the case study. We iterate the complete process three times. The framework was implemented and tested by researchers, with support of industry representatives.




4. Results


4.1. Frameworks for Data Sensemaking


Conceptual Modeling frameworks have been a well-researched topic [46]. However, there is no “one agreed way” of executing a conceptual modeling process. Such an aim might be fruitless as engineers are integrated into many fields and application domains. Therefore, developing general conceptual frameworks based on domain, application, and activities might be more in line. One such area is model simplification with data sensemaking support in the product development of complex systems.



Developing strategies for assisting the conceptual modeling activity could be more straightforward if one concentrates on a particular domain. The investigation of model simplification techniques is a potentially fruitful sub-theme of conceptual modeling frameworks.




4.2. Criteria for Conceptual Data Sensemaking Framework


We have established criteria for utilizing (big) data and digitalization in different industries with complex socio-technical systems. These criteria we discovered based on observations, interviews, and workshops with industry partners in the H-SEIF 2 consortium [6,8]. Additionally, these criteria are elicited based on literature and subject matter expert input from industry and academia. These seven criteria are:




	
Stepwise process



	
Iterative process



	
Top-bottom and Bottom-up friendly



	
Abstraction capabilities



	
Multi-view approach



	
Data-centric



	
Soft-aspect approach








4.2.1. Stepwise Process


By stepwise process, we mean that the framework supports the developer or practitioner with steps to follow. These steps should include a description of what is needed to be done, how, and when. A stepwise process makes it easier and quicker for practitioners to integrate it into their daily job activities. Explaining the steps eases communication among the implementers, especially when guidance is available. Considering a project or organization that is a Very Small Entity (VSE), there is a need for low-cost solutions and readily usable processes supported with guides, templates, and tools. Additionally, standardized communication and guidance in selection and implementation [47].




4.2.2. Iterative Process


With an iterative process, we mean that the phases and steps in the framework shall have the option to conduct several iterations. Iterations make the framework flexible in terms of time. The number of iterations is context-dependent and is based on acceptance of the risk of moving to the next phase, i.e., after early phase product development. It tends to be associated with when the practitioners feel satisfied with their knowledge of the subject. Iterations increase the incremental understanding and learning process; thus, the successive iterations give higher quality but cost additional time. Conducting an iterative process increase the understanding of the data and context and aid in avoiding oversimplification [43].




4.2.3. Top-Down & Bottom-Up


The top-down and bottom-up criteria mean that the framework can be conducted in two ways. Top-down starts with the holistic need or opportunity. Bottom-up begins with accessible data and assets. These two manners can be performed in the acting of balance to achieve the desired goal or value to utilize (big) data in the early phase of product development. For instance, a top-down approach is suitable for projects with more considerable uncertainties or new technology as it gives a structured breakdown approach. For projects with legacy systems or mature technology, a bottom-up approach can be used as one can utilize data, information, and knowledge from previous implementations and operations.




4.2.4. Abstraction Capabilities (Vertical Views)


This criterion means that the framework allows for jumping between different levels of abstraction. These levels of abstraction, also known as different world levels, can be the whole system as the SOI, the most critical subsystem as an SOI, or the entire organization as SOI. An example is Transportation System (high-level), Parking System, Gate for the parking system, and Components for the gate (low-level).




4.2.5. Multi-View Approach (Horizontal Views)


The Multiview approach means including the different perspectives horizontally to grasp an opportunity or value. It implies including the horizontal level of the subsystem(s), part(s), or stakeholder(s). An example of the value of customer service is that you must include the perspectives of maintenance personnel, end-user, the error reporting process, and the APS. For example, we have horizontally connected systems such as trains, cars, buses, bikes, and pedestrians within a Transportation System.




4.2.6. Data-Centric


This criterion means that the framework includes the data aspect, also known as the hard aspect. The hard aspects include analytical and quantitative procedures best suited for dealing with clearly defined situations, reliable data, and specific objectives [48]. This aspect is one of the most central criteria as we aim to develop and test the developed model by implanting it. This model aims to integrate (big) data into the organization and its processes, focusing on the early phase of product development. The data as an aspect needs to guide and support the models, i.e., conceptual molds. Simultaneously, conceptual models support and navigate data and its analysis through sensemaking. Data in itself has no value. Data must be combined with models for communication and increased understanding, which brings value.




4.2.7. Soft Aspect Approach


By soft aspect approach criteria, we mean the human aspect. The soft approaches are more suited to tackle unstructured problems involving incomplete data, unclear goals, and open questions [48]. This criterion enhances the understanding, communication, and decision-making process as it complements the data or hard aspect. For instance, workshops and interviews aid in articulating the critical stakeholders’ tacit knowledge into data and visualization using systems engineering and systems thinking methodology. Systemigram, workflow, Gigamapping, or other conceptual models can utilize the soft aspect.





4.3. Sensemaking Frameworks from the Literature


Table 1 shows the most relevant frameworks based on the literature review and subject matter experts from our research in the industry and academia. “X” means the framework covers the criteria. “/” indicates a partial criteria cover, such as only covered when reading through the theory behind it. See Section 4.2 for the criteria. This coverage is determined based on discussion and workshops among the authors of this article. Thus, we aim to develop a framework that covers all the needed criteria to utilize (big) data and digitalization in the early phase of product development for the industry that develops cyber physical complex systems.



Table 1 includes the following framework from the literature:




	
Data-frame theory of sensemaking. The Data-frame theory of sensemaking [42] presented a sensemaking process in a natural setting. Data frame theory describes the relationship between the data or signals of an event and the cognitive frame (mental models) or explanatory structure that considers the data and guides the search for more data. As shown in Table 1, the Data-frame theory of sensemaking lacks the coverage of the following criteria: Stepwise process, Multiview approach, and soft-aspect approach. The framework lacks a straightforward stepwise process to implement it. In addition, the framework does not include the different perspectives concerning its context. Further, the framework does not include humans through, for instance, interviews, workshops, and observation to articulate their tacit knowledge.



	
Quadruple Diamond. The Hybrid model originated from joint research between academia and larger enterprises, combining Big Data and Design Thinking through mixed teaming [49]. Its combination brings increased efficiency and effectiveness in the innovation process, combines deeper customer insights with deep learning from data, and generates synergies between qualitative and quantitative methods. The Quadruple Diamond was an extension of the Hybrid Model through the addition of Systems Thinking. The approach suggests working in a mixed team with iterations between the three mindsets, design thinking, data analytics, and systems thinking to understand the problem from all perspectives. The book gives four high-level examples of jumping between mindsets, such as sequential and mixed approaches. They highlight that an experienced facilitator and team should only perform the mixed quadruple diamond approach. The approach revolves around many iterations; therefore, its suitability to work in companies that cannot iterate as fast can be questioned. However, the figure itself is linear and does not show the iterative element.



	
Cognitive processes of sensemaking. The framework that depicts the cognitive processes of sensemaking [50,51] is based on being data-driven and structure-driven. Data-driven is seen as the inductive bottom-up, and structure-driven is the logical top-down approach. The framework goal is to utilize the cognitive process to get a big-picture view for knowledge creation, organization, and sharing in the sensemaking process. The stepwise process as guidance to take practitioners through the framework is missing. Additionally, it does not emphasize the co-creation and validation aspect for development in complex systems, such as verification and validation from key stakeholders.



	
CAFCR. The CAFCR model [52] offers a top-level decomposition of an architecture. CAFCR stands for Customer Objectives, Application, Functional, Conceptual, and Realization. The “why from the customer” is provided by the “Customer Objectives” view and the “Application view.” The “Functional view” describes the “what of the product,” which includes the non-functional requirements. The “how of the product” is described in the “Conceptual and Realization” view. CAFCR, as a framework, lacks an explicit process of integrating the hard aspects and how to utilize the data stored in the organization. Additionally, the framework needs a stepwise process. However, this is explained in the text but not in the figure.









4.4. The Framework Explained


In this section, we explain the proposed Conceptual Framework for Data Sensemaking step by step, see Figure 4. The framework consists of four phases. The first phase is to explore the business and customer value proposition and define the System of Interest (SOI). The second phase uses conceptual modeling to understand and explore the SOI and the context of the systems with key drivers and qualities. The third phase, data analytics, is the acquisition and analysis of information and data. The fourth phase is verifying and validating the sensemaking with key stakeholders.



We visualize our framework as a sequential step. Yet, we recommend performing these steps in an iterative and recursive process using time-boxing. This time-boxing may vary from one hour to several days.



4.4.1. Phase 1—Value Proposition Investigation


The first phase includes the following goals: exploring the business value proposition, customer value proposition, and defining the system of interest. We recommend conducting brainstorming sessions, workshops, and interviews to achieve the first phase’s goals [53]. These workshops and interviews can include, among others, internal decision-makers, subject matter experts, marketing managers, systems architects, engineers, developers, customers, and end-users. These key stakeholders have the needed knowledge regarding documents such as contracts, specifications, and business strategy.




4.4.2. Phase 2—Conceptual Modeling


The second phase is applying conceptual modeling. Users of the framework bring the value proposition and the definition of the System of Interest boundaries into the modeling phase. Phase 2 starts with transforming the insight from Phase 1 into key drivers and qualities. Phase 2 continues with creating a collection of conceptual models. Several conceptual mods can be developed in this phase following this methodology. Some examples of models are illustrative ConOps, Systemigram, value network, stakeholder relationships, use case, 2D map, black-box modeling, functional models, informational model, subsystem decomposition, and 3D sketch for the system internals. The conceptual models can be used for exploration and reasoning within the context. The type of models and how to use them depend highly on the context. However, we recommend framework users that do the conceptual modeling to (1) be iterative, (2) use time boxing, (3) use feedback, and (4) conduct multi-view perspectives.



Phase 2 ends with a decision on whether the models have adequate credibility. If these conceptual models are verifiable, the framework user proceeds by bringing the findings into the validation and implementation phase. If the models are not verified, the user uses the models as insight for identifying suitable information sources. The information sources are carried over to the Data Analytics phase.




4.4.3. Phase 3—Data Analytics


The third phase starts with collecting and analyzing data needed to verify the conceptual models developed in Phase 2. This phase starts with collecting internal data, followed by data analysis. The data analysis includes the data pre-processing and visualization of data analysis results. After the data analysis, Phase 3 has a decision gate—this decision gate questions whether the framework users have sufficient information to verify the conceptual models.



If the answer from the decision gate is yes, then the framework user conducts the second iteration of Phase 2. The second iteration includes the newly gained information based on the data analysis. The second iteration of Phase 2 may also include the development of additional conceptual models based on the data analysis insight.



If the answer from the decision gate is no, then the framework user conducts a second iteration inside Phase 3. This iteration includes collecting more data and analysis from more internal data and new external data.



We recommend time-boxing for Phases 2 and 3 to avoid using too much time for exploration and perfection. Time-boxing and iteration between Phases 2 and 3 ensure that both phases complement each other iteratively and recursively. Collecting data in Phase 3 may be time-consuming, especially when collecting external data from a supplier. Thus, it is also vital to start collecting and analyzing the available data first. The framework users may conduct the Phase 2 s iteration despite not collecting or analyzing the external data. However, we recommend having two data sources as a minimum for the data analysis process. One source can verify or supplement the other data sources.




4.4.4. Phase 4—Validation and Implementation


The last phase includes validation and implementation. This phase starts after having enough confidence that the models are verified towards the key drivers and qualities. The first step is to validate the insight gained, models created, and data collection and analysis with key stakeholders. The key stakeholders are mentioned in Phase 1. The following step is to evaluate if the framework user has a sufficient understanding of the SOI and its context. If sufficient, integrate the findings and decisions into the ongoing product development. However, if the framework user does not understand sufficiently, initiate a new iteration. The new iteration starts from Phase 1 to update or ensure that the value proposition and SOI are properly defined.





4.5. Framework Tested in Case Study—Automatic Parking Systems


The case study is based on a Small and Medium-sized Enterprise (SME) that delivers Automatic Parking Systems (APS) to the Norwegian market. The semi-automated parking system is the System of Interest (SOI) being used for testing the Framework. A fully automated parking system is a storage space for vehicles that do not require a parking attendant. In contrast, the semi-automated parking system needs a parking attendant to guide the car into the machine after it arrives at the parking installation. The first iteration of this case study was published in [10] and focused on Condition Based Maintenance (CBM) as System-of-Interest (SOI). The findings from the first iteration were that CBM was not an urgent need based on data analysis results. This paper presents the second iteration of applying this conceptual framework.



4.5.1. Phase 1—Understand the System Context


Step 1.1 & 1.2—Explore Value Proposition for Business and Customer: We investigate the business value proposition and customer value proposition and define the SOI. We used workshops, interviews, and observations with the Company’s key persons for this investigation. Those key persons included company management, the head of the maintenance department, maintenance personnel, and system developers.



Step 1.3—Define System of Interest: We conducted a participatory and direct observation of the maintenance process in this step. These observations aided in defining SOI. Additionally, we participated in weekly development meetings to explore the SOI. Figure 5 shows the value propositions.




4.5.2. Phase 2: Conceptual Modeling—First Iteration


Step 2.1—Define Key Drivers and Qualities: In this step, we use the output from Phase 1 (see Figure 5) as an input to develop the (business and customer) key driver model, as seen in Figure 6.



We developed the model based on workshops and interviews with the Company’s key persons. We also developed the qualities model (Figure 7), showing reliability and availability as key drivers.



Step 2.2 & 2.3—Create models & Explore Systems Context: In the first iteration, we created the following conceptual models: value network, workflow for the SOI, functional flow model, and 2D map:



Value network: We developed a value network model. The value network gives an understanding of the critical stakeholder within the development (creation) and operation (use) phases, illustrated in Figure 8. Suppliers generate in-system data, and maintenance personnel generates failure data. Additionally, the two phases, i.e., the creation and use phase, identify environmental data such as weather and traffic density data.



Workflow: Based on the observation and interviews with the Company’s key persons, we noticed that the gate is a key subsystem of the SOI that affects the SOI’s availability and reliability. The system freezes when the gate is open or not closed properly due to safety standards (requirements). Thus, we developed a workflow model (see Figure 9), focusing on the gate to understand its function: This understanding includes identifying the responsibility of opening or closing the gate as a function at car entry or retrieval, i.e., the user or system’s responsibility.



Functional flow model: We developed a functional flow model for the maintenance task of fixing failures in general, including the gate. This model indicates the SOI’s downtime due to unscheduled maintenance tasks, as depicted in Figure 10.



2D map: Based on the observations, we developed a 2D map showing the SOI, its context, and its parts. The 2D map can be seen in Figure 11. This conceptual model facilitated the understanding and communication of the SOI context.



The above-mentioned conceptual models’ aid in exploring the context of the system, especially the 2D map and the workflow. Further, these models revealed that the feedback data regarding failure data could indicate the SOI’s reliability and availability, including the gate as a critical subsystem. Additionally, we believe that external data can aid in discovering hidden patterns and trends to understand the factors that affect the SOI’s reliability and availability. In other words, make sense of the internal data analysis using the weather data to form an explanation and discover correlations between failure events and environmental factors. Using internal and external data permits having two data sources that verify and supplement each other.



Step 2.4—Are models verified? After developing the first iteration of some conceptual models, we need to verify the results using data. We lacked information and knowledge about the SOI as the models did not contain sufficient credibility and insight.



Step 2.5—Identify information sources: Value network facilitated identifying available data or information sources. This facilitation is based on understanding the critical stakeholders in the creation and use phases. The identified data sources include internal data and external data. For this study, we identified failure data as feedback data. On the other hand, we identified weather data as external data to investigate environmental factors on failures. However, we also identified other data and information sources. For instance, in-system and sensor data as internal data and traffic density data as external data. We considered the collected data, including failure and weather data, as (big) data due to its complexity and size [38]. Failure data is complex because it is a free-text format manually logged by various maintenance personnel for six years. Additionally, weather data increases the size of the collected data.




4.5.3. Phase 3: Data Analytics


Step 3.1—Collect internal data: We collected failure data (internal feedback data) over six years (2016–2021). The Company had stored failure data in an Excel file with 36 sheets. Each sheet belonged to one parking system and included the following parameters: date (for a maintenance event), time, telephone number (for the maintenance personnel who investigated the failure event), tag number (for the user (car owner)), car number, place number (for which parking lot the failure event occurred), reason (possible reasons for the failure event), conducted by (includes initials of the maintenance person’s name that conducted the failure or maintenance event), and finally invoiced yes/no (if the failure event is invoiced as it is not included within the maintenance agreement with the Company, or not). The failure data had been manually logged and included descriptions of the failure events.



Step 3.2—Analyze internal data: We pre-processed the data prior to the data analysis. As a part of the pre-processing process, we generated a template that included all the Excel sheets. The resulting template contained approximately 7000 rows × 9 columns. The pre-processing process also included processing the missed data entry and unifying data formats. This time-consuming process took approximately 80% of the total data analysis period. Nevertheless, manual pre-processing was necessary to increase the data quality and succeed with the data analysis.



The failure data contained a free-text format manually logged by the maintenance personnel. Thus, we analyzed the data using Natural language processing (NLP). NLP is a known method for analyzing text entry fields [54]. The data analysis included determining the frequency of most repeated words from the failures, calculating failure rates, Mean Time Between Failures (MTBF), and calculating the frequency of failures within hours of the day, day, and month of the year.



Finally, we visualized the results of the data analysis. In Figure 12 and Figure 13, we visualized the most significant analysis results. The first bar chart (a) in Figure 12 shows the frequency in the percentage of the most repetitive words in the whole description field entry in failure data for all parking systems. We manually looked through the failure events, and discovered that the maintenance personnel used a word such as system to describe the gate or a segment that includes two or three gates. The gate generally constituted approximately 50% of the words.



The second bar chart (b) visualizes the MTBF for all paring systems in the years 2016–2021. The estimated average MTBF is 11 h. With more than two errors per day in average, the company wants to improve the system’s reliability.



Step 3.3—Sufficient information?: In this step, we have a decision gate regarding having sufficient information to verify the developed conceptual models in Phase 2. When we went through a manual classification of failure data, we observed that environmental factors such as humidity are mentioned among the failures. Thus, we collected and analyzed failure data to investigate the effect of environmental factors on failures.



Step 3.4—Collect external data: We collected environmental data, mainly weather data, to investigate any correlation between the environmental factors and failure events. We collected weather data for the same period of the failure data (2016–2021) for the parking system locations, which are allocated in eight different cities. Weather data includes, among others, the following parameters: location (City), DateTime, temperature, perception, snow, windspeed, visibility, sunrise, sunset, humidity, condition, and condition description. We added those parameters to the template mentioned above, which ended up being approximately 7000 rows × 20 columns.



Step 3.5—Analyze external data: Figure 13a–c shows the most significant results of the weather data analysis:



The graph in (a) portrays the temperature distribution for the failure events and indicates that most failures occurred within −5 to 5 degrees Celsius. However, we also found that the temperature distribution is within the same range for those locations (cities). In other words, this temperature distribution is location biased.



The second graph (b) displays a positive correlation between humidity and failures. In other words, high values of humidity result in more failures.



The final graph (c) shows a negative correlation between precipitation (snow and rain) and failures. In other words, more rain results in fewer failures.



After conducting the internal and external data analysis, we presented these results to the Company’s key persons. The feedback indicated that the results make sense. The head of the maintenance department mentioned that salting roads in Norway could be one of the reasons that form an explanation for the weather data analysis. Therefore, we investigated the authorities’ requirements for salting roads in Norwegian cities. We found that authorities are salting the roads in the following temperature range: between −5 and 5 Celsius, above −3 Celsius, −3 to −6 Celsius, −6 to −12 Celsius, while under −12 Celsius in special circumstances [55]. These requirements gave us an explanation of the environmental factors with failure events. Thus, data analysis showed a negative correlation between perception and failures as perception washes the salt away. Thus, we concluded that salt is an environmental factor affecting failures.




4.5.4. Conceptual Modeling—Second Iteration


Step 2.2—Create Models (Second iteration): We conducted a second iteration on the developed conceptual models in Step 2.2 first iteration (Section 4.5.2) and enhanced them based on new information from data analysis. Some new models were Black Box, workflow model to utilize data, and a 3D sketch showing a suggestion or realization for the SOI based on the data analysis results. In the following, we briefly describe these developed conceptual models:



Black Box: We developed a black box model (see Figure 14). This black box has the primary function in the center, minimizing the system’s failures. On the left is the input to achieve this function, and on the right is the output. We also have a mutual arrow on the upper and lower side of the black box. The upper arrow indicates the interfaces, SOI, and environment, while the lower side illustrates technology, design, and parameters to measure to achieve the primary function. The black box elicits the input, output, and constraints related to minimizing the system’s failures, which increases the system’s reliability. The system’s reliability is one of the main key drivers, as we observe from the key driver model. The overview of the ongoing and outgoing links is input to other conceptual models that cover, for instance, the conceptual view of the SOI.



Workflow model to utilize data: We created a functional workflow model (see Figure 15) showing the steps to conduct the input for the Black Box. The primary function of the black box is to minimize the systems’ failures, as illustrated in the former description of the model. This workflow shows the steps of collecting and analyzing internal and external data. The internal data is failure data, and the external is weather data to investigate the environmental factors concerning failures in this context. Further, the model depicts the process of implementing the data analysis results.



3D sketch of the SOI: We show a 3D sketch of the SOI, visualizing a suggestion for the SOI based on the data analysis results (see Figure 16). This sketch depicts a car brush that cleans the car wheels, allocated before the gate. This suggestion is one of the concepts to wash the salt from the wheels to reduce the failure event frequency. Additionally, Company substituted the gate’s metal grey for a plastic one to avoid corrosion, decreasing the gate’s failure events. We include this change in the 3D sketch. We emphasize that the data analysis results of internal and external data guided us to that the local authorities’ salts on the roads within a specific temperature range correlate with the gate’s failure events. The 3D sketch aided in visualizing the concepts within the solution domain. This visualization assists in validating that the concepts can be adapted within the SOI, including the brush concept, and substitute the material for the gate’s relay from metal to plastic.



Additionally, we updated the models developed in Phase 2 First Iteration. For instance, we modified the functional flow model to show the maintenance process in the Company, focusing on the gate as a use case. However, we show only the last version, Figure 10: Functional flow model. The failure data analysis shows that the gate is the most repetitive word. It tells us that the gate is the most critical subsystem within the SOI. This conclusion concurs with our initial hypothesis, where data supported it to exclude any gut feelings and adopt a more data-driven decision-making methodology.



Further, we updated the 2D map to show where the gate is within the SOI and its context (Figure 11: 2D map). These two models aided in understanding the gate as a subsystem within its context. Additionally, it gives an understanding of the period for a maintenance task in general and the gate in specific. We can translate this period into maintenance costs.



Step 2.4—Are models verified? (Second iteration): With the information from the data and the knowledge from the models, we felt in the second internal iteration that we had sufficient insight to bring to the key stakeholders.




4.5.5. Validation and Integration


Step 4.1—Validation of insight: In Phase 4, we started validating the findings with Company’s key persons. The results were presented and discussed during workshops and interviews with in-house company decision-makers, maintenance personnel, subject matter experts within the industry’s product development, and experts on the architecture of complex systems from academia.



Step 4.2 & 4.3—Sufficient understanding and Integration:



The final stage was integrating the newly acquired knowledge into the Company’s knowledge base and suggestions to their product development team. This feedback resulted in an update of the Failure Modes and Effects Analysis (FMEA). For instance, future parking systems have changed the failure component from metal to plastic as a design change parameter to avoid corrosion. Through a design verification step, this change is proven to be more resistant to environmental factors, i.e., salt, humidity, and temperature. Furthermore, we recommended continuous health monitoring of the most critical system, i.e., the gate, through suggested sensors such as a microphone sensor. These changes (design and sensor) can be applied to the second critical subsystem, e.g., the platform. Moreover, installing proper sensors to the most critical subsystem, then the next one can be adapted by the Company as a bottom-up sensor strategy towards CBM to further develop predictive maintenance through developing a digital twin.






5. Discussion


5.1. The Framework, According to the Criteria


This research paper explores how to use a conceptual framework for data sensemaking to enhance the product development of complex systems. We explored seven properties for our Framework and tested them in a case study. These properties are discussed below.



5.1.1. Top-Down and Bottom-Up Friendly


The Framework can be conducted in top-down and bottom-up manners. The bottom-up manner starts with collecting and analyzing the data. While the top-down starts with interviews, workshops, and observation with the Company’s key persons and customers. The top-down and bottom-up should identify the business and customer value proposition and aid in understanding the context. However, we cannot exclude one approach from the other. Combining these two manners is significant to achieve value for the industry. This combination can be conducted by acting in a balanced way of thinking. This balance we manage through iterations.




5.1.2. Iterative Process


The Framework’s process was conducted in an iterative and recursive process. The number of iterations ends by accepting the risk of moving to the next product development phase. The first iteration can be an input for the successive ones. One of our concerns is the number of people that should be included and the time available to develop the conceptual models and conduct data analysis. We used time-boxing for these iterations. The first iteration has several hours of time-box, while we assigned several days as a time-box for the other iterations. Conducting iterations using time-boxing has proved to be valuable in increasing knowledge and understanding through early feedback. This early feedback we used to enhance the implementation of the step within the frameworks’ phases.




5.1.3. Stepwise Process


We developed the Framework with the industry in mind. Therefore, the framework layout was in a stepwise workflow representation, divided into phases. Each phase was divided based on a different type of expertise. The Conceptual Modeling phase revolved around reasoning, while data analytics focused on collecting and presenting internal and external data to support the models. At the same time, conceptual modeling guided the data analysis by, for instance, identifying available and significant data sources. The steps in the framework make it easier for multiple stakeholders to understand what phase a specific developer or researcher in a case is in and what will come next. Each of the phases and stages has the potential to be implemented or converted into internal product development processes.




5.1.4. Multi-View Approach


Complex systems tend to have dynamic behavior due to interactions between various systems and stakeholders. Thus, this Framework emphasizes the activity of exploration to gain insight. The use of conceptual models makes it possible to explore the system of interests’ context. Additionally, the data analysis gives verification and discoveries. Such insight gives the user of the framework various points of view from stakeholders and systems.




5.1.5. Abstraction Capabilities


The framework, including its steps and phases, can be conducted using different levels of abstraction. The data analysis and conceptual molding can be used using a critical subsystem as an SOI, the whole system as an SOI, or a System of Systems such as CBM as an SOI. However, the framework is conducted through several iterations. Through these iterations, we can use several abstraction levels which depend on the Company’s context and key drivers. The different abstraction levels are valuable to Zoom-in and Zoom-out for the Company’s early product development phase. The Zoom-in and Zoom-out also aid in understanding the specific design parameters, forming an explanation and correlation for its root cause in the early stages, and connecting it to the whole product development process. Additionally, different levels of abstraction aid in including the different aspects within the product development process, especially early stages, such as soft and hard aspects (i.e., data).




5.1.6. Soft Aspect and Data-Centric—Tacit and Explicit Knowledge


We moved between hard and soft aspects to cover the socio-technical aspect of the system. The soft aspects include the tacit knowledge from the subject matter experts, the Company’s customers, and other key internal stakeholders. This soft aspect included interviews and workshops with subject matter experts and visualizing the output of these interviews and workshops. We document data analysis results using Systems Engineering and Systems Thinking methodology and their tools, such as A3 Architecture Overview, Systemigram, workflows, Stakeholder Analysis, risk analysis, and more. In other words, we articulate the tacit knowledge to the explicit through documentation and models, which let us move from the soft to the hard aspect. The documentation and models include written text and visualized models.



Additionally, we integrate the hard aspects in the framework through identifying, collecting, and analyzing the appropriate data. We also went from explicit knowledge to tacit knowledge through verification and validation with stakeholders. These two aspects are the foundation for our framework.





5.2. Achieving Sensemaking


Sensemaking includes different functions such as prediction (projecting the future), forming an explanation, and seeing relationships or correlations (connecting the dots). The combination of data analysis and conceptual modeling in an iterative process aid in understanding the data and its context, also called sensemaking—this understating aid in exploring an exploration of the system’s reliability and the factors affecting it and investigating the correlation of these factors. These factors include environmental, human–machine interface, mechanical, and software issues.



In the presented case study, Automatic Parking System (APS), we developed at over 15 different conceptual models, showing the ten most significant in Section 4.5. Due to Company’s confidentiality, some models are an extraction, such as the key driver model. The models shown are examples of implementing our framework, but its core message is the same. The number of conceptual models is a function of several factors, such as the expertise and experience of people involved in developing the models, the context of the system of interest, the data available, and more. We recommend conducting the first iteration through brainstorming sessions, workshops, and interviews with the system’s developers, system architect, and customers. Kjørstad indicates a collection of types and ways to conduct such sessions, interviews, and workshops [53]. In developing the conceptual models and the data analytics, the companies have limited time and allocated effort for this type of work. Therefore, we focused on maintaining the conceptual framework with data sensemaking in a superlight architectural way. We used different views during conceptual modeling based on various levels of abstraction and multi-view. Even though we have one critical subsystem, i.e., the gate that we control and engineer, we need to evaluate the whole system of interest (here, the APS) and its environment (the world around APS). This results in jumping between the various systems that influence and are being appreciated by the SOI. In other words, we focused on a subsystem such as a gate and the APS during the different views. We see that jumping between abstraction levels and having a multi-view approach is essential to achieve acceptable sensemaking.




5.3. Framework Implementation and Concerns


One of the concerns is that the Company may need to generate a significant number of conceptual models and data analysis methods in the first iterations. Further, focusing on the most meaningful models and analysis methods that connect to the most significant key drivers. In other words, the framework may need quantity before focusing on quality. Achieving quantity may take time. However, we believe this agile approach can achieve valid results quicker than comprehensive simulations. These comprehensive simulations have high fidelity but are usually time-consuming and costly and may not include the most significant aspects of the business and customer value proposition.



Data quality is essential in this framework as we integrate data with conceptual modeling. One of the concerns can be data availability, shareability, and data legacy. For instance, we used time to collect the data. We also aimed to use internal data sources, i.e., in-system (sensor) and failure data, to test our framework. Unfortunately, we could only collect failure data as it was not technically possible to get in-system data for the same period of the failure data. Having two internal data sources could increase the accuracy and validity of the data analysis results and may develop our framework.



Further, we consumed 80% of the data analysis period (one year) to pre-process the data. This pre-processing included cleaning data such as unifying format and dealing with empty data entries. Additionally, the pre-processing included understanding the data and its metadata. We conducted workshops, observations, and interviews with the Company and Subject Matter Experts for this purpose. In parallel, we conducted several iterations (9 iterations) to develop our Framework. Some of these iterations are a result of the data analysis results and feedback from Subject Matter Experts from academia and industry.




5.4. Research Limitations and Future Studies


Research in a product development environment is complex and has several factors that can influence the outcome. All organizations and people are different and interact in various ways, the products are highly contextual, and the environment around them has different influential forces. We acknowledge that a limitation is the soft aspect of human relations. We would also focus on the need for longitudinal research over multiple case studies. However, one of the industry partners conducted the first iterations using this framework, and the results are promising.



We have yet to test the framework in the hands of employees in various companies. This framework is mainly for engineers who develop and design products. Thus, it needs to be implemented and studied while engineers use the conceptual framework of data sensemaking.





6. Conclusions


The paper’s main contribution is a data sensemaking framework developed from industry-need and literature and tested in a real industry problem case. The Framework aid practitioners in using conceptual modeling and data analysis iteratively and recursively to enhance the product development process. We verify and validate the Framework in a real industry problem case.



The industry sees value in the use of data in product development. However, they struggle with utilizing the data. The industry needs to have an integrated (big) data approach and digitalization into its organization for data sensemaking. We explored the state of the art’s data sensemaking framework that can be used into the product development process. We elicited seven criteria for a data sensemaking framework from the literature and industry partners. These criteria are stepwise process, iterative process, top-down and bottom-up approaches, abstraction capabilities, multi-view approach, data-centric, and soft-aspect approach. The soft (human) and data-centric mean moving between tacit and explicit knowledge. The most relevant frameworks did not fulfill all the set criteria, which resulted in the development of the presented conceptual framework in this study.



The new conceptual framework for data sensemaking consists of four phases. The first phase involves understanding the context through interviews and workshops with various stakeholders. The outputs are key drivers and targeted qualities. The framework user can apply suitable conceptual models in the second phase based on the drivers and qualities from the business and customers’ perspectives. The models function as a platform for reasoning and communication around the System of Interest. The framework user identifies, collects, and analyzes data supporting the conceptual models in the third phase. The data analysis integrates two data sources, i.e., internal and external. Based on the data analysis, the framework recommends additional iterations with the conceptual models in the second phase. Phases two and three guide each other iteratively and recursively. Data analysis can trigger the development of newly needed conceptual models. The fourth and final phase is validation and implementation. The framework suggests validating the findings from previous phases with key stakeholders. Additionally, this phase proposes integrating the newly acquired knowledge, which can be utilized in ongoing development or future products.



We tested the framework in an industry case study. The Company’s key persons validate the results. The feedback is that the framework is valuable, especially in integrating feedback data into the product development process.



For the framework user, the primary concerns can be data availability and quality. Data quality and availability are essential in this framework as we integrate data with conceptual modeling. Additionally, defining and collecting the appropriate data and conceptual modeling can be challenging as it is context-dependent and requires expertise within the two domains, i.e., data analysis and conceptual modeling from industry and academia.



In future research, we are applying the Framework to similar case studies in other companies and types of technical systems in Norwegian high-tech industry environments. The research will be collected and analyzed individually and as a cross-study.
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Figure 1. Bridging Data, Information, Knowledge, and Product development. 
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Figure 2. DIKW Pyramid with Conceptual Modeling and Data Analytics. 
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Figure 3. Research methodology for a case study with an embedded unit of analysis. 
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Figure 4. Data Sensemaking Framework. 
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Figure 5. Value Proposition for Business and Customer. 
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Figure 6. Business and customer Key Drivers. 
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Figure 7. Qualities model. 
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Figure 8. Value network. 
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Figure 9. Workflow for car entry (left) and car retrieval (right). 
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Figure 10. Functional flow model. 
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Figure 11. 2D map. 
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Figure 12. Internal data include (a) frequency of most repetitive words (b) MTBF per year. 
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Figure 13. Analysis of external data including (a) failure events versus temperature (b) humidity versus city (c) precipitation versus city. 






Figure 13. Analysis of external data including (a) failure events versus temperature (b) humidity versus city (c) precipitation versus city.



[image: Technologies 11 00004 g013]







[image: Technologies 11 00004 g014 550] 





Figure 14. Black Box. 
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Figure 15. Workflow model to utilize data. 
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Figure 16. 3D Sketch of the SOI. 






Figure 16. 3D Sketch of the SOI.



[image: Technologies 11 00004 g016]







[image: Table] 





Table 1. Frameworks for Data Sensemaking in Product Development.
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	Criteria/Framework
	Data-Frame Theory of Sense-

Making
	Quadruple

Diamond
	Cognitive

Processes of Sensemaking
	CAFCR





	Stepwise process
	
	
	
	/



	Iterative process
	X
	/
	X
	X



	Top-down/

Bottom-up
	X
	X
	X
	X



	Abstraction

capabilities
	X
	X
	X
	X



	Multiview approach
	
	X
	
	X



	Data-Centric
	X
	X
	X
	



	Soft aspect approach
	
	X
	
	X
















	
	
Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to people or property resulting from any ideas, methods, instructions or products referred to in the content.











© 2022 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).






media/file13.jpg
usable . .
future proof

Usability
Maintainability
down to earth
dependable ) b
attributes
Reliability .
N Cost

consistent
Predictability





media/file4.png
3) Wisdom
§
S" ’ Knowledge
['3) /
S
§ /
O .&
R
§ Information
o
g
Data \

Real World





media/file30.png
: Identify failures’ Identify patte
Identify data > Collect data »  analyze data entify failures Y patietns
root cause and trends
: Implement in the
: » Integrate into th -
Implemnt action Is it implemented? N—p| "HCSTae WO HHe product development
knowledge base e

Y
v

Ok






media/file18.png
Legend

E— g
C Start ) = |
ST TE— i
@ Use case: gate failure l ol 'W‘W‘IIM = I [System |
¥ @ Use case: gate failure
* * ] p = |
| ‘ I
¥ L =

[Open gate (doo,) [Wait ( appeox.1.5 minutes) |

[Open gate (aoot) 0|
e |
@ Y—>{  Take out the charger
‘ ! |
-

]
¥ ¥ ¥
[Press remote control | |useapp | | Go outside |
¥

[¢1ose gate (door) Q|
v

[Leave the fiility |
y

C )






media/file21.jpg
Entrance

Underground

Building

=i

sl 0 openicione
e by b

E=] e

Car

Car

Car

Car

Car car






media/file26.png
0.6 -
4

«

o
o
on

S
S
4

o
o
W

junowre SJU2A9 2InJ1e {

20

10
Temperature (°C)

City

o

0.0 -

_—

4
uone)idioaid uoneaio)

—0.6 -

—0.8





media/file27.jpg
The automated parking system
The garage's, urban environment

Minimize
Data g failures for Identify patterns and trends.
(Internal and external data) the system

|

Data analytics technology
Identify most critical part(s)
Mean Time between Failures (MTBF)





media/file3.jpg
Information

Real World





media/file22.png
Entrance

Underground

Building

Box: receiving
signal to open/close
the gate by end-user

(car owner)

Metal relay

Metal relay

Metal relay

Metal relay

Car

Car

Car

Car

Car

Car






media/file19.jpg





media/file7.jpg
Fiase ©
Valdaion and Tnplemtation

Fhase T
Value Propsiion Inesgaion






media/file28.png
The automated parking system
The garage’s urban environment

Minimize
Data m—— failures for Identify patterns and trends
(Internal and external data) the system

|

Data analytics technology
Identify most critical part(s)
Mean Time between Failures (MTBF)





media/file10.png
Field proven design
24/7 operation
Decrease System’s operation cost
Maximize profit
Scaling up (Increase market share)

N /

2, 2. P
Z, %, ® &
<, %,

\ | / Q
System shall operate with minimum failures under its European
conditions.

Increasing the system's reliability
Increasing system's availability
Decreasing system's downtime

(1] v —
s 11 1D | ¢ S

Adapting more data-driven methodologies
Using failure data as a feedback data in the early design phase
Integrating other data sources, e.g., weather data
Improve Human-machine interface (HMI)
Improve software & hardware issues
Adapting a more sensor strategy approach toward Condition-
based maintenance (CBM)





media/file32.png





media/file14.png
usable ) .
future proot

Usability
Maintainability
down to earth
dependable ) ‘
attributes
Reliability o
- Cost

consistent

Predictability





media/file11.jpg
S S
= B
[ wwe s =g
iver—s v N sty N[ e
iy Je-coabics—Tmmize bl fidntfy fashare's | )Nt deaming) /1 e
- - ==






media/file6.png
Literature review,

Expert Input &
Industry Analysis

A

A

Case Study

—{

evelop process,
methodology or

]—Ilplt—b

Generic process,
methodology or
tool

Iterate






media/file15.jpg
—






nav.xhtml


  technologies-11-00004


  
    		
      technologies-11-00004
    


  




  





media/file16.png
Building users

Car owners m

Maintenance
Personnel

Building Taciliy #
management |

.....

1T
management

Legend |
Connection
——Intense——

porrLd

-
am=

Use






media/file2.png
Data, Information, and
Knowledge
from
Internal Sources

I
[ I [
Data, Information, and | \ [
Knowledge I Conceptual I

I Data
from Modeling | } Analytics
| |\” I

External Sources
| [

|
: Product
|





media/file20.png





media/file23.jpg
Year

b ord
Mostropiiven






media/file5.jpg





media/file24.png
SINOY UI saInjie ]
u22A\)aq AW [, UBAJN]

S 2 o o o ©
wy - e (ol | —
agejuadrad ur Aouanbarg

Year

Most repetitive word





media/file29.jpg
ey I ey

oty ot e o s
== e

e g o)






media/file1.jpg
D, Information, and
Knoviedge

Data, Inforvtion,and
Knowlege
om
Externa Sourees

Conceptuat |

s\





media/file31.jpg





media/file25.jpg
L— @
B .0
H . H 1
g 300 e g "
g 7 i H i
2 £
F w0 Sz . 5
& R S S I
E ) & Tl o e
Temperature (°C) City.

Correlation precipitation
s 2





media/file12.png
Stakeholder
requirements

Availability

Reliability

Identify critical
part(s)

System
requirements
enables—Minimize <“cnables—]
driver—jmaintenance | driver—>
enables—{Minimize enables—
driver—>{tailure events driver—>

Identity failure's
root cause

Data analysis
(learning)

Internal data,
e.g., failure data

External data,
e.g., weather data

Data analysis
(learning)

Identity patterns
& trends






media/file9.jpg
Fit proven dosizn

o the sy el 247 cprion
Tocreningsenss ealaley Decrse Systen' persticn cost
Decroing et dowrtne amize profit

Scaing o (s marke shre)

Y
N

Syt sl et ith i s v it Exrcpes
condiion.

| vt
ot

i

Adopig mere dt v methodlogies
Usin e dt v ek s th caly i e
[ —————
‘v Humaa-machine e (M)
Tapeovesofwae & e s
Al v e ey approch owand Cntcn-
asedmaimence (CBM)





media/file0.png





media/file8.png
1.1 Explore Value Proposition
for Business

Phase 1
Value Proposition Investigation

1.2 Explore Value Proposition
for Customer

1.3 Define System of Interest

Phase 4
Validation and Implementation

<

4.3 Integrate
cnhancement into
Product

J’

.

=

2.1 Define Key Drivers
and Qualitics

Phase 2 Phase 3
Conceptual | ] Data Analytics
Modeling e

=
|
[

2.3 Explore Systems
Context

2.2 Create Models }

2.5 Identify information
sources

2.4 Are

s
Sufficiant
infor-
mation?

3.2 Analyze internal data

3.5 Analyze external data

: 3

modcls
verified?

Yes

ﬁ

“—P»| 3.1 Collect internal data

3.4 Collect external data

t

I )

TVCS

4.2

No Sufficient
Under-
standing?

4.1 Validation of insight and artifacts
with Stakeholders

A






media/file17.jpg





