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Abstract: The emergence and acceptance of digital technology have caused information pollution and
an infodemic on Online Social Networks (OSNs), blogs, and online websites. The malicious broadcast
of illegal, objectionable and misleading content causes behavioural changes and social unrest, impacts
economic growth and national security, and threatens users’ safety. The proliferation of AI-generated
misleading content has further intensified the current situation. In the previous literature, state-of-the-
art (SOTA) methods have been implemented for Fake News Detection (FND). However, the existing
research lacks multidisciplinary considerations for FND based on theories on FN and OSN users.
Theories’ analysis provides insights into effective and automated detection mechanisms for FN, and
the intentions and causes behind wide-scale FN propagation. This review evaluates the available
datasets, FND techniques, and approaches and their limitations. The novel contribution of this review
is the analysis of the FND in linguistics, healthcare, communication, and other related fields. It also
summarises the explicable methods for FN dissemination, identification and mitigation. The research
identifies that the prediction performance of pre-trained transformer models provides fresh impetus
for multilingual (even for resource-constrained languages), multidomain, and multimodal FND.
Their limits and prediction capabilities must be harnessed further to combat FN. It is possible by
large-sized, multidomain, multimodal, cross-lingual, multilingual, labelled and unlabelled dataset
curation and implementation. SOTA Large Language Models (LLMs) are the innovation, and their
strengths should be focused on and researched to combat FN, deepfakes, and AI-generated content
on OSNs and online sources. The study highlights the significance of human cognitive abilities and
the potential of AI in the domain of FND. Finally, we suggest promising future research directions for
FND and mitigation.

Keywords: fake news detection; dataset evaluation; machine learning; deep learning; natural language
processing; social networks

1. Introduction

News portals, Online Social Networks (OSNs), and search engines have become
indispensable sources of information for users. The convenience, wide circulation, and
inexpensive nature of online portals and OSNs have persuaded numerous users to switch
from traditional media [1]. Unverified content is also published to draw users’ attention and
create traffic to online portals. News consumption through online news portals and OSNs
has increased manifold compared to traditional mainstream media [2]. The decentralised
nature of online media sources and the absence of censorship, accountability and authority
to validate facts and figures has increased fake news (FN) [3]. The users are enticed by
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clickbait trigrams with less effort. The appearance of FN in public discourse has intensified
since 2016, the UK Brexit referendum, and the United States presidential election. Ironically,
fake election stories have garnered more shares, reactions, and comments on Facebook
(8,711,000) than the most-discussed election reports from major news websites (7,367,000).
The explosion of misinformation and disinformation in the digital environment during the
pandemic was so intensive that it was termed an “infodemic”. FN propagates with higher
velocity and greater impact rather than true news stories.

Additionally, the AI-generated FN images have added fuel to the fire. AI-generated
FN, forged images, news with counterfeit facts, and satire appear authentic [4,5]. Thus,
users are unable to identify authentic news. Users share biased news, intentionally and
unintentionally, that is accessible to other users. This process continues as a chain reaction.
Lastly, this chain reaction leads to the manipulation of public opinion. The other major
factor is the absence or lack of censorship [2], which causes forged news to spread widely
and robustly. Due to the echo chamber effect on search engines and OSNs, biased informa-
tion and distorted facts are abundant and fraught with misinformation and disinformation.
FN is a false and fabricated narrative that manipulates the reader’s mindset, behaviour,
emotions, and reactions worldwide [6]. FN promotes rumours, religious bias, hidden
monetary pursuits, and political agendas [7]. FN targeted towards a targeted ethnicity, race,
religion and political affiliations are spread to provoke violence and turmoil in society [8].
Thus, it results in psychological pressures and physical damage, immensely impacts so-
cial stability, and undermines democracy. FN is also used as a state-of-the-art (SOTA)
information warfare tool and tactic to spread negative propaganda [9], conspiracy, and
misconception about a state or country worldwide. It is essential to detect and report FN
in terms of style, content, and social context [10]. The process of Fake News Detection
(FND) depends on identifying the psychological and social features [11] that instigate a
user to believe and share FN. The users are incompetent and technologically illiterate to
differentiate between fake and credible news or to follow fact-checking websites [12]. The
incoherent and inconsistent approach of fact-checking websites is a disincentive and a
source of misperception. Different portals share diverse views about the same FN, and this
results in confusion among the users [13]. The interdisciplinary studies and theories have
demonstrated that the human ability to identify FN and deception is execrable [6]. Various
theories confirm that established beliefs [14], biases and approaches [15,16], frequent expo-
sure to FN [17], and, often, peer pressure lead users to believe FN [18] and direct them to
FN dissemination [19]. FND is of great eminence due to the gravity of the situation and its
impact on users, societies, governments, and countries [8,20]. The unique characteristics of
OSNs and online sources propagate yellow journalism with vast distribution and in a cycle
format [21,22]. There are dedicated profiles on the OSNs (Twitter, Facebook, WhatsApp,
etc.) to disseminate FN [23]. Various SOTA techniques, models, and approaches have been
studied for FND. They inspire researchers and is a way forward to prevent worldwide
misadventures, i.e., information warfare.

FND, prevention, and intervention are challenging. The research shows the limitations
of traditional FND algorithms, in which the supporting attributes also have restrictions
because of loads of unstructured data and limited-size datasets [24]. Researchers have used
several knowledge-based and deep-structured learning mechanisms to identify the creators
of FN [25]. The fact remains that humans are more responsible for sharing misleading
information than bots or cyborgs [26,27], with irreversible and unprecedented effects
overall. Dataset bias and topic restriction [28] are the prime hindrances since the existing
literature is focused on different research directions and scopes. A humongous range of
datasets has been used for FND. However, the lack of cross-domain, multidomain, and
multilingual datasets hinders FND thus far. Lack of interpretability and hyperparameter
optimisation [29] are the main challenges that encumber its wide acceptance. The study
of FND on online sources and OSNs with the help of SOTA techniques [28] to evaluate
different datasets [30] is apposite. Various DL and ML approaches have been used [31] and
demonstrate promising results for FND. Previous research shows that machine learning
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(ML) [32,33], deep learning (DL) [34], natural language processing (NLP) [35,36], and
knowledge-based techniques [37] are some of the most adopted methods for FND using a
range of datasets. The existing literature also uses sentiment analysis [38] and information
retrieval [12] to address the issue proactively. Feature-based research (linguistic features,
statistical-text features, temporal–structural features, and hybrid features) have also been
conducted [39–41]. Consequently, it is essential to study interdisciplinary theories to
identify the cause of FN transmission, consumption, and propagation. With the appropriate
background knowledge about human behaviour and the psychology of FN, the focus on
available datasets and FND approaches can ensure a trustworthy mechanism for FND.

1.1. Fake News (FN)

Fake news (FN) has remained a debatable and disagreed term, to date. FN is de-
fined by the Cambridge Dictionary as deceptive news reports circulated online or through
other media that are produced to influence political opinions or serve as humour. The
Oxford Dictionary terms FN as false information about incidents published and accessed
on websites. The Merriam-Webster dictionary explains FN as false and fabricated material
reported in publications, e.g., newspapers, news magazines, or television news programs.
Hence, FN is false, counterfeit, and forged information circulated in traditional and digital
(social and online) media [42]. Interestingly, the definitions and their explanations deter-
mine that FN is created and shared to mislead and stimulate public opinion. This crux
of the problem relates to FN as an intentional or unintentional attack on users to shape
their conceptions and perspectives to promote their hidden agenda and propaganda. The
existing literature reports FN as non-factual and fabricated content. However, the inclusion
and exclusion of several related ideas, such as satire, hoaxes, rumours, conspiracy theories,
and misinformation from the defined term, is a point of contention. Furthermore, many
phrases and ideas in the literature are correlated to FN [43]. The researchers have also
used correlated terms for FN, such as false information [21], deceptive news [44], misinfor-
mation [45,46], and disinformation [47]. In the current scenario of widespread FN threat,
FN has also been defined as information pollution [48], information disorder [46,49], and
information warfare [50,51]. Various types of FN with respect to writing style, propagation
impact and velocity are shown in Figure 1. It demonstrates that with an increase in the
severity of the fabricated material, its propagation velocity and intensity of adverse effects
escalate. The impact and velocity ratio also validates that FN promulgates more than
factual news.

Figure 1. FN types in terms of veracity value and velocity [52].
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Analysis of the burgeoning literature determines that the agreed terms on FN are
based on two common essential characteristics, i.e., the intention and authenticity of the
news content. The purpose or motivation refers to the intent of spreading FN. The objective
is either to deceive, misguide, and mislead the readers or to distress, create unrest, and
harm them. The intention factor also explains why deceptive news influences more users
than satirical news. The chief reason is that such misleading material is specifically written
and designed to persuade (mislead) the targeted audience. AI-generated FN has further
added variety to the deception. Therefore, another aspect of widespread misinformation is
added in [53] to explain the current state of FN as shown in Figure 2. Moreover, malicious
users propagate deceptive news with ill intentions and for monetary benefits to augment
its impact on society. Therefore, once the intentions behind non-factual information are
determined, intervention strategies can be more appropriate and effective. Secondly, the
truthfulness and legitimacy of the content indicate if the disseminated news or content on
online portals and OSNs can be verified and is authentic. Therefore, FN is termed false
information, misinformation and disinformation.

Figure 2. Different aspects of FN.

1.2. Psychology of FN

Users fall prey to FN easily. The main reason is cognitive biases (human thinking)
that lead them to draw fallacious conclusions. News consumers may interpret informa-
tion differently due to established cognitive biases [54]. Four types of cognitive biases
are particularly pertinent in connection to FN. Primarily, users scan headlines without
reading the related content [55], which explains the popularity of clickbait depending on
attention-grabbing headlines. It proves to be detrimental to the dissemination and impact
of false information. The users also comprehend and focus on shared news according to
indications of popularity (bandwagon effect) on OSNs. Thus, popularity bypasses news
legitimacy [56]. Third, partisanship is a strong response that bogus news exploits. The es-
tablished beliefs and associations prevent users from fathoming the actual information [57].
In addition, erroneous information has a peculiar propensity to endure even after it has
been corrected, i.e., belief echoes, which brings the users to the final point [58]. The users ex-
change online news in anticipation of social interaction, self-expression and status-seeking.
The research demonstrates that people distribute fake information on social media auto-
matically and reactively rather than intentionally. Occasionally, false information is spread
deliberately to inform, enlighten and warn others [59].
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1.3. Economics of FN

The emergence of digital technologies has changed the news production and distribution
pattern from a linear economic model to a multisided algorithm-driven model [60]. According
to Reuters Digital Report, two-thirds of web users access news via search engines, OSNs, or
other online sources [60]. The statistics show that information access, communication, and
reading news are three major pursuits of internet users. Additionally, the number of online
news readers will rise to around 1.88 billion users worldwide by 2027, illustrated in Figure 3.
Consequently, it will result in a high volume and frequency of FN [60].

Figure 3. Statistical overview of digital news readers worldwide [61].

The algorithm-driven approach on OSNs and online platforms is used to attract
users. The users are presented with FN, and they share FN and dubious information
in their social circles. The platforms gain more advertising revenue through increased
organic traffic [62]. Fake claims, clickbait and questionable content lead to trust issues
in news from traditional media. According to Ipsos, the prevalence of FN on OSNs and
online platforms have contributed to highly declined trust in traditional media over the
previous five years [63]. Contrarily, FN production and distribution are far more simple and
affordable. Moreover, FN creators hardly face legal repercussions [64]. Lastly, in addition
to algorithm-driven platforms, cognitive biases like novelty and confirmation bias are
crucial to FN consumption and dissemination, exploited by these algorithm-driven news
markets [62]. Human cognitive bias, ineffective legal regulations, and financial incentives
for algorithm-driven news curators to spread FN have all contributed to increased FN
volume and velocity. Thus, this review expands on the previous literature in automatic
FND using ML, DL, and NLP models to identify challenges and future research directions.

1.4. Motivation

FN dissemination has diverse effects on the cognitive ability of the users that prompt users
to share FN inadvertently. The existing literature on FND is based on different feature perspec-
tives and FND techniques. However, the FND process can be addressed by evaluating the
existing interdisciplinary studies, datasets, and approaches for FND detection. The existing re-
view on FND determined fundamental theories and detection approaches [12] and disregarded
dataset evaluation for various SOTA approaches as shown in Table 1. The review classified FND
techniques into four categories, i.e., style, knowledge, propagation, and credibility [65]. The
author of [66] categorised FND techniques further into social context and news content. The
literature enhances the research and offers insights. However, with the emergence and evolution
of AI-based methods, it is significant to summarise the SOTA techniques for FND. The users
remain the chief source of sharing FN on OSNs rather than bots and trolls. Therefore, it is
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necessary to identify the motives that prompt them to share FN. In this review, firstly, we provide
insight into the stimulus behind intentional and unintentional FN sharing on online platforms
and OSNs. Different interdisciplinary studies explain these motives. Secondly, the linchpin
of the FND process is the availability of large-sized, labelled, and publicly available datasets,
which are assessed. Lastly, various SOTA approaches highlight various feature information in
different ways depending on the type of learning. Thus, we review and describe the present
status of SOTA approaches for FND in this review with a new perspective. The review paper
flow is demonstrated in Figure 4.

Figure 4. Review paper flow.
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Table 1. Comparison with the existing reviews on Fake News Detection.

Existing
Reviews Year Fake News

Typology
Interdisciplinary
Theories

Dataset
Evaluation

FND
Expert-Based
Approaches

FND
Feature-Based
Approaches

Unimodal and
Multimodal
Approaches

Fake News
Detection

Techniques

ML DL NLP Pre-Trained
Transformers LLMs

[67] 2018 ✘ ✘ ✓ ✘ ✓ ✘ ✓ ✘ ✓ ✘ ✘

[65] 2018 ✘ ✓ ✘ ✓ ✓ ✘ ✘ ✘ ✘ ✘ ✘

[68] 2019 ✓ ✘ ✓ ✘ ✘ ✘ ✓ ✓ ✓ ✘ ✘

[69] 2019 ✓ ✘ ✓ ✘ ✘ ✘ ✓ ✘ ✘ ✘ ✘

[48] 2020 ✓ ✘ ✓ ✘ ✓ ✘ ✓ ✓ ✘ ✘ ✘

[70] 2020 ✓ ✘ ✓ ✓ ✓ ✘ ✘ ✓ ✘ ✘ ✘

[71] 2021 ✓ ✘ ✓ ✘ ✓ ✘ ✘ ✓ ✘ ✘ ✘

[72] 2021 ✓ ✓ ✘ ✘ ✓ ✘ ✘ ✘ ✓ ✘ ✘

[73] 2021 ✓ ✘ ✘ ✘ ✓ ✘ ✘ ✓ ✘ ✘ ✘

[74] 2021 ✓ ✘ ✓ ✓ ✓ ✘ ✘ ✓ ✘ ✘ ✘

[75] 2021 ✘ ✘ ✓ ✘ ✓ ✘ ✘ ✘ ✘ ✘ ✘

[76] 2021 ✓ ✘ ✓ ✓ ✓ ✘ ✘ ✘ ✘ ✘ ✘

[77] 2021 ✓ ✘ ✘ ✘ ✘ ✘ ✓ ✘ ✓ ✘ ✘

[78] 2021 ✓ ✘ ✓ ✓ ✓ ✘ ✘ ✘ ✘ ✘ ✘

[79] 2022 ✘ ✘ ✘ ✘ ✘ ✘ ✘ ✘ ✘ ✓ ✘

[80] 2022 ✓ ✘ ✓ ✘ ✓ ✓ ✘ ✘ ✓ ✘ ✘

[81] 2022 ✓ ✘ ✓ ✓ ✘ ✓ ✓ ✘ ✓ ✘ ✘

[82] 2023 ✓ ✘ ✘ ✓ ✓ ✘ ✘ ✓ ✘ ✘ ✘

[83] 2023 ✓ ✓ ✘ ✓ ✓ ✓ ✓ ✓ ✓ ✘ ✘

[84] 2023 ✓ ✘ ✓ ✓ ✓ ✘ ✘ ✓ ✓ ✘ ✘

This review ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
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2. Research Methodology

The literature review aimed to collect, identify, and report relevant research studies
on FND in a structured and transparent manner, as explained in Figure 5. We referred
to [85] and employed a structured procedure to identify, include, and exclude the relevant
studies for this review and address the issue of automated FND. The research studies
were identified using the keywords “Fake News Detection”, “Interdisciplinary Theories
on Fake News and users”, “Fake News Detection using Machine Learning”, “Fake News
Detection Datasets”, etc. Multiple search engine publishers’ databases, such as IEEE,
Elsevier, Springer, etc., were used for this process. The identified 450 research studies
included early access publications, conference papers, and journal articles. The editorial
papers were excluded after reviewing the abstracts, titles, and keywords. Therefore, we
selected 355 relevant studies, which included conference proceedings, journal articles, etc.
The number of these research studies is shown in Figure 5, respectively. The selected studies
were used to evaluate the previous works in the literature to identify the research gaps and
present future research directions that may assist in the automated FND process.

Figure 5. The methodology of the literature review and research process.

The review will determine FND and mitigation with the three most significant aspects.
The overall contributions of the literature are summarised as follows:

• We evaluate the interdisciplinary theories on FN and OSN users. An in-depth assess-
ment of various interdisciplinary theories on FN and OSN users explains the effective
and explainable efforts for FND. The analysis of the datasets, research techniques, and
technological models currently used in FND research is presented. The application
of multimodal technology creatively describes and evaluates the advancement of
scientific inquiry in communication, linguistics, and other FND-related fields.

• The online fact-checking sources and their limitations are reviewed, which lead to
developing general techniques for automated FND categorised based on the stages of
development. In addition, it discusses the research on the explainable model structure
and behaviour, and evaluates explainable FND.
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• The identified limitations, challenges, research gaps, and future research directions for
FND using multilingual, cross-domain, and cross-lingual datasets, and SOTA techniques
are presented. It highlights the prime methods and techniques that can be implemented
to generate effective FND and mitigation models for OSNs. Lastly, recommendations to
address the existing limitations of FND-based research are provided.

The remainder of this review is organised as follows. We first retrospectively consider
the interdisciplinary theories on FN and OSN users in Section 3. We present and summarise
the existing datasets in Section 4. We summarise FND techniques and approaches in
Section 5. We report the identify challenges and suggest potential future research directions
for FND in Section 7. We finally conclude the review aligned with prospective research
directions in Section 8.

3. Interdisciplinary Theories

FN is aimed at users’ vulnerabilities and social connections. The users’ intentional
and unintentional disseminations of FN depend upon different factors. The peripheral
difference between their intentions is studied, i.e., based on their social identity and knowl-
edge about certain news [86,87]. Therefore, the importance of in-depth research on the
factors that provoke them to share FN and behavioural changes cannot be denied [14]. FND
studies are worthy of note, with the use of existing interdisciplinary behavioural studies
proposed by the social sciences (psychology, forensic psychology, and philosophy) and
economics that provide insights into human behaviours and tendencies. The suggested
studies [88] show that datasets are analysed (qualitatively and quantitatively), and SOTA
models are created by using the cognition and behaviour of the users. This aspect of FND
analysis has been an under-researched area to date [89]. The literature review of these
interdisciplinary studies presents that these theories are hallmarks in FND and its analysis.
These theories provide a proactive approach (early FND) by detecting and studying its
spreader’s behaviour. The assorted table shows information about these theories about
users, their social identity, and existing knowledge about the news and its content. The
assorted Tables 2 and 3 show information about these theories regarding users, their social
identity, and existing knowledge about the news and its content.

Table 2. Interdisciplinary theories on fake news.

Theories Explanation Reference

Phenomenon of fake news Fake news has diverse effects on society, politics and economy. A
different strategy could be adopted to combat fake news in each domain. [90]

Undeutsch hypothesis In terms of content style and quality, a statement based on genuine
experience is different from purely speculative assumptions. [91]

A rhetoric of motives Information contrasts with communication content that causes
emotional polarisation. [92]

Reality Monitoring Actual events are characterised by higher levels of
sensory-perceptual information. [93]

Erfurth’s treatise on Surprise Deception offers a way to imbalance an adversary through doubt. [94]

Deception operations Deception through a convincing story to support pre-existing beliefs. [95]

Four-factor theory The biased opinions and views in the FN are divergent and tilted
towards a set objective. [96]

Wittgenstein Philosophy The sensory data that give us the current status on local conditions. [97]

Information manipulation theory Deception frequently contains great information and the biased opinions
are divergent and tilted towards a set objective. [98]

Source Credibility The core of political communications is persuasion. [99]
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Table 3. Interdisciplinary theories on Online Social Network users.

Theories Explanation Reference

Bandwagon effect People often act in a particular manner because follow the actions of others. [19]

Normative and informational
social influences theory

Users still make more mistakes than they believe their judgements to be
even when normative social influence in favour of an incorrect judgment is
entirely removed (as in the anonymous condition).

[100]

Social identity theory Self-concept is based on one’s perception of their affiliation with a certain
social group. [87]

Inoculation theory The users change their behaviour towards new information if it contradicts
their pre-existing knowledge, ethics and code of belief. [101]

Internal and External factors The widespread dissemination of fake information to influence perceptions
and opinions is a result of both internal and external variables. [72]

Availability cascade People frequently adopt the views of others which are prevalent in their
social groups. [102]

Cognitive bias Cognitive biases and internal controls directly affect the users’ practices. [103]

Confirmation bias People frequently believe information that supports their previous views
or theories. [14]

Conservatism bias An inclination to continuing believing the existent information even when
exposed to new information. [104]

Echo chamber effect Communication and repetition within a closed system can increase or
strengthen existing beliefs. [105]

Desirability bias Users tend to consume information that appeals to them. [106]

Semmelweis reflex People frequently reject new facts because they conflict with traditional
norms and beliefs. [107]

Naïve realism The ability to directly perceive objects as they actually are is made possible
by our senses. [108]

Attentional Bias The reiterated concepts affect the perception. [109]

Interference theory Individuals make judgments based on their existing encounters. [110]

Theory of cognitive dissonance The users’ beliefs, feelings and perceptions about relevance are inconsistent.
Users who are experiencing cognitive dissonance experience stress. [111]

Prospect theory The use of biased assessments in decision-making. [112]

Selective exposure Users select and consume frequently shared information. [15]

Validity effect Following repeated exposures, people are more likely to assume that
information is accurate. [17]

Overconfidence effect The users trust their comprehension, expertise and judgments. [113]

Naïve Realism People reject new facts because they rely on their existing knowledge
and opinions. [108]

Valence effect People frequently overestimate the chance of positive outcomes vs.
negative outcomes. [114]

Illusion of asymmetric insight People believe that they are more knowledgeable than other people. [115]

Contrast effect
The improvement or impairment of cognition is caused by repeated or
simultaneous exposure to a stimulus with a different value in the
same dimension.

[116]

3.1. Interdisciplinary Theories on FN

The news is the key element in the FND. The user behaviour, interest, and news
consumption are correlated [117]. FN affects the users; in response, the users share the news
unintentionally. Hyper-partisans and pernicious users [118] create and spread hoaxes to
instigate the emotions and attention of the users. They create sensationalism and anarchy
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in society for their benefit and monetary purposes. The content and context of such news
are cunningly designed to cause unrest. The research in [118] has been conducted to reveal
the truth about FN supported by interdisciplinary theories and that the explained actual
events are characterised by higher levels of sensory–perceptual information. The theory
explains the effect of FN on society, politics, and the economy. It further emphasises that
due to the wide dissemination and acceptance of FN in different areas, a different strategy
could be adopted to address the issue [90]. Information also has a third quality that is
descriptive rather than hortatory or moralising, and it is disagreed that the reader must
react to polarised information.Information contrasts with communication content that
causes emotional polarisation [92]. The sensory data give us the current status of local con-
ditions [97]. The core of political communications is persuasion [99]. The author explained
that all major military operations succeed due to the element of surprise, dependent on
secrecy and quick action [94]. Therefore, FN unbalances an adversary with the element
of surprise. The author briefed that the target audience is deceived by using adequate
effort and time to create a convincing story to support pre-existing beliefs. One of the most
fundamental human tendencies that deception operations take advantage of is sensitiv-
ity to conditioning [95]. The established theories distinguish between fake and genuine
news through their characteristics. These characteristics help to differentiate the original
content and forged fabrication. The feigned writing style, sources, quality, comments, and
facts reveal the FN [91]. The frequency of words, syntactic features, etc., are also used to
detect FN. The biased opinions and views in the FN are divergent and tilted towards a set
objective [96]. Information manipulation theory suggests FN identification through word
counts [98]. Likewise, various theories on disinformation and FN also determine that FND
is possible through its features.

3.2. Interdisciplinary Theories on OSN Users

The theories about user behaviour and intention towards certain news indicate their
attachment and social context. Under the shadow of this behaviour and connection (social,
political, religious, interests, etc.), the users share and like FN deliberately or involuntarily.
Therefore, the content and context of news and the user exposure and participation are
responsible for news consumption. They also share FN in their circle and seek comments
from other users. Therefore, it is normal for users to become attracted towards certain
news [119]. Inadvertently, the users also disseminate FN if they find it beneficial for other
users [120]. The other broadcasters are intentional (bots and trolls) and used widely to
execute malicious activities [121]. They conduct these activities for ideological and mone-
tary purposes, to create unrest, and for ill-based benefits [122]. Trolls provoke, stimulate,
and cause damage by sharing sensitive news (text, images, videos, etc.). FN is crafted
for targeted users [123] from different social backgrounds, ethnicities and religious beliefs
on OSNs.

The behavioural studies of normal users also indicate that users are not always moti-
vated to spread FN. Fundamental theories about users’ behaviour [19,87,100–102] suggest
that multiple social factors affect their choices and decisions. FN consumption practices are
the key role players, where users prefer and share news about their pre-existing knowledge,
beliefs, etc. The other major factor is peer pressure. Meanwhile, both external and internal
factors [72] are involved in the wide circulation of FN. The study shows that cognitive
biases, confirmation bias [17,103], and internal controls directly affect the users’ FN con-
sumption practices. Inoculation theory [101] reflects that OSN users change their behaviour
towards new information and news if they contradict their pre-existing knowledge, ethics,
and code of belief. The algorithms in OSN create an echo chamber [105] for the users,
record their preferences, and show news and posts accordingly [124]. The state of user
refutation occurs when they experience and encounter unusual news that negates and
conflicts with their pre-existing beliefs and attachments. They react to it through harsh
comments that result in group polarisation [125]. The theory of cognitive dissonance [111]
refers to the inconsistency between the beliefs, emotions, and perceptions of OSN users
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concerning relevance. In the case of cognitive dissonance, the users experience psychologi-
cal tension. The users, thus, accept or deny FN [126] according to their beliefs to relieve and
reduce stress and apprehension. Therefore, the acceptance of biased information and FN
consumption are directly proportional and lead to desirability bias [106]. The users tend to
release dissonance and indifferences through their selective choices and judgments [127].
Similarly, the interference theory [110] states that OSN users form impressions based on
their early experiences and vice versa. The users decide on their FN consumption, and
practice and promote FN intentionally or unintentionally [128]. It leads to a judgmental
and biased process towards the news, irrelevant to the facts and legitimacy. The prospect
theory [112] further extends the decision-making based on biased judgments and selec-
tive exposure [129] pertinent to the frequency and probability of FN consumption. The
validity effect also demonstrates that frequent dispersal and exposure to FN incites OSN
users to share it within their circles [17]. The users have greater confidence [108,113] in
their understanding, knowledge, and judgments [107] and often refute the idea of new
learning [104,130]. The users prefer news and information that keep them in an echo cham-
ber [106]. Users’ perceptions of FN are based on events [109]. The users share FN as they
find it trending [19] and often overlook its authenticity and legitimacy.

4. FND Datasets

The FND process depends upon two different features (input types). Ref. [66] deter-
mined these features to be news content and social context features. Therefore, the news
items in a dataset refers to the data, articles, materials, etc., and additional information
related to social background, social affiliations, etc. However, the availability of large-
sized, multidomain, and labelled datasets makes automated FND challenging. It remains a
substantial impediment for low-resource languages, as there is a lack of available online
sources. The dataset curation is an upheaval task. Data are extracted from various online
resources and organised as a dataset. The dataset curation process is shown in Figure 6.
The public datasets are categorised into data from OSNs, articles, and claims. Compared
to news articles, the short claims are one or a few sentences long and provide valuable
information. The fake claims function as clickbait to attract users’ attention and are far
more effective than news articles [131]. ONS news items are longer than claims. These also
contain non-textual data and structured data from accounts and posts. There are various
online sources for data scraping, such as OSNs (Twitter, Facebook, WeChat, etc.), online
news sources (BBC, Guardian, Times of India, BBC Urdu, etc.), fake news sources (InfoWars,
Before its news, Ending the News, vishvasnews.com, etc.), satire sources (Faking news,
The Onion, Satire Wire, Beaverton, etc.), and fact-checking sources (Politifact, Snopes, AFP,
Geo News Fact check, etc.). The privacy restrictions on available online sources further
obfuscate the data collection process. Therefore, researchers are bound to buy data from
the available sources or through crowdsourcing websites. Some publicly available datasets
are not fact-checked and heavily depend on the claims with crowdsourced veracity labels.
As a result, biased data are generated, i.e., data restricted in diversity, volume, and quality.
The existing datasets are used for the selected research directions and requirements. The
quality of the annotations is assessed using evaluation metrics. In this review, we present
and compare 59 existing datasets based on the input items, dataset size, language, labels,
and annotation. The comparison analysis is presented in Table 4.
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Table 4. Fake news datasets (multidomain, multimodal, and multilingual).

Datasets Year Sample Size Domains Content Type Platform Language Labels Annotators References

FakeNewsNet 2018 422 Politics, Society Fake News
Articles

Mainstream
Media, Twitter English 2 Experts [132]

Fakeddit 2020 1,063,106 - Posts Reddit English 2, 3, 6 Experts [133]

Twitter-15 2017 1478 - Posts Twitter English 4 Twitter [134]

Twitter-16 2017 818 - Posts Twitter English 4 Twitter [134]

Reddit_comments 2020 12,597 - Posts Reddit English 2 Emergent, Politifact, Snopes [135]

PHEME 2016 330 Society, Politics Posts Twitter English 3 Crowdsourcing [136]

PHEME-update 2018 6425 Politics, Society Threads Twitter English 3 PHEME [137]

FACTOID 2022 3.4 Million - Posts Reddit English 3 mediabiasfactcheck.com [138]

MediaEval 2015 15,629 - Posts Facebook, Twitter,
Blog Post English 2 - [139]

RUMDECT 2016 5442 - Posts and
Rumours Twitter, Weibo English 2 Twitter, Weibo [140]

Rumor-Anomaly 2019 4 Million Tweets and
1022 Rumours

Politics, Science,
Crimes, etc. Threads Twitter English 6 Snopes [141]

RumorEval2017 2017 297 - Threads Twitter English 3 PHEME [142]

RumorEval2019 2019 446 Natural
Calamities Threads Twitter, Reddit English 3 Politifact, Snopes [143]

ComLex 2018 5303 posts and
2,615,373 comments - Posts and

Comments OSNs English 5 Twitter, Facebook, etc. [144]

Some-like-it-hoax 2017 15,500 Science Posts Facebook English 2 Experts [145]

BuzzFace 2017 2263 Politics Posts Facebook English 4 Buzzfeed [146]

Brazil-India Elec 2020 844,000 Politics (Messages
during Elections)

Text, images,
audios and videos

WhatsApp
Groups English 2 Experts [147]

WeFEND 2020 65,132 - Text, images Twitter and Weibo English 2 Trusted users [148]

Yelp 2019 18,912 Technology Text Mainstream English 2 Experts and crowdsourcing [149]

MULTI 2020 1 Million COVID-19 Tweets Twitter 67 languages 2 Twitter [150]

CoAID 2020 4251 COVID-19 Threads Twitter English 2 Politifact, FactCheck.org, etc. [151]

COVID-HeRA 2020 61,286 COVID-19 Posts Twitter English 5 Experts, CoAID [152]

HealthStory 2020 1690 Health Threads Twitter English 2 HealthNewsReview [153]
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Table 4. Cont.

Datasets Year Sample Size Domains Content Type Platform Language Labels Annotators References

HealthRelease 2020 606 Health Threads Twitter English 2 HealthNewsReview [153]

COVID-19-rumor 2021 2705 COVID-19 Tweets, News Twitter, Websites English 2 Snopes, Boomlive, Politifact [154]

COVID-19 FND 2021 10,700 COVID-19 Tweets Twitter English 2 Twitter [155]

CHECKED 2021 2104 COVID-19 Threads Weibo English 2 Sina Community Management [156]

MM-COVID 2020 11,173 COVID-19 Threads Twitter

English, Hindi,
Portuguese,
Spanish, Italian,
French

2 Snopes, Poynter [157]

CONSTRAINT-2021 2021 10,700 COVID-19 Posts Twitter English 2 Snopes, Politifact [158]

Indic-covid 2020 1438 COVID-19 Posts Twitter Hindi, Bangali 2 Experts [159]

ArCOV19-Rumors 2020 162 COVID-19 Threads Twitter Arabic 2 Fatabyyano, Misbar [160]

COVID-Alam 2021 722 COVID-19 Tweets Twitter English, Arabic 2 Experts [161]

COVID-19-FAKES 2020 3,047,255 COVID-19 Posts Twitter English, Arabic 2 UN, UNICEF, WHO [162]

Politifact Fact Check 2014 221 Society, Politics Text Websites English 5 Channel 4, Politifact [163]

TI-CNN 2018 20,015 - Text, images News Websites English 2 - [164]

LIAR 2017 12,836 - Text Politifact English 6 Politifact [165]

Breaking! 2019 679 2016 United
States Election Text News Websites English 3 BS Detector [166]

GossipCop 2021 19,759 Entertainment Text Websites English 2 GossipCop, E!Online [167]

TSHP-17 2017 10,483 - Text Website English 6 Politifact [168]

Buzzfeed 2017 71 2016 United
States Election Text Websites English 2 Buzzfeed website [169]

Gandhi’s dataset 2020 46,700 - Text News Websites English 2 - [170]

Burfoot Satire 2009 4233 Society, economy,
politics, technology Text Mainstream

Media English 3 - [171]

Kaggle_UTK 2018 25,104 - Text - English 2 - [53]

FakeNewsAMT 2017 480

Education, Sports,
Entertainment,
Politics, Business,
Technology

Text Websites English 2 Crowdsourcing [172]

Celebrity 2017 500 Celebrity Text Website English 2 GossipCop [172]
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Table 4. Cont.

Datasets Year Sample Size Domains Content Type Platform Language Labels Annotators References

Ahmed’s dataset 2017 25,200 - Text Websites English 2 Politifact [173]

MisInfoText-Snopes 2019 312 - Text Website English 5 Snopes [174]

fauxtography 2019 1233 - Text Website English 2 Snopes [175]

NewsBag++ 2020 389,000 - Text, Images Websites English 2 Experts [176]

Fake_or_real_news 2019 [177]

FA-KES 2019 804 Syrian War Text Print Media English 2 Experts [178]

Japanese Fake
News dataset 2022 307 - Text, Images Fact Check

Initiative Japan Japanese 2 Experts [179]

Spanish Fake
News Corpus 2019 971

Science, sport,
economy,
education,
entertainment,
politics, health,
security, society

Text
Leading news and
fact-checking
websites

Spanish 2 Journalist [180]

Bend the truth 2020 900 5 Text
Leading
Newspaper
websites

Urdu 2 Experts [181]

Dataset for Pakistani
Political Discourse 2023 49 Million Politics Text Twitter Urdu, English 2 Twitter [158]

FakeCovid 2020 5182 COVID-19 Text 92 Fact-checking
websites 40 languages 2 Experts [182]

FEVER 2018 185,445 Wikipedia Claim, Wikipedia
data Wikipedia English 3 Experts [183]

FEVER 2.0 2019 1174 Wikipedia Claim Wikipedia English 3 Experts [184]

FEVEROUS 2021 87,062 Wikipedia Claim Wikipedia English 3 Experts [185]

Emergent 2016 300 - News Articles,
Claim Websites English 3 Hoaxalizer, Snopes [186]

MultiFC 2019 36,534 Claim Fact-checking
websites English 2-40 - [187]

Snopes dataset 2017 4856 - Text, Images Snopes English 3 Snopes [188]

IFND 2021 56,868 Politics Text, Images Fact-checking
websites English 3 Fact-checking websites [23]

FACTIFY 2022 50,000 - Tweets, posts Twitter English 2 Twitter, Experts [189]
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Table 4. Cont.

Datasets Year Sample Size Domains Content Type Platform Language Labels Annotators References

WELFake 2021 72,134 - News Articles

Kaggle, Reuters,
McIntire,
BuzzFeed Political
Datasets

English 2 Reuters, Kaggle Experts, [190]

FakeSV 2023 3654 - Audio, Video, Text Douyin, Kuaishou Chinese 2 Manual [191]

Kishwar’s Pakistani News 2023 11,990
Pakistan, Cities,
personalities and
politicians

News Articles Fact-checking
websites English 2 No information provided [192]

MINT 2022 20,278 Multidomain News Articles

Portuguese
mainstream and
independent
media

Portuguese 5 Crowdsourced Annotations [193]

Urdu at FIRE 2021 1500 5 News Articles Leading Urdu
news websites Urdu 2 Expert Journalists [194]

FAKES 2019 804 Multidomain News Articles - English 2 [178]

CREDBANK 2015 60 Million - Rumours Twitter English 5 1736 Turkers [64]

DanFEVER 2021 6407 claims Wikipedia Claim, Wikipedia
data

Wikipedia, Den
Store Danske Danish 3 Expert Annotators [195]

ISOT 2018 44,898 World News,
Politics News Articles Legitimate News

websites English 2 Experts [196]

Divide-and-Conquer 2022 28,334 5 News Twitter English 2 Twitter [197]

Hindi Fake and
True Dataset 2022 2178 5 News Articles BBC-Hindi, NDTV Hindi 2 No information provided [198]

IBFND 2023 20,053 12 News News Websites Bangla 2 No information provided [199]
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Figure 6. Dataset curation process.

4.1. Importance of Valid Datasets for FND

The menace of FN and its deep-rooted effects have gained popularity among re-
searchers recently. FND and mitigation on OSN [200] are significant since FN may cause
chaos and disturbance in society. On political grounds, if propaganda and negative per-
ception (i.e., conspiracy theories) are maintained [14], it may result in information warfare
between two states. Thus, the significance of FN to cause drastic effects on multiple levels
and the infrastructure of a state cannot be negated [201]. The recent research aims to de-
velop methods and techniques [69] to detect and mitigate FND. FND is possible using SOTA
ML and DL techniques, where available datasets (labelled) are used to train the models
and attain good results [202]. The main factor in FND is datasets. The dataset’s validity
and reliability are the foundations of FND and mitigation methods. The laborious work
of FND is based on checking the accuracy and truthfulness of news and posts on OSNs.
The big datasets on FN need to be accessed for early FND [69]. FND and determining the
authenticity of FN in the shortest time possible are new research directions.

Thus, reliable dataset collection for FND is significant [69]. FN datasets are labelled
based on the rating scale (veracity value), such as true, false, half-true, satire, etc. FN
data are labelled manually, using assessment sites and computational tools (open web
sources, knowledge graphs, etc.), or through crowd evaluation [33]. FN dataset labelling
and analysis are faster and more convenient using digital tools as compared to manual
annotation methods. However, ambiguous language and inconsistent annotations obstruct
computational fact-checking and crowd evaluation. The four main categories of SOTA FND
techniques are knowledge- and language-based approaches, topic-agnostic approaches,
and hybrid approaches [202]. FND based on texts only is an Achilles’ heel because of the
complex nature of text-based posts and news. FND models categorise the news content and
OSN posts as input data [203]. SOTA FND models analyse both the text content and context
(user information [37], network information [204], publisher [205], etc.) of FN. Moreover,
the legitimacy of newly created datasets and the creation of datasets is also significant.
The review focuses on FND datasets for three different characteristics of FN and posts on
OSN, i.e., style of the news, and user and network information. The chief source of FND
research is the collection of reliable evaluation of labelled datasets as fake and genuine news.
The collection of datasets is time-consuming. The developers construct datasets based
on FN types, media, and topics. The developers select the characteristics and size of the
datasets accordingly. FN extraction [69] is still an upheaval task because of the restrictions
on OSNs and websites. FN types overlap due to content writing styles [33]. There is no
set mechanism for FN classification. The review provides FN and related types of forged
information to differentiate between FND models, techniques and results. FN datasets
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contain misinformation, propaganda, hoaxes, conspiracy theories, rumours, clickbait, and
satire news [206]. The datasets may constitute different media, such as texts, images, and
videos. Lastly, the selected topics include FN datasets on politics, finance, healthcare, etc.

4.2. Features of FND Datasets

• News Content: it comprises the language and syntax of the news content (headlines,
stories and media) in the FND dataset.

• Language: the language used for the FN dataset as news is published in different
languages.

• Related Concept of Fake News: the fabricated information and any form of FN along
with FN articles, reviews on substandard goods, and commercials.

• Specific News Categories: FN datasets on different domains, such as healthcare,
politics, economy, etc.

• Media: from conventional media to OSNs.
• Availability: free access to the dataset.
• Application Purpose: the main objectives of datasets can be FND, fact-checking,

veracity value classification, and rumour detection.
• Size: the number of news items in a dataset.
• Extraction Period: period of news (news articles, images, comments, etc.) collection.
• Rating Scale (Veracity Value): appropriate data labelling in the available dataset, such

as false, mostly false, half true, mostly true, and true.
• Integrity: reliability (genuine or edited) of the dataset.

FND datasets have earned popularity due to their far-reaching effects on the users,
society and infrastructure. The users are unable to exercise due diligence. Their cogni-
tion behaviour and lack of knowledge have further escalated the problem of FND on
OSNs [69]. SOTA ML, DL, and NLP techniques are efficacious [69,200], where unedited
FND datasets need to be leveraged. Therefore, the quality and legitimacy of datasets are the
main building blocks. FND datasets from OSNs and online news articles are highlighted in
the review.

4.3. Features Evaluation of FND Datasets

FN content is a specially designed type of hoax for illegitimate purposes in specific
categories (political, financial, religious, etc.) to misguide OSN users. The distributed news
and propaganda are attractive and tempting for the users. Different topics, media, and
OSNs for intrusive FN are used [66], where datasets are the main ingredient of FND. FN for
FND is classified based on multiple features (instigator and purveyor, content and context
of FN, and audience). There are four salient [66,75] constituents of FN:

• Instigator and purveyor: The mastermind who creates FN content and broadcasts
it to the target audience. The instigator and purveyor are malicious users with illicit
intentions or bots, cyborgs, etc.

• Content: The news content includes concrete and abstract news features, i.e., text,
media, and body of the news, along with intentions and objectives to create the content.

• Context: It represents conventional mainstream media, OSN platforms, and transmis-
sion strategies.

• Target Audience: OSN, traditional and mainstream media users.

The information about the instigator, purveyor, content and context of FN can be
extracted from datasets. However, it does not apply to OSN users [89]. The main features
of FN datasets are content and language, related concepts of FN (Table 1), specific news cat-
egories (politics, finance, religion, etc.), and a news rating scale (to evaluate genuine news).
Additionally, the dataset size, availability, extraction period, and purpose of dataset appli-
cation (e.g., FND, fact-checking, veracity classification, and rumour detection) [66], along
with the type of online sources, are various constituents of FN datasets.
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4.4. FND Datasets on OSN News

• FakeNewsNet [132] is the repository of updated datasets by Arizona State University
for FND, misinformation, and rumours on OSNs [66,204]. Researchers have used the
FND dataset for extensive research. The dataset contains multiple FN features, social
context, geospatial details, etc. The rating scale of labelled data is two, i.e., false or true.
The dataset is combined using fact-checked tweets and articles. Due to the restrictions
in the privacy policy, Twitter API is used for data retrieval.

• Fakeddit is one of the largest publicly available multimodal datasets [133]. The dataset
comprises various FN features, media, metadata and users’ remarks on FN. The rating
scale classifications are 2-way (true and false), 3-way (true, half true, and false), and 6-
way (edited content, false association, fraudulent information, ambiguous information,
satire, and true) with over a million threads.

• Twitter-15 and Twitter-16 datasets comprise 1478 and 818 threads, respectively
[8,134]. The veracity value of the datasets is false, half-true, true, and unverified. However,
with the changes in Twitter’s privacy policy, the researchers cannot use the datasets directly.
Therefore, they may use an Application Programming Interface (API) to collect FND
dataset subsets. The datasets are updated and constitute news-related tweets, reposts,
replies, etc. The repository contains labelled Twitter propagation threads, highly retweeted
messages and rumours based on veracity values.

• Reddit_comments [135,207] is an FND dataset comprising 2.86 billion records (709 GB
in size).

• PHEME is used by researchers for FND on OSN (Twitter) to detect rumour-related
posts [135]. It consists of 330 threads and rumours on nine different events. The related
threads and rumours are annotated as false, true and unverified. PHEMEupdate is the
updated version [137]. The number of total threads is 6045 threads, and the number of
rumours is extended to 1067 true, 638 false, and 697 unverified rumours, respectively.

• FACTOID dataset is curated for political FN [138]. The primary source of annotated
news is mediabiasfactcheck.com. It comprises 3.4 million Reddit posts from January
2020 to April 2021 by 4150 users. The dataset provides precise labels along with the
users’ political bias (extreme left to extreme left) and credibility level (low to high).

• MediaEval is a dataset used to retrieve, analyse and improve existing algorithms for
multimedia access. The other datasets used in the previous research on FND suggest
scope for improvement by adding new threads. The benchmarking initiative involves
researchers on multimodal approaches to multimedia (sensor data, videos, images, etc.).
In the competition, they use the MediaEval dataset [139,208]. The primary focus is
multimedia and its effects on the users, society, and the multimedia system. The dataset
contains posts from OSN (Twitter) labelled false and true.

• RUMDECT is a dataset that contains posts related to rumours and non-rumours [140]. The
dataset is a collection of posts from Twitter (778 reported events) and Weibo (2313 rumours
and 2351 non-rumours). Tweets are collected during the period of March–December 2015

• Rumor-Anomaly is a dataset that is a combination of the PHEME [136] and FakeNews-
Net [66,204] datasets. The Snopes rating is used for thread annotation (stance and ve-
racity) [141]. The dataset contains the tweets (4 million) of users (3 million), with ar-
ticles (305,115) and hashtags (28,893) revolving around 1022 rumours (from 1 May to
1 November 2017).

• Rumor-Anomaly is an extension of the Rumor-Anomaly dataset, i.e., RumorEval2017 [142]
and RumorEval2019 [143], and contains Reddit data (posts, users’ information) as well.
These datasets are used in the RumorEval workshop. Three labels (false, true and unver-
ified) are used for veracity categorisation, and four labels (deny, comment, query, and
support) are used for stance categorisation.

• The proposed dataset in the study [144] comprises a large set of comments (2,615,373)
and OSN posts (5303). It is based on the linguistic analysis of users’ comments on
OSNs (Twitter, Facebook, etc.). The assigned annotations are (false, mostly false, false,
mostly true, and true).
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• Another dataset, Some-like-it-hoax, contains false news and posts on Facebook [145]. It
comprises posts (15,500) from Facebook users (909,236) (from 1 July 2016 to 31 Decem-
ber 2016). The veracity value of the liked posts on Facebook is hoaxes and non-hoaxes.

• BuzzFace (based on the BuzzFeed datase) contains United States election news on
Facebook from nine news agencies [146]. The dataset comprises text and media
(images and movies) on fake and real news (2282 news articles). The journalists have
checked the facts in the post and related news articles. The news is classified as
mostly false, a combination of true and false, mostly true, and fake content. Figure 7
provides a visual representation of the key benchmark datasets commonly used in this
research field, shedding light on the diversity and scale of the data sources employed
for evaluation.

• The dataset is based on fake news on WhatsApp during the Brazilian (2018) and
Indian (2019) elections [147]. The dataset contains disseminated images of misinfor-
mation during the elections. The datasets are organised in veracity value of misinfor-
mation and not-misinformation.

• WeFEND is a multimedia dataset collected from Twitter and Weibo [148,209] for FND.
Tweets are gathered from the MediaEval benchmark [210,211] and constitute text,
images, and social context. For Weibo content, true news is compiled from Xinhua
News Agency, China. The Weibo FN dataset is from the official FN Weibo system for
exposing and verifying news (May 2016–January 2016), which is verified by trusted
users. The Twitter dataset contains 6026 true news, 7898 FN, and 514 images. The
Weibo dataset comprises 4779 true news, 4749 FN, and 9528 images.

• The Yelp dataset is structured to categorise fake and trustworthy reviews [149]. It is
based on reviews on OSN Yelp from metropolitan cities (Miami, Los Angeles, San
Francisco, and New York) in the United States. The dataset entities are fact-checked
by experts and crowd-sourcing to detect fraudulent reviews. The dataset contains
around 19 k entities, categorised as user-centric and review-centric. The review-centric
category focuses on text in the shared reviews, and the user-centric category focuses
on user profiles, social collaborations, shared reviews, etc.

• The MULTI dataset also encompasses 9528 posts related to rumours and non-rumours
from OSN Weibo [150]. The multimodal dataset contains both texts and media. The
Weibo dataset is a collection of 9528 posts from Sina Weibo, one of the largest OSNs
in China [210,212]. The researchers access fake threads, posts, and responses (in the
Chinese language) through Weibo API. The legitimacy of posts is certified by the Sina
Weibo management. The posts are classified as real or false. There are several datasets
on FN related to health. At the dawn of the COVID-19 pandemic [150], panic and
terror caused the users of OSNs to fall prey to the FN of OSNs. The users shared
information attributed to the pandemic and vaccines to help others, while abundant
FN surfaced [213,214]. Fake multimodal posts caused fear among the users and had a
diverse impact on society.

• The FakeSV dataset contains 1827 fake and 1827 true videos from Chinese OSN
applications [191]. The authors collected the videos from Douyin (Chinese TikTok)
and Kuaishou from January 2019 to January 2022. The dataset includes user title,
video, title, metadata and comments. The dataset is manually annotated.

• Divide-and-Conquer is scraped from Twitter and contains 28,334 news instances [197].
The multidomain news is categorised as true and fake news. There are several datasets
on FN related to health. At the dawn of the COVID-19 pandemic [150], panic and
terror caused the users of OSNs to fall prey to the FN of OSNs. The users shared
information attributed to the pandemic and vaccines to help others while abundant
FN surfaced [213,214]. Fake multimodal posts caused fear among the users and had a
diverse impact on society.

• CoAID is the amalgamation of COVID-19-related FN on OSNs and websites [151]. It
contains OSN posts (926), news (4251), and user engagements (296,000) about COVID-19.
The FN period selected for FN is from 1 December 2019 to 1 September 2020.
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• COVID-HeRA created as an extension of the CoAID dataset, includes news and
posts related to COVID-19 [152]. For example, the story about drinking bleach to
get rid of COVID-19 posed a potential risk to the general safety of the public. The
posts and news are categorised as refutes, highly severe information, possibly severe
misinformation, not severe, and real news.

• FakeHealth created the HealthStory and HealthRelease datasets with news, posts,
social engagements, etc. [153]. The HealthStory dataset comprises news (1690), tweets
(384,073), responses (27,601), and re-tweets (120,709). The HealthRelease dataset
contains news (606), tweets (47,338), responses (1575), and retweets (16,959). Due to
the Twitter privacy policy, information about social engagements and user networks
can be accessed through API. The data are annotated as true and false.

• COVID-19-rumor-dataset contains news and tweets on rumours about COVID-19 [154].
The dataset is labelled as false, unverified, and true. It also comprises information on users’
stances and sentiments along with the news (4129) and tweets (2705).

• The COVID 19-fake-news-detection dataset contains tweets, posts, and news from
OSNs and various fact-checking websites [155]. The data are labelled as fake and real.
The dataset comprises only texts in the English language.

• Several multimodal datasets have been curated that are in different languages. The
CHECKED dataset [156] contains misinformation on COVID-19 in the Chinese language
on Weibo. It includes verified microblogs along with reposts (1,868,175), comments
(1,185,702), and likes (56,852,736) from December 2019 to August 2020.

• The MM-COVID dataset is curated with a focus on news in six different languages [157].
It also contains news (3981 fake and 7192 real)and posts of different media types.

• The CONSTRAINT-2021 Hindi Shared Task dataset [158] contains total posts (8200),
hostile posts (3834) and non-hostile posts (4358). The data are collected from OSNs
(WhatsApp, Twitter, etc.) and different fact-checking websites and OSNs. It comprises
two-dimensional evaluations, i.e., coarse-grained (hostile vs. non-hostile posts) and
fine-grained evaluation (hostile classes). The dataset is labelled with entities (non-
hostile, defamation, offensive, hate speech, and fake news).

• The Indic-covid dataset contains tweets in Hindi and Bengali language to detect FN
on OSNs [159].

• The ArCOV-19 dataset comprises tweets in the Arabic language from 27 January to
30 April 2020 on COVID-related news. It contains around 1 million tweets and the
most liked and retweeted posts and news.

• ArCOV19-Rumors dataset [160] is an extended version of the ArCOV-19 dataset. The
dataset has 162 verified claims and labelled tweets with the veracity value (fake or true)
on claim-level verification. The other classification mode is tweet-level verification
with values (re-share and response).

• COVID-Alam dataset is a multilingual repository [161] of COVID-19-related data com-
prising over a million tweets (1,101,349) by users (344,328) during January–December
2021. The dataset is annotated in detail regarding questions including the following:
To what extent does the tweet appear to contain false information? Will the tweet’s
claim have an impact on or be of interest to the general public?

• COVID-19-FAKES [162] also comprises multilingual tweets (3,047,255) on COVID-19.
The dataset is labelled with the veracity values, misleading and real.



Technologies 2024, 12, 222 22 of 63

Figure 7. A pie chart of the benchmark datasets used in the studies of Fake News Detection.

4.5. FND Datasets on News Articles

• Top-notch FND: The Top-notch FND dataset, fact-checking from news articles, is
based on the PolitiFact and Channel4 websites [69,163]. Experts have fact-checked
221 statements in the dataset. The dataset comprehends news reports on United States
politics (i.e., lobbyists and congress affiliates). Along with text, the headlines are also
part of the dataset, which provides insights into why users are attracted to such news.
The dataset also includes text and fact-checking evidence from websites. Five-scale
veracity divides FN data as false, mostly false, half true, mostly true, and true. The
links of the FN sources and the fact-check article presented on Politifact have been
published. The Politifact Fact Check dataset is also a corpus of 21,152 testimonials
taken from the PolitiFact fact-checking website. The dataset is annotated by experts
and grouped as pants on fire, false, mostly false, half true, mostly true, and true.
Additional information as evidence sources is also included. A pie chart is shown in
Figure 8, illustrating the benchmark datasets commonly employed in studies related
to Fake News Detection.

• TI-CNN is the dataset of around 20 k news [164]. The news articles in the dataset
are accumulated from various authentic news websites (Washington Post, New York
Times, etc.). Expert journalists annotated the news articles. The news articles include
the author, image or text, and title).

• The Buzzfeed News dataset is the corpus of news articles (1627) published during the
2016 United States election [169,215] on Facebook. The period of selected news is from
19–23 September to 26 and 27 September. Expert journalists annotated the dataset.
The selected labels for the news articles are satire, real, and fake news.

• The LIAR dataset curates 12,836 claims on political news [165]. The assigned veracity
values are pants on fire, false, mostly false, half true, mostly true, and true. The claims
are collected from 2006 to 2017 and are manually labelled. The source of the statements
is politifact.com. Experts have checked the statements. An extension of the LIAR
dataset (LIAR-plus) used by [216] demonstrates that the users’ justifications can be
extracted for related claims.
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• The Breaking! dataset is the consolidation of FN before and during the 2016 elections
in the United States [166]. The linguistic features of FN are used for classification
purposes. The news items are categorised as opinions, partial truth, and false.

• The GossipCop (Suggest) dataset is a collection of rumours and FN articles (19,759) on
showbiz in the United States (July 2000–December 2018) [167]. FN in magazines and
on websites are assembled in the dataset. The experts have organised the news tag
annotations. The news and articles are rated on a 0–10 scale for the range of rumour
to true news, respectively.

• The TSHP-17 dataset is the fact-checking corpus for declarations of political leaders [168].
It comprises FN (33,063) related to propaganda, hoaxes, satire, and factual news articles.
The news articles are taken from Politifact and other sources available for the news
articles. The news items are categorised as pants on fire, false, mostly false, half true,
mostly true, and true.

• The dataset contains fake and real news articles (46,700) [170]. The news is collected
from Kaggle and leading news websites (Fox News, Washington Post, CNN, The
Guardian, The Onion, BBC, etc.). It contains real news (22,056) and FN articles (24,194).
The news for the dataset is compiled from 2015 to 2018.

• The Burfoot Satire News dataset is a repository of satire news related to society,
technology, political and economic issues [70,169,171]. The dataset contains real news
(4 k) and satire news (233) articles. The dataset has been amassed to distinguish
between real news articles and satire. Satire is selected for each real news item, and
real news is collected from the English Gigaword Corpus.

• Kaggle–UTK, a dataset on FN, contains 25,104 news articles [53]. The dataset for political
FN, satire and clickbait has been created based on the list provided by [217]. It is a
repository of websites and contains 225 k FN, real news, and satire in total. KDD 2021
TrueFact Workshop: Making a Credible Web for Tomorrow inaugurated the competition
on Kaggle to develop models and datasets for FND [161].

• The FakeNewsAMT and Celebrity datasets were amassed by [172] for FND. For Fake-
NewsAMT, the news (240) was collected from leading news websites (CNN, The New
York Times, ABC News, etc.). The news was amassed using crowdsourcing related to six
different fields. The Celebrity dataset contains both true and fake news (500). Authentic
news (250) is obtained from leading magazines (RadarOnline, People Magazine, etc.)
and fake news (250) from GossipCop.

• The dataset with real news from world sources (25,200 news articles) comprises true
and fake news articles [173]. Reuters News websites were used to collect real news
articles, whereas FN was taken from the Kaggle dataset from unreliable websites
fact-checked by Politifact.

• The MisInfoText-Snopes dataset includes 1692 verified news articles from Snopes [174].
The experts have annotated news articles and categorised them as fully false, mostly
false, and a mixture of false, true, mostly true, and fully true. By contrast, MisInfoText-
Buzzfeed contains 1431 news articles related to the United States election. The number
of articles is segregated as mostly true (1090), mixture of false and true (170), mostly
false (64), no evidence (56), and Buzzfeed news articles (33) [178].

• Two datasets are combined for fauxtography; as the name suggests, these are related to
misleading images and claims [175]. The images and claims (1233) in the dataset were
collected from Snopes and Reuters. There are 197 images with true claims from Snopes
and 395 from Reuters. The images with fable claims (641) are taken from Snopes.

• The NewsBag++ dataset is a repository of multimedia news articles [176]. The articles
were scraped from The Onion and Wall Street Journal. It comprises both fake (389 k)
and real news (200 k). The news is characterised as fake or true. The FA-KES dataset
on news related to the Syrian war contains news from print media [178]. The labels
were created by experts for 804 news articles. The veracity value of the dataset is
selected as fake or credible.
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• The Fake_or_real_news dataset contains news articles (6337) related to society and
politics [177]. The ratio of fake and real news in the dataset is the same, which is
gathered from mainstream media (no further information shared by the author). The
news is categorised as fake or real news.

• The Japanese Fake News dataset is a consolidation of real news published in Fact
Check Initiative Japan that aims to prevent society from the perilous effects of FN
and spreading FN [179]. The news articles (307 posts) were congregated manually
by Twitter search from July 2019 to October 2021. Through Twitter API, 186 FN
and related contexts were also set up. The dataset includes 471,446 tweets from
277,106 users for 17,401 conversations.

• Spanish Fake News Corpus contains news articles (1233) in Spanish from leading
news and fact-checking websites [180]. News articles were collected from November
2020 to March 2021 on nine various domains. The dataset comprises Spanish-v1 and
Spanish-v2 with 971 and 572 news articles, respectively. The news articles are divided
into fake and true news.

• The “Bend the truth” dataset contains 900 news on five different domains (politics,
entertainment, etc.) in the Urdu language [181]. The news was collected from different
Urdu news websites and manually annotated. The news is categorised as fake and
real news. The fake news was written by journalists. A range of Urdu news websites
(BBC Urdu, CNN Urdu, Dawn News, etc.) were used to extract news articles.

• The dataset for Pakistani Political Discourse [158] (after the No Confidence Vote)
contains around 49 million tweets from 19 April to 7 May 2022. The multilingual data
(tweets in Urdu and English) are a repository of the government change and users’
reactions to the event. The data were collected from Twitter through API and comprise
Urdu (34,588,431) and English (9,026,404) tweets from OSN users around the world.

• The multilingual dataset FakeCovid comprises 5182 news articles from 92 fact-checking
websites [182]. The news articles are classified as fake and real. The CheckThat!
dataset is based on news articles from the dataset, which are from 105 countries
around the world.

• The ISOT dataset contains 45,000 news articles, and the ISOT lab at the University
of Victoria curated the dataset [196]. The news covers politics and the world news
domain from 2016 to 2017. The true news was collected from leading news web-
sites, including Reuters. The fake news was collected from various sources flagged
unreliable by PolitiFact.

• Several competitions and workshops are held on fact verification worldwide. The
FEVER workshop inspires researchers to offer some cutting-edge datasets for collabo-
rative projects. One of the largest repositories of claims (185,445) for fact-checking is
FEVER [183]. The first FEVER shared task was created by editing phrases that were
taken from Wikipedia, using previously processed Wikipedia data. The three-pronged
approach is used for accuracy evaluation, i.e., NotEnoughInfo, refute, and support.
The dataset is annotated with proofs and valid documentation.

• The 2019 shared task’s breaker phase participants submitted 1174 claims for the
FEVER 2.0 dataset [184]. The participants gathered information about the hostile
situations that cause systematic errors. The dataset with 1174 claims was created by
the participants. The veracity value was the same as in FEVER, i.e., (supported, refuted,
and NotEnoughInfo). The novel correctly labelled claims that were not included in
the original dataset were considered valid.

• FEVEROUS, with around 88 k valid claims, is also annotated with evidence and
documentation [185]. Additionally, the information includes annotation metadata,
e.g., time signatures, query terms, and page clicks.
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Figure 8. A pie chart of the benchmark datasets used in the studies of fake news articles.

4.6. Other Datasets Related to FND

• The Emergent dataset (FNC_dataset) comprehends 300 rumoured claims related to
news articles (2595) [186]. The dataset is labelled with veracity values (true, unverified,
and false). The dataset determines rumours and exposes the FN articles present on
online media websites.

• The MultiFC dataset entails claims (34,918) accessed from 26 different fact-checking
websites [187]. The details of the news along with rich metadata and veracity labels
are included. The ranking scales are incorrect and correct and are used for the news.
Along with the contemporary veracity values, ‘grassroots movement!’, ‘misattributed’,
and ‘not the whole story’ are also used. Expert journalists have assigned labels to the
news matter.

• The Snopes dataset covers 4956 claims [188] that are multimodal tweets and fact-checking
articles. The dataset was collected from Snopes.com. The news items are labelled as
unknown, false, and true. The UKP Snopes dataset is a repository of 6422 claims collected
from the Snopes website [218]. The news in the dataset was gathered from news blogs and
OSNs. The news is annotated as no stance, refutes, and agrees. The PolitiHop dataset [131]
contains 500 fact-checking real-world claims with manual annotations.

• The IFND dataset is the amalgamation of Political FN and news on miscellaneous top-
ics (56,868 news) in India [23]. The multimedia dataset (text, images, news headings,
etc.) was collected from various fact-checking websites. The veracity values are real
and fake news. The events in the dataset are from 2013 to 2021.

• FACTIFY is a multimodal fact verification dataset [189]. It includes textual claims
(50 k), references, and multimedia (100 k). The dataset was formed to counteract FN
in OSNs.

• The Urdu at FIRE dataset was presented by [194] and originally contained 900 fake
and true news articles. The dataset was updated for shared tasks on Urdu FND, and
the latest version consists of 1500 news articles from leading Urdu news websites. The
news is from five different domains, and expert journalists annotated the dataset.

• The CREDBANK dataset contains around 60 million tweets from Twitter [64]. It is
a repository of tweets related to events checked for credibility for set events (1049).
Different annotators fact-checked and labelled the gathered events.
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• The Pakistani News dataset contains 11,990 news articles in English from fact-checked
news APIs [192]. The news covers politicians from Pakistan, of different provinces,
cities, and personalities. The dataset is labelled as true and fake news.

• The MINT dataset comprises news articles in the Portuguese language [193]. The
multidomain news was scraped from mainstream and independent media. The
crowdsourced annotated dataset is labelled into five categories.

• The Hindi Fake and True dataset comprises 2178 news articles in the Hindi language
from BBC-Hindi and NDTV [198]. The news in the dataset is assigned two labels.

• The IBFND dataset comprises 20,053 news in the Bangla language [199]. The fake and
true news in the dataset are included from twelve different domains.

• The DanFEVER dataset is in the Danish language (6407 claims) [195]. Wikipedia
data, Den Store, and Danske were scraped for the dataset curation. Expert annotators
annotated the dataset, which is divided into three categories.

• Some benchmark datasets were not given any name by their authors. Therefore, we
have named such datasets after their first author or proposed model. Also, the pie
chart in Figure 9 illustrates the benchmark datasets commonly employed in studies
related to other datasets related to FND.

Figure 9. A pie chart of the benchmark datasets used in the studies of other datasets related to FND.

5. FND Techniques and Approaches

The existing research on FND is focused on investigating FN from a particular perspective,
such as data mining and NLP. The previous literature classified FND techniques frequently de-
pending on various ML-based approaches [74] and social contextual-based information [66]. In
this review, we present the automated FND process based on the perspectives of OSN users
(human-based techniques), SOTA AI-based techniques, and blockchain-based techniques. User-
based techniques are fact-checking and crowdsourcing methods adopted by users to validate
the news authenticity on OSNs and online websites. Various AI-based approaches have been
proposed in previous works in the literature for automated FND. These include ML, DL, pre-
trained transformer-based approaches, and NLP. Lastly, blockchain-based techniques establish
the legitimacy of news sources and content transparency through blockchain methods. The
FND techniques are further elaborated in the subsequent sections. An overview of the FND
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techniques and approaches is shown in Figure 10, and the FN features and FND approaches
and techniques are presented in Figure 11.

Figure 10. Fake News Detection (FND) techniques and approaches.

Figure 11. Different Fake News Detection approaches used for content-based analysis.

5.1. Online Fact-Checking Websites

Various third-party FND services are provided to users for fact-checking purposes.
Due to the complexity of news items in terms of facts and figures, a single category outcome
cannot evaluate and approve multiple news facts. The fact-checking services use different
evaluations and graphical indicators to determine the accuracy of news. After due diligence,
the fact-checking services label news items according to their veracity values, which helps
readers distinguish between fake and true news. Different fact-checking websites included
in the review are highlighted in Table 5.
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Table 5. Online fact-checking websites: comparison and analysis.

Tools Availability Technique Input Output Source

Fake News
Detector Browser Extension ML,

crowdsourcing News content
Clickbait,

extremely biased,
fake news

Feedback
produced by other

tools

SurfSafe Browser extension Comparison and
textual analysis Text and images Unsafe, warning,

safe

Trusted
organisations for

fact-checking,

trusted news Browser extension - Website content Satire, biased,
trustworthy MetaCert protocol

FiB Browser extension

Web scraping, text
analysis, image

analysis,
semi-supervised
ranking model

Posts from
Facebook Trust score

Image recognition,
verification using

keyword
extraction, source

verification

BS-Detector Browser extension Comparison model URLs

Clickbait,
conspiracy theory,
extremely biased,

fake news, etc.

Unreliable
domains datasets

Fake News Guard Browser Extension
Fact-checking,

network analysis,
AI

URLs, webpages Fake or not Fact checkers

BotOrNot Website, REST API Classification
algorithm

Twitter screen
name

Bot likelihood
score

Accounts for
recent history

including tweet
mentions

TrustyTweet Browser extension Media literacy Tweets
Transparent and

intuitive warnings,
politically neutral

Potential
indicators from

previous studies

Decodex Browser extension - Information
fragments

Information, no
information, satire Online websites

LiT.RL News
Verification Web browser

Support Vector
Machine, natural

language
processing

Language used
Clickbait, fake
news, satirical

news

Lexico-syntactic
text features

TweetCred Browser extension Semi-supervised
learning model Tweets Credibility score Twitter dataset

• FactCheck.org: The non-profit online website authenticates the legitimacy of news and
aims to reduce political misinformation and misunderstandings in the United States.
Experts evaluate the accuracy of the claims and statements of prominent United
States public figures. These claims and statements originate from media sources,
including TV advertisements, speeches, in-person interviews, the most recent news,
and OSNs. During election years, experts investigate the veracity of statements of
party leaders. The experts and professionals ultimately validate the reliability of
each shared claim. Additionally, the fact-checking service verifies scientific claims,
health-related discussions and Facebook campaigns for FND.

• PolitiFact.com: The fact-checking website assesses the reliability of claims made by
journalists, analysts, opinion writers, bloggers, and other public figures. The impartial
online fact-checking website delivers election coverage. They classify the claims into
seven categories. The experts evaluate the context and content of a statement before
confirming the accuracy of the assertions and declarations. Thus, the users access
verified claims, articles and improvements through the fact-checking interface.
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• Snopes.com: Snopes.com is renowned and one of the first online fact-checking services
for validating false statements in contemporary American culture. The fact-checking
website covers different domains, including literature, economics, technology, crimes,
scams, etc. Professionals verify the news. The website also offers fact-checked library
collections by evaluations and veracity rankings. Leading newspapers in the United
States and publications endorse their fact-checking services.

• AFP Fact-check: The fact-checking website analyses viral and influential online ru-
mours and claims. The fake multidomain claims are circulated on blogs, OSNs,
websites, and other public forums. They verify the claims from different regions
worldwide. Their services are not limited to news and claims from a particular coun-
try or region.

• Fact checker: The Washington Post project validates the statements and facts in the
speeches of leading politicians at local, national and international levels. The fact-
checking forum aims to decipher the code words of the political figures and diplomats
that mislead the readers and OSN users. Politicians use these obscure statements
to hide the truth. The fact-checked news and claims are reported through extensive
analysis and by adding missing context.

• FactCheckHub: The fact-checking service identifies and reports fake news, rumours,
and claims. The non-partisan platform for fact-checked multidomain content provides
verified news and claims.

• Classify.news: The online web source identifies FN claims and news articles. It aims to
evaluate the news and posts’ credibility based on ML techniques. It aggregates labelled
news articles through examples from reliable websites. Two different categories of
evaluation techniques, “Content-only” and “Context-only” are used. The former
approach uses an iterative improving classification technique, and the second model
is based on a multivariate regression Naïve Bayes.

• OpenSecrets.org: The politically neutral resource monitors the effect of used finances
on biased governmental policies and United States elections. The web source provides
updated information on fake, misleading, and perplexing news. FakeNewsWatch.com
keeps track of hoaxes, fake reporting, and clickbait-based websites. Websites like
fakespot.com and reviewmeta.com are well known for their web reviews and veri-
fication services. With the advancement of ML methodologies, Fakespot.com helps
Amazon customers filter out fraudulent web comments, and reviewmeta.com uses
analytical models to segregate fake customer reviews on products.

• Hoax-Slayer.com: The fact-checking service exposes online fraud and spam emails
and enlightens users about general cybersecurity practices. They assist users in fight-
ing against online criminal activities. Their services extend to the evaluation of online
hoaxes based on reliable sources. The users may approach leading organisations,
government agencies and relevant institutions to validate the legitimacy of particu-
lar communications.

• Hoaxy.iuni.iu.edu: The system gathers, analyses, and identifies misinformation and
disinformation spread online and provides fact-checked analysis. An interactive
visualisation demonstrates pre- and post-analysis of the publicly available tweets using
fact-checked information. The system assists the users in identifying the authenticity
of their preferred topics with unfounded claims and associated fact-checked data.

• Factmata.com: Factmata.com is a Google-funded program for claims detection and
verification. The assertion verification project uses ML, AI methods and NLP tech-
niques. The quantitative claims are verified through arithmetic relationship analysis.
The website aims to expose bogus information by providing better factual and contex-
tual information. Additionally, they can help businesses refrain from disseminating
erroneous information and extremist material.

• TruthOrFiction.com: Online users can quickly and easily learn about e-rumours from
this impartial web source. Their services also include the identification of emails
with scams, virus warnings, and humorous or inspirational messages. The service
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focuses on rumours circulated via emails and SMS. Additionally, they classify news
and stories into seven categories.

• Telugpost.com: The online website verifies the misleading news and fake claims on
OSNs and emails that may instigate violence and disturbance among the users and
society. The unbiased selection and verification of memes, posts, claims, and viral
images is ensured. The selected viral posts are multidomain. The experts monitor and
evaluate the facts from authentic sources. Various reverse image search and video
verification tools are used for multimodal claims and posts on the OSNs.

• The Quint: The internationally certified fact-checking service debunks multidomain
misleading news and disinformation in Hindi and English. They follow a bipartisan
approach to validate the credibility of multidomain news from India and the world.

• Vishwasnews.net The fact-checking website provides fact-checked news in 12 different
languages including, Urdu, Hindi and English. The multidomain published news,
clickbait and claims on media and OSNs are verified.

• Soch Fact-check: Fact-checked and verified news in regional, local, Urdu, and English
languages can be accessed from the online web-source. They also debunk misleading
statements and OSN posts of politicians and government officials. The project offers a
limited number of news, claims, altered images, and videos. The news and claims are
from different domains.

5.2. Fact-Checking Tools

The widespread use of OSNs and increased website content in the absence of checks
and balances and lack of scrutiny serve as favourable conditions for vast FN dissemination.
Thus, news legitimacy is greatly affected. The fact-checking services provide fact-checked
and verified content. Different tools are also present that may clear the doubts of the
users when faced with manipulated information, news and claims. The fact-checking tools
included in the review are highlighted in Table 6.

Table 6. Online fact-checking tools: comparison and analysis.

Websites Content Topics News Labels

FactCheck.org Debates, news, interviews, TV ads
Multidomain: politics, healthcare
news, immigration, climate
change, etc.

False, no evidence, true

PolitiFact.com Statements American politics
Pants on fire, false, mostly
false, half true,
mostly true, true

Snopes.com Videos and news articles
Multidomain: literature,
economics, technology, crimes,
scams, etc.

True, mostly true, mixture,
mostly false, false, unproven,
outdated, miscaptioned,
correct attribution,
misattributed, scam, legend

AFP Fact-check Online rumours and claims Environment, science,
politics, health Altered, fake, misleading

Fact checker Claims and statements American politics

One pinocchio, two pinocchio,
three pinocchio, four
pinocchio, the geppetto
checkmark, an upside-down
pinocchio, verdict pending

FactCheckHub Claims, fake news and rumours Science, politics,
healthcare, environment False, misleading

OpenSecrets.org
Biased political policies, fake
news, statements, news articles,
fraudulent web comments

American politics Misleading, fake
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Table 6. Cont.

Websites Content Topics News Labels

Hoaxy.iuni.iu.edu Tweets, claims
Multidomain: healthcare,
economics, technology, crimes,
scams, etc.

Altered, fake, misleading

Factmata.com Claims Multidomain: crimes, technology,
scams, politics, economics, etc. False, no evidence, true

TruthOrFiction.com e-rumours and rumours,
scam emails Myths, politics Fake

Telugpost.com Fake news, claims, spam emails,
fake posts

Multidomain: politics, healthcare,
economics, religion,
entertainment, technology,
weather, etc.

Misleading, fake

The Quint Fake news and posts
Multidomain: healthcare, politics,
economics, entertainment,
religion, weather, technology, etc.

True, misleading, fake

Vishwasnews.net Fake news, claims, clickbait
Multidomain: politics, healthcare,
religion, economics,
entertainment, etc.

True, misleading, fake

Soch Fact-check Claims, online posts, fake news Politics, technology,
entertainment, healthcare, etc. Fake, misleading

• Fake News Detector: It is an open-source project used to identify FN. The users
can mark news as clickbait, strongly biased, or FN. The other users of the fake news
detector can see and add flags to already flagged news. The flagged items are saved in
the repository and made available to Robhino, an ML robot, which classifies the news
automatically as clickbait, fake news, or highly biased news based on human input.

• SurfSafe: FN can be analysed using different methods, including textual and visual
analyses. The developers of SurfSafe evaluate a multimodal dataset collected from
100 fact-checking and renowned news websites for FN classification. The developed
plug-in verifies the images in the curated dataset. The new image is compared to
already present images in the dataset. The modified, fake images, or images used in a
misleading context are classified as FN.

• Trusted News add-on: The tool assists the users in identifying FN and misleading
claims. It is developed in cooperation with MetaCertProtocol. The users may assess
the legitimacy of online content, which is classified into three categories. A broader
range of outputs classify the web content as satirical, biased, malicious, trustworthy,
untrustworthy, clickbait, and unknown.

• FiB: FiB considers post-production and post-distribution factors because content
dissemination and creation are equally significant. The legitimacy of the post is
validated using AI. The trust score is assigned to each verified post after source
verification, image recognition, and keyword extraction. Additionally, FiB adds and
validates facts against each misleading and fake post.

• BS-Detector2: It is available for both Mozilla and Chrome as a plugin. Each link on a
webpage that leads to an unreliable source is compared to links to a list of domains.
The domains are categorised as FN, satire, proceed with caution, clickbait, strongly
biased, conspiracy theory, etc.

• Fake News Guard: The tool verifies the web links posted on Facebook and other
accessed web pages. It is available as a browser extension. The tool provides fact-
checked content using AI techniques and network analysis. However, there is a lack
of details regarding how this tool operates.

• BotOrNot: The open-source service is provided to users to classify Twitter accounts.
The accounts that show social bot-related features are assigned a score. Various
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classification features are employed to classify Twitter accounts’ content, metadata,
and interaction patterns. Six classification features are related to user, network, friend,
content, temporal, network, and sentiment.

• TrustyTweet: The browser plug-in recommended for Twitter users evaluates and
improves media literacy. The emphasis is shifted from labelling FN to assisting people
in making their judgments by offering clear and unbiased guidance when dealing
with FN. Previously identified and effective potential FN indicators are used to guide
the users.

• Decodex: The FND tool issues FN alerts to enlighten the user through the content
classification labels satire, info, and no information.

• LiT.RL News Verification: The tool investigates and evaluates the news features on
websites. NLP and SVM-based textual data analysis and automatic classification are
the primary features of this tool. FN on the website is recognised and classified as
satirical, clickbait, and fabricated news.

• TweetCred: The plug-in evaluates tweets’ veracity using a supervised ranking classifi-
cation trained on more than 45 features. Each tweet on the timeline is rated based on
its legitimacy. The tool assigns a credibility score for 5.4 million tweets installed 1127
times over three months.

5.3. Crowdsourced Fact-Checking

Effective fact-checking involves various steps and aspects to evaluate the news verac-
ity [219]. Recently, the crowdsourced fact-checking approach has been used and considered
promising for identifying misleading information accurately and quickly [220]. This al-
lows democratisation due to wide community engagement with reliability, scalability and
robustness. This approach can potentially present a solution to curb the threat of online
misinformation and disinformation. However, certain aspects hinder its widespread ap-
plicability and acceptance. Quality assurance, accountability, user expertise and bias [85]
remain the main complexities and undermine the credibility of the crowdsourced fact-
checking approach.

5.4. FND Based on Social Practices

There are certain limitations to fact-checking websites and tools. The most significant
are a limited number of fact-checked FN, domains, regions, and languages. Extensive
search and expertise are required to verify the misleading and forged multimedia con-
tent, and the process is time-consuming with delayed outcomes. Additionally, there is
a significant disparity and difference in opinion about fact-checking services, and most
fact-checking websites disagree and disapprove of their counterparts. It may further con-
fuse users. Therefore, online users must improve their ability to distinguish between
authentic and fabricated news. Researchers and practitioners are driven to develop sys-
tematic models for adaptive, automated, and comprehensive prediction approaches for
FND. The review gleans the practical, social theories-based approaches for FND. These
approaches are “news content-based”, “social context-based”, and “creator-based”, and
present a promising solution.

• Social context-based analysis: An alternative realistic approach is to record the
cultural context of news sources. The examples entail evaluating the news period
and connected sources and establishing the credibility of news sources. The study
implements the link structure pattern of news-related websites as a data source for
FND [221].

• News content-based analysis: The users face a sheer volume of shared FN online
with attention-grabbing headlines (clickbait). The users cannot distinguish between
fake and accurate news [222]. Social theories assist users in identifying FN articles.
The users should not fall prey to the news headlines. FN and clickbait entice users to
visit a webpage. However, they may contradict the assertions of the news. Therefore,
reading the entire article is deemed necessary [223]. FN writers include various



Technologies 2024, 12, 222 33 of 63

facts, including analytical, research material, and expert knowledge frequently with
supporting citations, assertions and links. Reviewing the articles in depth indicates
to the users legitimacy and truthfulness [222]. FN addresses the users’ concerns
and apprehension on purpose. Additionally, FN items posted on OSNs may contain
delicate subject matter, and users must continuously question whether the material
appears appealing or funny so as to be true. Such information may indicate impending
calamity, such as an earthquake, flood, etc., or information about an illness.

• Creator-based analysis: The researchers determine that FN can be detected using
characteristics based on news content. Therefore, evaluating news sources rather than
FN and fake claims provides better opportunities to users for FND. The users can
identify potentially fake content and clickbait headlines based on the social information
related to content. Additionally, the literature confirms that users cannot distinguish
between fake and true content [224]. Users can recognise a fraudulent website by
its web address, which may have suspicious tokens and unusual domain names.
The “About Us” or “Disclaimer” information of a website also provides helpful
information and proves the legitimacy of the website [225]. Additional techniques
for FND are news content evaluation, creator and consumer evaluation, and social
context evaluation.

5.5. FND Based on Related Components
5.6. User and Creator Analysis

Analysing fake OSN profiles involves numerous efforts and steps. Due to the preva-
lence of unverified communications, internet users can use tools to assess the legitimacy
of online connections [226]. On OSNs, fake profiles spread misinformation on purpose
to influence users’ behaviour [227]. Therefore, users and FN spreaders are analysed to
identify FN. On OSNs, fake accounts behave differently from verified users due to their
unique characteristics. The further investigation for FND can be divided as follows.

5.6.1. OSN Profile Analysis

The native language of users provides identity information. It also includes the user’s
registration date, geographical information about the account, profile authorisation, the
user’s number of tweets or posts, etc. [227]. Fake OSN accounts can also be identified using
consumer profile research and the status of an online service [228].

5.6.2. Post-Sharing Analysis

Longitudinal activity and signals that fit into a Poisson distribution determine the
social community profile of OSN users. Time is another significant factor, such as the
average sharing time between two articles, response time, sharing and discussion fre-
quency, and time taken by the programs and users in managing the process. During specific
periods of the day, abnormal profiles, such as social bots and cyborgs, are substantially
more active [229] compared to genuine users [230]. Fake accounts spread misleading news
and information disproportionately and concealed their regional identities while partici-
pating in discussions and responses to events during the 2016 United States presidential
election [230].

5.6.3. Credible OSN Account Information

These contacts measure a formula for determining profile popularity based on the
number of followers and connections. Another useful feature to discern between fake and
legitimate profiles is the number of followers and friends. For a genuine profile, the number
of fans on an OSN is typically close to the number of friends. Illegitimate bots have fewer
fans and more contacts [70].
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5.6.4. User Sentiment Analysis

Additionally, unverified accounts are detected using sentiment criteria [228]. Fake
profiles generate fake information and the emotional reactions in the FN perplex authorised
users [231]. The sentiments, mindsets and perspectives expressed on OSNs can be com-
prehended through emotion analysis. FN and forged information creators methodically
generate a psychological word stream intentionally [232]. The expressive rating analysis
is sentiment based. The study [233] determined the happiness index. The research de-
termined intensity, polarity, and emotion rating [234], as well as various emotion-related
characteristics [234].

5.7. Unimodal (Single-Modal) FND

FND is based on three major features, i.e., news content-related, user-related, and
social context-related features. Single-modal FND evaluates a single feature. Style- and
visual-based features are related to news content. The evaluation of words, sentences,
and news items yields the characteristics of news content. These features are also named
linguistic- and syntactic-based features, respectively [235]. Information on user profiles,
credibility, behaviour, and usage patterns are examples of user features. Lastly, the news
circulation method, user’s reaction, and interaction on OSNs are categorised as social
context features. Social context features also include network-based, distributed, and
temporal features. Single-Modal FND methods focus on news content-related features.
The accuracy of the adopted method for FND depends on considering multidimensional
features instead of following a single-modal approach [236]. Malicious content creators
use different writing styles to entice users to read online news on OSNs, blogs, and news
websites. Therefore, the auxiliary information, i.e., relevant features-related information,
is significant.

5.8. Multimodal FND

Multimodal FND concentrates on feature combinations [237]. The existing literature on
multimodal FND provides insights into two approaches. The first is content-based features that
include evaluating the content, images, and videos. The second is a collective analysis of user
profiles, i.e., user-related information with news-related features (news content, style, etc.) [238].
The multimodal FND process is illustrated in Figure 11.

Textual and Visual Features Detection

The previous work on the multimodal FND was executed with relevant datasets.
The approaches for multimodal FND to classify FN and extract features are presented in
this review. The author implements a CNN algorithm for textual and multimedia data.
Bidirectional Encoder Representations from Transformers (BERT) is used for unimodal data
analysis. Different types of FN, such as forged content, misleading claims, satire, etc., are
classified using the approaches. The method achieves high accuracy for the multimodal
dataset, Fakeddit. The author proposes a multimodal model for FND [239]. The feature
selection is based on two categories of visual attributes, i.e., visual features and statistical
characteristics of news. Five visual features reveal concealed distributions in disseminated
news content, and seven statistical features detect image distributions. The multimedia
dataset Sina Weibo is evaluated using different ML-based classifiers, i.e., RF, LR, K-start
and SVM. The authors demonstrate the effectiveness of combined features for multimodal
FND on a real-world dataset [240]. Semantic, textual and visual features are consolidated
for the final predictions. A semantic and contextual analysis is pursued using BERT, and
the VGG-16 model is used for visual features. The cosine similarity between the news
heading and multimedia tag embeddings is used to determine the text-image similarity
referred to as the semantic representation. Two studies present multimodal FND using DL
models [241–243]. BERT is used for content-related features, and VGG-19 is implemented for
multimedia features for the proposed SpotFake system [244]. SpotFake+, the updated version
of the multimodal system, is based on Transfer Learning (TL) for feature extraction. The
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pre-trained model XLNet is used for content-related features, and VGG-19 is implemented
for multimedia features. The final predictions are based on the combined features. The
authors divide the proposed model into three main sub-components [242]. The first is a textual
feature extractor that employs sentiment analysis to investigate important information from
news content. The second component collects visual features from the pre-processed posts
using a segmentation algorithm. The best features from the news content and visual feature
representations are extracted using a cultural algorithm. The FN detector classifies true and
FN. The cultural algorithm for the best feature extraction shows the best performance. Three
CNN architectures, i.e., ResNet50, VGG-19 and InceptionV3, are implemented for visual
feature extraction [245]. Bidirectional LSTM is employed for textual feature extraction. FN is
classified based on the combined analysis of content and multimedia features. The shared
task, Facity2, is held for multimodal news dataset evaluation [237]. The information requires
a comparison-based approach for the assigned task, which pairs OSN claims with documents
to classify textual and multimedia data based on multimodal features. The DeBERTa-based
model is used for content classification, and the SOTA CLIP and Swinv2 techniques are
implemented for images. Three modalities, i.e., content and multimedia-related features with
textual and visual information, are proposed for FND [246]. ML-based approaches are used
for news classification. Predictive analysis is performed on both characteristics, i.e., textual
and visual, to determine their relativity to FN.

5.9. FND Algorithms

Different algorithms are used for content- and context-based FND, sentimental analy-
sis, etc. The significant approaches include ML classifiers, and stacking ML classifier-based
techniques, DL models, pre-trained transformer-based models, and mixed models, which
are implemented to increase the classification and prediction efficacy of multiple sub-
models. We have included basic information related to each group of algorithms and an
additional short description. Various approaches require labelled data, while others process
unlabelled data. We present the FND process, where the learning algorithms predict the
final class of a news item (input). Content-based FND is related to the class prediction
of FN. Different classification metrics, F1-score, accuracy, precision, recall, MCC-values,
etc., are used to demonstrate the final class predictions. The stacking or ensembling tech-
nique increases the prediction performance of the selected algorithms. The stacking model
consolidates the predictions made by each model and presents the final prediction re-
sult. Stacking, bagging, and boosting are the chief ensembling methods. ML-, DL-, and
NLP-based approaches can be used for content-based FND as depicted in Figure 12.

5.10. FND: ML-Based Approaches

A subfield of AI and computer science is ML, which focuses on data and algorithms
to simulate the human learning process and progressively increase the overall accuracy.
These methods improve performance on a set of tasks by using data. Different component
classifications extract significant digital communications information, subsequently applied
to develop learning methodologies. Three major categories of ML data mining approaches
include unsupervised, semi-supervised, and supervised models as shown in Figure 13.
Traditional ML parses data, and after training on the dataset, it makes predictions. ML
algorithms are trained robustly and easy to implement with low-resource requirements
and show better results on limited-sized datasets. DL-based approaches have shown great
success in speech recognition and visual object recognition-related tasks [12,34]. Works in
the literature have used an ensemble-based approach to extract various language-based
characteristics from the news articles using Linguistic Inquiry and Word Count (LIWC) [89].
The proposed ML-based approach for FND uses an optimisation process with the Genetic
Algorithm (GA) [247].
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Figure 12. Multimodal Fake News Detection process.

Figure 13. Algorithm classification for existing Fake News Detection.
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Supervised Learning

Supervised learning is a higher-level class of ML algorithms which requires labelled
data for training and predicting accurate results. The existing research has determined the
effectiveness of supervised ML techniques for classifying misleading, forged news, clickbait,
hoaxes, etc. [248]. Classification and regression signify two major tasks of supervised
ML. Classification is used widely for class predictions of discrete values (class labels),
such as true, false, misleading, etc., for FND, male and female for gender classification,
malicious or non-malicious for UAV traffic, etc. Contrarily, regression-based methods
predict the continuous values (continuous quantity), such as estimated salary, price, age,
etc. Different supervised ML techniques are Support Vector Machine (SVM), Random
Forest, Logistic Regression, K-nearest Neighbour, Multilayer Perceptron, Decision Tree,
and Passive Aggressive Classifier [226].

• Support Vector Machine (SVM): SVM is used for identification, classification and re-
gression. The labelled data are fed to the models to acquire the results. SVM generates
the best results for identifying FN [249]. The study shows the best performance with
accuracy using SVM [190].

• Logistic Regression (LR): It is necessary to anticipate a classification value whenever
the LR approach is used. The method is implemented to make a reasonable assumption
or to present the results as correct or incorrect. The study shows that the approach is
used to evaluate data accuracy [250]. There are three categories of LR, i.e., Multinomial
LR, Binary LR and Ordinal LR. Term Frequency-Inverse Document Frequency (TF-IDF)
is used with LR in the study for better results [251].

• Naïve Bayes: The accuracy or deceptiveness of the content is determined using Naïve
Bayes [252]. There are different types of Naïve Bayes classifiers: Bernoulli, Gaussian,
and Multinomial Naïve Bayes classifiers.

• Decision Trees (DTs): The dataset is divided into multiple sub-categories, and the
supervised ML-based method DTs are used for FND [253]. Bootstrap aggregated trees
(bagged trees) and boosted trees are two types of DTs. FND is possible using textual
features in addition to tweets and user-level features.

• Random Forest (RF): RF classifier is used for FND. The approach implements many
DTs on different dataset subgroups. The final result is an aggregated average value of
the prediction results. This method improves the overall prediction accuracy. Different
ML-based approaches are employed for FND [254]. The ISOT dataset is evaluated
using the RF-based method and shows the best accuracy [255].

• K-Nearest Neighbours: The approach is followed to address classification-related
tasks. The information is collected for each entity, and based on the existing charac-
teristics and similarities, new entities are classified. The study uses the approach for
FND [256].

• Gradient Boosting: The prediction model contains a stacking model of weak classifi-
cation models, such as DTs. The approach allows the boosting of differentiable loss
functions and constructs an additive model in a forward stage-wise manner [257]. N
regression trees are fitted on the loss function’s negative gradient at each stage.

• Extreme Gradient Boosting: It represents the quickest way to use gradient-boosted
trees. It generates a new branch by contemplating the potential loss for all feasible
splits [222]. The distribution of features among all the data points in a leaf and
algorithm is considered, and the inefficacy is addressed using this knowledge to
condense the space of potential feature splits.

• Bagging classifier: An ensemble meta-estimator is applied to base classifiers, such as
DTs, to select random subsets of the original dataset [258]. The final class prediction is
selected based on the prediction made by each model for the ensemble. The voting
techniques or averaging method select the final class prediction.

• AdaBoost: The adaptive ensemble model adjusts weak learners to improve the pre-
diction performance for classifying the inaccurate categorised samples [259]. Each
selected model for the ensemble may have lower prediction performance, but the
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final model becomes an effective learner model, given that each learner exhibits better
performance than random guessing.

5.11. Unsupervised Learning

Unsupervised learning-based methods evaluate unlabelled samples (raw data). The
technique clusters data and detects hidden data patterns without human intervention.
However, the labelled dataset plays a significant role in training a model for achieving
high accuracy for FND. As mentioned earlier in Section 4, curating a labelled large-sized
and multidomain dataset is challenging. FN on OSNs and online websites is massive
in quantity, distorted, unstructured, and imprecise [66]. A substantial amount of decep-
tive and misleading content is created and shared on OSNs, blogs, and online websites
serving different goals, targeting specific readers and audiences, and exhibiting linguistic
abnormalities [260]. Therefore, curating labelled datasets based on facts and figures is
difficult. FND is a real-world problem which can be addressed using an unsupervised
learning approach. However, relatively less research has focused on FN disseminated
uncontrollably. The existing research has mainly focused on latent semantic and sentiment
analysis. Ref. [261] assesses fake reviews using unsupervised similarity. The suggested
methodology provides higher accuracy for identifying virtually identical online ratings,
implementing word similarity, and word-order similarity in conjunction. The literature
proposes an unsupervised sentiment analysis method for OSN images [262].

• Semantic Similarity Analysis: The author suggests the semantic similarity analysis of
FN similar to authentic news [261]. Due to a lack of pertinent data and inventiveness,
FN frequently reuses the content of previously published news stories, and, often, out-
dated news is shared as well [263]. FN creators can change a few words in a comment
to deceive a fictitious online reviewer. Therefore, semantic similarity evaluation is an
effective technique to detect FN, forged content, and misleading reviews.

• Outlier Analysis: Outlier analysis is the process of gathering data to detect malicious
behaviour. The outlier analysis can expose fabricated information and illegitimate
creators, length measurements and density-based techniques through the appropriate
statistical metrics [264].

• Cluster Analysis: Cluster analysis evaluates unlabelled online data. Clustering
algorithms, which can also create classifiers for data collection, can be classified
by maximising intraclass similarities and minimising interclass similarities [265].
FND using cluster analysis makes it possible to identify particular homogeneous
classifications of news and writers.

5.11.1. Unsupervised News Embedding

The process of acquiring distributed representations of unprocessed data is known as
embedding, and it is a crucial stage in NLP. The numerical embeddings are a source of addi-
tional analysis in FND. Different embedding systems can detect data properties from different
relevant perspectives. The effectiveness of the FND process and misleading information identi-
fication depends on selecting an embedding method to determine the true nature of the news.
The prominent unsupervised-based embedding method is word2vec [266]. The study shows
that FastText creates supervised and unsupervised learning algorithms to produce word vector
representation [267]. Using an unsupervised model, Sent2Vec, a general-purpose sentence
embedding, may be learned [268]. Each document is represented as a vector by the Doc2Vec
model [269].

5.11.2. Different Ensemble Learning Approaches for FND

The author proposes a novel DL-based approach for FND [270]. Various training models
are fed pro-processed news items. Data tokenisation, text and grammar analysis, and LIWC
are performed to acquire bigrams and uni-grams [271]. LSTM, depth LSTM, n-gram CNN,
and LIWC CNN models are used for the proposed ensemble learning model. The weights of
the proposed ensemble learning model are converged and optimised using the Self-Adaptive
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Harmony Search (SAHS) algorithm to achieve the best prediction performance. Multidomain
oriented datasets are used to evaluate the cross-domain intractability problem. The study
presents various methods for FND based on the extracted attributes from the news content
without using any additional content and context-related information [272]. Stylometric features
and text-based vector representations are used for the suggested ensemble model. Additionally,
bagging, boosting, and voting features are selected for the ensemble learning model. In addition
to the news content, media content is used in designing the model. The study proposes an
ML-based classifier ensemble model for FND. The model is implemented to extract significant
FN dataset features. DT, RF, and Extra Tree classifiers that show the best overall accuracy are
stacked for the assigned task [273]. The authors have determined the efficacy of ML algorithms
for FND. An FND system based on ensemble voting classifiers is used for FN classification. The
three best performing ML algorithms out of the eleven most used ML models are selected for
the proposed FND system [274].

5.12. FND: DL-Based Approaches

DL—a sub-category of ML—processes complicated problems like a human brain and
presents the probable solutions [275]. The author implements DL techniques to identify text-
related issues, such as FND and spam detection. DL provides an impetus for FND [48]. The
literature suggests that neural networks are a significant method for FND [73]. Dechter was the
first to apply the DL in the ML field and employ artificial neural networks for Boolean threshold
prediction. The implementation of DL in AI research is significant and used for a wide range of
applications, including personality mining, asset allocation, anomaly detection, speech recogni-
tion, computer vision and NLP. It is used more frequently to aid decision-making through data
analysis and trend identification. The innovative approach also aids in expanding the study
field, improving learning execution and streamlining the measurement procedure [260]. Over
the past few decades, many studies have been proposed to solve different content-related
challenges on OSNs, such as FN, misinformation and disinformation, anomaly detection, etc.
The research community explores innovative techniques and fields of study to address the
identified research gaps. DL has gained the popularity and approval of researchers [276]. Other
neural networks, such as Long Short-Term Memory (LSTM), Recurrent Neural Networks
(RNNs), and CNNs, are developed to gain valuable information and expertise from various im-
plementations. DL approaches identify original data representations automatically compared
to typical ML methods, which require manual feature detection [277]. DL-based techniques
have shown the best performance for voice and visual object recognition [12,277]. The existing
works in the literature use Gated Recurrent Units (GRUs) for FND [268], and LSTM-based FND
is presented by [278]. Bidirectional Recurrent Neural Networks (BRNNs) enhance prediction
accuracy [279].

5.12.1. Deep Neural Networks (DNNs)

DNN is the widely used DL network. It is an input- and output-layered neural network
with a single hidden layer. This feed-forward network has no loops and transfers data
from the input to the output layer. The information processing and communication nodes
in biological systems serve as the basis of DNN. The input data are directed to various
network layers, and the neural network nodes are comparable to neurons in the brain. The
system presents the processed information in a specific manner. The network is instructed
using the back-propagation technique. Additionally, the model is trained to understand
data characteristics quite effectively.

5.12.2. Long Short-Term Memory (LSTM)

LSTM is a sequential neural network that permits information persistence [280]. This
type of RNN can solve the vanishing gradient issue encountered by a typical RNN. It
deals with sequential data, such as time series, audio, and text. It is used for various tasks,
such as language translation, time series prediction, and speech recognition because the
networks can learn long-term dependencies in sequential data and remember the past
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information [281]. By employing LSTM units, which are made up of several gates and are
in charge of keeping track of a concealed cell state, LSTM can avoid the vanishing gradient
problem. Because of this, LSTM units can recall data from a longer period than traditional
recurrent units [276]. It is a crucial component of NLP since the past information affects the
current information. In the architectural history, there are two LSTM layers: one for the
forward data feed and one for the backward data feed.

5.12.3. Convolutional Neural Network (CNN)

The convolution technique is used by CNN to produce outputs through matrix multi-
plication in subsequent training. CNN focuses on data processing to gain knowledge and
data patterns. NLP uses word vectors to represent news items and sentences [165]. The
word vectors are used to train a CNN. Training is possible because of kernel and filter size
specifications. A CNN has a multidimensional capacity to perform the assigned tasks. The
layered network of neurons processes inputs and outputs. CNN is a feed-forward network
paradigm that performs object identification and picture analysis. CNNs are very helpful
for recognising classes, objects, and categories in photos by looking for patterns in the
images. They can be useful for signal classification, time series, and audio data. A neural
network has three layers—a convolutional layer, a detector layer, and a pooling layer. As
previously mentioned, the convolution layer produces a map with convoluted features.
Feature maps exhibit observable non-linear components, such as identified features in the
detector layer. The pooling layer offers both an output and a reduction in the preceding
information. The two main applications of this approach are data sizing and data training.
CNN is used for text and image feature detection in [282]. The text-CNN-based approach
is implemented for FND in [283] and health-related problems in [284].

5.12.4. Recurrent Neural Network (RNN)

RNN—a feed-forward network that uses sequential data processing for learning as
sequential processing—can keep track of previous events. Recurrent processes employ
the outcome from a single time step as the input for the next time step. The findings
of the previous step are stored in a temporary variable. RNN identifies interdependent
data patterns from training data. The model is trained using backpropagation. The ANN
model is a subset of RNN and uses recurrent loops for sequential data analysis. It is used
for various applications, such as sentiment analysis and speech recognition. RNN-based
models have higher memory and produce results based on the previous inputs. The model
comprehends human language and responds accordingly. RNNs are employed in Siri on
the Apple iPhone and Amazon Echo. It recollects prior inputs and applies the same settings
to generate the output. RNN takes advantage of the embedded structure and focuses on
embedded architecture in the data sequence for acquiring useful knowledge. The model has
the advantage of collecting more contextual data. RNNs can identify sequential patterns
in specific data, i.e., for FND [285]. In particular, subject classification [286], question-
answering [287], sentiment analysis [287], and language translation [288] have shown their
significance in NLP.

Generative Adversarial Network (GAN): The GAN technique creates new statistical data
comparable to the training dataset once it is trained. The literature developed a GAN model
to improve the automated rumour identification performance and to detect indistinct or
inconsistent voice input characteristics [289]. Previous research has shown that the most
common cause of widespread rumours is the intentional dissemination of misinformation
and disinformation to promote consensus through rumour-related news.
Artificial Neural Network (ANN): ANN evaluates and identifies the relationship between
input and output variables. An ANN structure uses the input dataset to predict output
variables [290]. ANNs are used to classify satellite image data. It is quite similar to a human
neuron. This feed-forward model has hidden layers, input layers, and output layers. The
input layer serves as an interface to receive data and communicate with the hidden layer.
In conjunction with the input layer, the outcome from the hidden layer is sent to the output
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layer. The neural network is fed different inputs or outputs to compare the real output and
ANN output.
Multilayer Perceptron (MLP): MLP is a type of ANN that replicates the human brain
function. Classification, regression, and clustering are addressed using an ANN that
learns from training data and recalls and implements the learned knowledge. Due to its
functionality, MLP is also called a black box. Numerous calculations are involved using
an MLP [291]. Synaptic weights connected to neurons in the hidden layers are presented
as the inputs through the input layer. The functionality of the hidden layers of an MLP
depends on data complexity. Each subsequent hidden layer is related to the previous layer
via synaptic weights. Each layer depends on the output of its preceding layer. Once the
input is fully processed, the prediction output is generated at the output layer.
Deep Boltzmann Machine (DBM): A DBM is known as a binary pair-wise Markov random
region because it contains numerous hidden random variables. A network of symmetrically
connected Stochastic Binary Units (SBUs) can be used to identify malicious activity. The
author identifies FN using a multimodal benchmark dataset and employs a multimodal DL
model based on DBM to segregate spoken queries [292]. In a DBM, units within each layer
are not linked, but layers are interlinked.
Restricted Boltzmann Machine (RBM): A particular class of neural network is a gener-
ative stochastic ANN (RBM). It may identify a possibility that spreads across the set of
inputs. The limited Boltzmann machine, a variation of the general Boltzmann machine,
supports learning. Connections between hidden units within a layer are, therefore, not
allowed [293]. RBMs can be stacked to efficiently train several hidden units. RBMs can be
used for autonomously extracted spam detection properties.

5.12.5. Geometric Deep Learning

Michael Bronstein created a DL technique called geometric deep learning that involves
embedding a geometric data understanding as an inductive bias DL model. Graphical
Deep Learning (GDL) has achieved substantial success both theoretically and in real-world
applications [294]. The Boundary Samples Mining Module (GSMM) and the Future Scaling
Module (FSM) are defined [295]. Gabriel’s graph recommends implementing the BSMM
to derive boundary values and the probable link relationship. The methods address the
imbalance problems. The study shows that using the geometric DL technique, it is possible
to predict creating a graph based on an original and intricate retweets network using the
fewest computing resources with high accuracy [296].

5.13. NLP Techniques for FND

Domain-specific features were the main focus of the NNs before the developed NLP
approaches. Traditional methods for FND focus on linguistic characteristics, such as syn-
tactic and lexical patterns [231,297]. However, with the advancements in DL, researchers
have selected more complex techniques, i.e., RRNs [298], CNN [299], and pre-trained
transformer-based models [300], to derive contextual and semantic features from the news
content. These models also improve the detection accuracy. NLP is an emerging field of
ML that learns, analyses, manipulates and integrates human languages. NLP has provided
an impetus for new research and presents future research directions with promising results
and higher accuracy [301]. Speech recognition, sentiment analysis, pragmatic analysis,
machine translation, disclosure integration, automatic message digest, chatbots, automatic
question and answer generation, intelligence, and text classification are some of the widely
adopted applications of NLP. The NLP framework is presented in Figure 14. The tasks,
such as dependency parsing, parts-of-speech tagging, and conference resolution, are in-
cluded in the pipeline for some sophisticated NLP techniques [302]. Automatic sentiment
detection and opinion mining from the text have developed tremendously because of NLP
algorithms [303].



Technologies 2024, 12, 222 42 of 63

Figure 14. NLP FND framework.

Due to extensive studies on FND, benchmark datasets and methods have been
developed [302]. Unified NN architecture and methods can be used for multidimen-
sional NLP-related tasks [304]. They use pre-processing, word embedding, and feature
extraction approaches. Data pre-processing represents cryptic attributes, data clean-
ing, stop-words removal, tokenisation, and the creation of intricate structures with
attributes, which is the first stage in the development of FND models. Different vi-
sualisation approaches are helpful for data pre-processing. It reduces the required
computing resources and computational time while addressing noisy data. In the sec-
ond step, word vectorising, text or words are mapped to a vector list. The process
also enhances the overall prediction performance of the models for the assigned task.
ML-based models frequently use TF-IDF and bag of words (BoW) [305,306] for FND.
Due to their capacity to train on larger datasets, word-embedding models, such as
word2vec and GloVe, have been used for FND models. Large memory and computing
resources can investigate a large number of variables. Classification methods boost
overfitted and inadequate samples. The existing literature implements stylometric
features in OSN content analysis. The feature extraction process produces combinations
of variables to overcome these issues for data classification with accurate precision.
FND models use social context features to extract opposite attributes from the news
content [204]. The n-gram algorithm processes news content and produces words and
characters from multidimensional n-gram vectors [34,307–309]. The n-gram vectors are
grouped to create a feature vector for each piece of content. Linguistic feature extraction
has various feature classes, including user credibility, style-related features, quantity
features, readability index, and psycho-linguistic features. These features determine the
prediction performance of FN [190]. Word vectors are produced via word embedding
for the subsequent tasks [310–313]. However, the construction of word vectors from
a sizable dataset is challenging. This review highlights various FN-related tasks with
their characteristics and challenges to be addressed in future research.
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Pre-Trained Transformer Models for FND

A pre-trained model is trained on very large-sized datasets to perform the assigned
tasks [314]. DL models are expressions of neural algorithms that resemble the brain
and detect patterns or produce appropriate data-based classification predictions. The
wide-scale application of pre-trained models in industries is based on modifications of
the models according to the requirements. Instead of starting from scratch when creat-
ing an AI model, developers can leverage pre-trained models and modify them to suit
their needs [315]. The learning process involves passing through various data layers and
analysing goal-oriented data characteristics. Starting with the basic representative data
layers, complex data patterns required for evaluation are developed. Calculated proba-
bilities provide these attributes with varied degrees of relevance [316]. Developers need
large-sized datasets, frequently containing billions of data samples for pre-trained models.
The compromised dataset affects the model performance extensively. Data acquisition
is expensive and challenging. Higher prediction performance and model deployment
result from using a high-quality pre-trained model with a significant number of correct
representative weights. The modification of weights and extensive data addition adjust
or modify the model. AI applications are developed promptly using pre-trained models.
Moreover, the developers’ concerns about loads of input data and probabilities analysis for
dense layers are addressed [317]. Time, money, and effort are saved using weights, which
are pre-computed probabilistic representations [318]. An encoder and a decoder formulate
two main sub-components of the transformer architecture. Self-attention (the essence of
pre-trained models) is used to compute an input representation without recurrence or con-
volution in the encoder. An encoder is a stack of identical layers that comprises a multihead
self-attention mechanism and a fully linked feed-forward sub-layer. The architecture of the
decoder is similar, with the encoder output covered by an additional intermediate layer
for disguised attention [319]. NLP, computer vision, healthcare, speech AI, cybersecurity,
and art and creative workflows are among the top fields where pre-trained models are
developing AI [320]. BERT and the Generative Pre-trained Transformer (GPT-n) series are
two examples of effective large-scale pre-trained language models [321].

• Bidirectional Encoder Representations from Transformers (BERT): The BERT model
is different from other pre-trained language-based models. The model is trained
to provide bidirectional language features. MLM conceals a portion of the input
tokens and predicts the input tokens from left to right. Next Sentence Prediction
(NSP) involves binary classification and determines two successive phrases [322]. The
training corpora for BERT were the English Wikipedia (16 GB) and BooksCorpus. It
outperformed the SOTA in eleven NLP-related tasks, including SWAG, SQuAD and
GLUE, and demonstrated excellent results.

• XLNet: The generalised autoregressive model overcomes the weaknesses of BERT
based on its autoregressive formulation by combining a bidirectional context and
avoiding separate predictions [322]. The model introduces Permutated Language
Modelling (PLM) and combines the autoregression advantages with MLM. The MASK
token used during training disappears since MLM anticipates each masked token in a
phrase. It causes a discrepancy between the fine-tuning and training process. PLM
randomly permutes the input tokens. It predicts the target token and focuses on the
preceding tokens in the permutation order. The traditional transformer structure has
two additional elements in terms of architecture, i.e., target-aware and self-attention
representations. It is pre-trained on BERT datasets, ClueWeb 2012-B4, Giga5, and
Common Crawl5 data [322].

• Robustly Optimised BERT Approach (RoBERTa): The Robustly optimised BERT Pre-
training Approach (RoBERTa) is a BERT-based pre-trained model. It addresses the limita-
tions of BERT by improving the training process. The model is trained using different
hyperparameters, i.e., different learning and batch rates [323]. The model is trained on a
larger corpus, i.e., 160 GB of uncompressed text, the OPENWEBTEXT [324], CC-News3,
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and STORIES [325]. RoBERTa outperformed several benchmarks, including SQuAD [326]
and GLUE [304].

• DistilBERT: The size of the pre-trained model is reduced (40% compared to the original
BERT) [327]; this is called DistilBERT, and the size reduction impacts its prediction
performance. The student model (small) learns and replicates the teacher model (large)
output distribution using a compression method known as knowledge distillation [328].
DistilBERT is a student model, and BERT is the teacher model in this scenario. It uses a
triple loss for training, i.e., MLM, cosine embedding, and distillation loss. The training
corpus of BERT is used to train DistilBERT. Being smaller and speedier compared to BERT,
DistilBERT demonstrated prediction outcomes equivalent to those of BERT.

• Multilingual BERT (mBERT): mBERT [322] is a multilingual version of BERT [322]. It
was originally trained in 104 different languages on a Wikipedia-sized dataset. The
multilingual training provides prospects for researchers to implement the model for
multilingual tasks in low-resourced languages. mBERT adheres to the development
like mT5, and the implementation and architecture features of BERT.

• A Lite BERT (ALBERT): The model is designed to increase performance and speed
with less memory (computing resources). The model employs factorised embedding
parametrisation, and cross-layer parameter sharing is employed for reducing the
parameters. ALBERT also introduces the Sentence Order Prediction (SOP) loss besides
MLM loss [329]. It assists the model in predicting two successive sentences and
detecting any changes in the sentence order. The model is trained on new data in
addition to the BERT corpus.

• Text-To-Text Transfer Transformer (T5): The T5 pre-trained model [329] uses the
basic transformer architecture proposed by [315], based on a basic encoder–decoder.
The model is pre-trained on MLM with the aim of “span-corruption”. It replaces
successive input tokens with a masked token and trains the model to reconstruct these
masked tokens. The scale of T5 is another distinctive feature, i.e., pre-trained using
large-sized tokens ranging from 60 million to 11 billion parameters. Approximately 1
trillion data tokens were used to pre-train the model in addition to the C4 dataset (a
collection of over 750 GB of unlabelled text) gathered from the open Common Crawl
web scrape. It is widely used for NLP-related tasks [329]. T5 is trained to present the
label output rather than a class index for classification tasks.

• XLM: BERT-based XLM uses better techniques for pre-training multilingual language
models. The pre-trained model also attains the set objectives for cross-lingual pre-
training [330]. It was originally trained on 100 languages from Wikipedia. There are
many versions of XLM available, such as XLM-Large, etc.

• XLM-RoBERTa: It is an enhanced and multilingual version of XLM built on RoBERTa [330].
It was trained on Common Crawl in 100 different languages, and its main purpose is cross-
lingual MLM modelling. An n-gram language model trained on Wikipedia was used to
filter pages from Common Crawl to enhance the quality of the pre-training data [331].

• BART: The pre-trained model employs a typical machine translation or sequence-
to-sequence architecture. It follows a left-to-right decoder (GPT) and a bidirectional
encoder (BERT) approach. The original sentence sequence is randomly shuffled in the
pre-training stage, and a new in-filling approach is used to replace long stretches of
text with a single mask token [332]. Once the model is fine-tuned, the model exhibits
better performance for comprehension-related tasks but is especially effective for
text generation-related tasks. It obtains excellent outcomes for abstractive dialogue,
summarisation and question-answering. The model showed the same performance as
RoBERTa when trained on identical training resources to SQuAD and GLUE.

• Multilingual BART (mBART): The multilingual version of BART [332] was trained
using sizable monolingual datasets in numerous languages [333]. The earlier tech-
niques concentrated primarily on text reconstruction, encoder, and decoder, unlike the
pre-training process of BART.
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• Multilingual Autoencoder that Retrieves and Generates (MARGE): A multilingual
encoder–decoder model was trained to restructure a document in one language using
texts in other languages [332] The model was pre-trained on Wikipedia and CC-News
data in 26 languages [323].

• Efficiently Learning an Encoder that Classifies Token Replacements Accurately
(ELECTRA): The pre-trained model identifies replaced tokens (by a generator) in
a sentence. The model requires fewer resources since it is a smaller model than
BERT. ELECTRA follows the innovative pre-training method, i.e., trains the generator
and discriminator transformer models [334]. The generator is trained as an MLM to
substitute tokens. The discriminator determines the replaced tokens in the sequence.
The transformer model shows outstanding results for multilingual tasks.

• Other Pre-trained Models: Transformers have become extremely popular in text gen-
eration and language-related tasks. The models discussed above are mostly employed
for discriminative tasks. The relatively common transformer architectures Generative
Pre-Training (GPT) [335], GPT-2 [336], GPT-3 [337], GPT-3.5, GPT-4 [338], and Large Lan-
guage Model Meta AI (LLaMA) [339] are trained with a language model. These are
also widely known as Large Language Models (LLMs). Although Natural Language
Generation is their main area, their prominence in various AI fields is undeniable. The
Longformer [340], Reformer [341] and Big Bird [342] were developed to handle extremely
lengthy sequences (highly valuable for attention mechanism and increase input length
exponentially) with high prediction performance and efficacy. A few other transformer
models are Funnel [343], Pegasus [344], and CTRL [345]. The research community has
released numerous pre-trained transformer models for different high-resourced languages,
such as FlauBERT [322] for French, and Chinese BERT [346], a pre-trained model for
Chinese. Additionally, the pre-trained models have provided an impetus for research
and wide-scale applicability for multilingual and low-resourced language-based tasks,
which were unattainable otherwise [335]. Different pre-trained transformers models are
used for ensemble models for various tasks. The ensembling technique increases the
overall prediction performance of the models for a target task. The general structure of an
ensemble of pre-trained transformer-based models is given in Figure 15.

Figure 15. Pre-trained ensemble.
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5.14. Large Language Models (LLMs) for FND

Large Language Models (LLMs) are AI-based algorithms that comprehend, summarise,
generate, and predict new text using DL methods and extraordinarily large-sized datasets.
LLMs are also closely related to the concept of generative AI. The models have been
specially developed for automated solutions to content-related issues [347]. The users
enter queries in natural language and produce results, and language models are widely
adopted in NLP applications. AI technology is now widely relevant for FND since LLMs
cover various fields. NLP activities include creating and identifying text, translating,
summarising and rewriting information, classifying and categorising, sentiment analysis,
healthcare and conversational AI, and chatbots. The ease of the training process, accuracy,
performance, flexibility, extensibility, and adaptability are the advantages that LLMs offer to
researchers, general users, and organisations [348]. The data used for inference and training
are significantly expanded using an LLM, greatly enhancing the AI model’s capabilities.
An LLM must be trained on a vast volume of data at the base layer. The data corpus
includes at least one billion parameters, typically petabytes in size [349]. The training
process starts with unsupervised learning and proceeds in several stages. The method uses
unstructured and unlabelled data to train the model. Since unlabelled data are readily
available, it results in a smooth training process. The model elucidates connections between
various related terms and contexts [350]. Self-supervised learning is the next phase for
some LLMs, which involves training and fine-tuning. Labelled data help the model identify
different concepts more precisely [351]. As the LLM completes the transformer NN process,
DL is applied. The transformer model architecture enables the LLM to comprehend and
recognise the connections between content and related concepts through a self-attention
mechanism. The system assigns a particular item (referred to as a token) a score, also
known as a weight. Once an LLM has been trained, a foundation is established, and AI
can be effectively applied [352]. The AI model inference can respond by posing a prompt
to the LLM, and the response could take the form of newly created text, summarised text,
or a sentiment analysis report. LLMs will be trained continuously on larger datasets, and
as fact-checking tools are added, the data are reviewed for correctness and potential bias.
Their capacity to adapt material to various contexts will develop further, making them more
likely to be used for technical competence. Future LLMs will show better performance
and present attributing results. There are numerous limitations to LLMs as well, including
development and operating costs, AI hallucination, bias, complexity, explainability, and
glitch tokens. The prevalence of misleading information on the internet and in-text corpora
puts the dependability and security of LLMs in danger [353]. It highlights the urgent
need to comprehend the mechanisms that affect the actions of LLMs due to incorrect
information. Data pollution caused by using LLMs presents another major challenge.
Moreover, LLMs can generate FN and misleading information, which may flood OSNs and
online sources [354]. These challenges of LLMs presented in this review provide prospective
research directions to the research community.

• ChatGPT 3.5 and 4.0: The Open-AI-trained LLM uses GPT technology and offers
generative replies to queries. Its knowledge cutoff restricts the inclusion of web ma-
terial after a specific date in its training, which is a distinctive feature. The ability
to comprehend and produce text is where GPT-3.5 and GPT-4 differ. GPT-4, a more
recent edition, is more effective, has been trained on a larger dataset, and has increased
performance in producing cohesive and contextually relevant texts [339]. The large
number of parameters enables it to understand more intricate linguistic patterns.
Additionally, GPT-4 performs better for advanced understanding, text comprehen-
sion, and abstraction. Due to a comparable knowledge cutoff, the models cannot
respond to information or events of real-world scenarios after their respective training
durations [355].

• Large Language Models AI (LLaMA): The foundation language models presented
by LLaMA range in size from 7 B to 65 B parameters, developed by a group of Meta
researchers. They adopted a novel strategy by training models on trillions of freely
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accessible tokens for a larger audience. The LLaMA developers focused on scaling the
model performance and increased the training data volume rather than the number
of parameters. It reduced the computational training cost of LLaMA. LLaMA 2 uses
only publicly accessible datasets to deliver high performance. The developers reported
that the 13 B parameter model outperformed the considerably bigger GPT-3 (with 175 B
parameters) on a wide range of NLP benchmarks, and the largest model was scaled
with cutting-edge models, PaLM and Chinchilla. There are slight architectural variations.
Contrary to GPT-3, LLaMA employs root-mean-squared layer normalisation, SwiGLU
activation function, and rotary positional embeddings, and increases the context length
from 2 K to 4 K tokens (between LLaMA 1 and 2) [352].

• Language Model for Dialogue Applications (LaMDA): Google’s LLM for conversa-
tion applications is LaMDA/Bard. Contrary to ChatGPT, it addresses the challenges
that users encounter in accessing the internet to produce responses [338]. LaMDA
employs a transformer language model that only has decoders. It is trained with
fine-tuning data produced by human-annotated safety, interestingness, and responses
for sensibleness after being pre-trained on a text corpus consisting of documents and
dialogues totalling 1.56 trillion words [356]. Google’s tests revealed that LaMDA
outperformed human responses in terms of interestingness. The LaMDA transformer
model and an external information retrieval system interact to improve the accuracy
of facts provided to the user [356].

• Bing AI or Sydney: Bing AI, also known as Sydney, is Microsoft’s LLM product, and
it is based on the Prometheus AI model. It differs from ChatGPT, in that it does not
restrict access to online data [338].

6. Results and Discussion

The practical applicability of this review results is multidimensional. The evaluation of
interdisciplinary theories, datasets, Fake News Detection tools and websites, and techniques
presents an opportunity for future research directions to present an automated mechanism
for FND in different contexts. Firstly, the analysis of interdisciplinary theories on fake news
(FN) determines how various FN features are craftily designed to instigate the readers
and target their associations. This persuades and motivates them to share unverified FN
intentionally on the OSNs. Moreover, these theories identify several characteristics, such as
the writing style, sources, quality, comments, etc., of the FN that can enlighten users about
its veracity. Likewise, theories on OSN users focused on users’ behaviours and intentions
reveal the motivation behind intentional and unintentional FN sharing on OSNs. The
in-depth analysis of these theories shows that the group polarisation and psychological
tension caused by the targeted FN or trending stories lead to the unintentional distribution
of FN on OSNs. Therefore, these theories provide insight into fundamental factors which
should be considered when designing automated mechanisms for FND.

Secondly, the analysis of publicly available datasets determines the need for verifiable,
large-sized and multilingual datasets. The lack of multilingual datasets and FND mecha-
nisms in different languages has created a void and language bias in the research. Thus, the
significance of such datasets remains pivotal since the automated FND mechanism relies
on these datasets. There are around 7000 different languages spoken in the world with
different cultural contexts. Therefore, the development and application of multilingual
and culturally adaptive automated FND mechanisms in real-world scenarios are crucial
to tackling disinformation on OSNs. The related complexities of such FND systems can
be overcome by considering the corresponding interdisciplinary theories, which present a
potential area of research for future studies.

Thirdly, the evaluation of fact-checking tools and websites necessitates automated
FND mechanisms. The limited availability of fact-checked news, especially in resource-
constrained languages, and news from limited domains and regions are the limitations of
these fact-checking services. This strengthens the case for an effective automated mecha-
nism which can be deployed on a larger scale in real-world scenarios.
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Lastly, an analysis of various ML and DL techniques discloses their advantages
and disadvantages. This further clarifies that the strengths of Large Language Models
(LLMs) should be harnessed for developing large-scale, multilingual FND mechanisms
focused on the context of the shared news items. Moreover, these models can be hybrids,
where their application can enhance the accuracy and reliability of the shared content
with language and cultural context without any biases that may affect the legitimacy of
such automated mechanisms.

7. Challenges and Potential Future Directions

The review has reviewed and analysed the existing literature in depth. It concludes
that automated FND remains ambiguous despite extensive research and development.
There exists much space for further improvement in this field. We discuss the emerging
trends for further investigation in FND research and outline potential research areas in
the future.

• With the emergence of DL-based and AI generative LLMs, comprehensive datasets
that contain cross-language, multilingual (including resource-constrained languages),
multimodal, cross-domain and cross-topic analysis are attainable. Moreover, multilin-
gual unlabelled datasets must be generated, as this area has received less attention in
the literature. The curation of such datasets may provide large-sized data repositories
required to evaluate the limits of the models. It will further enable automated real-time
FND, which is needed for misleading content and FN on OSNs and online websites.

• The news stories, clickbait, misleading content, and FN with manipulated and biased
facts employ multimedia content (images or videos) to entice online readers for
widespread proliferation. The existing literature is focused on content-based analysis
significantly and disregards this visual-features investigation. This area remains
under-researched for several low-resource languages due to a lack of reasonably sized
datasets. It offers an open research opportunity to the research community for FND.
Another prospective research area involves creating models that can be implemented
for FND on OSNs by combining textual and visual features with correlation analysis
of these features. Developing news feed algorithms resistant to FN dissemination has
not established sufficient consideration. It is necessary to dismiss echo chambers and
biased search engines to detect and eliminate FN.

• Limited research studies concentrate on the purpose of misleading information, while
extensive studies use authenticity as a criterion to assess FN. One technique to under-
stand the motivation behind a news item is through expert data annotation. Another
way is to choose features carefully and consider recognised social science ideas. The
subjects of brain research, neuropsychology, psychology, and other transdisciplinary
expertise are comparatively cutting edge. Limited research has been conducted on
the neurological mechanisms underlying FN. We are convinced that the unique tools
available in this area can help with FND, defence, and comprehension.

• The limits of pre-trained transformer models have not been fully evaluated for NLP-
related tasks. Ensemble techniques and multimodel-based approaches using the
pre-trained transformer models must be evaluated to extract the hidden features of
FN. An upsurge of LLMs has emerged with the development of ChatGPT, etc. In
terms of language proficiency, these models outperform the existing models. There is
potential to enhance FND performance by exploiting the knowledge and linguistic
skills of the models. However, there is still a lack of studies on large-scale FND.

• Deepfake technology is becoming more pervasive in different fields, such as games,
film and television, privacy protection, and research (in terms of plagiarised material)
in the age of AI-generated content. Deepfake technology poses a threat to users’
reputations, social order, and political security when used maliciously. Therefore,
future research should concentrate on creating deep forgeries creation and protection
techniques to overcome the aforementioned challenges.
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• Another potential direction for LLMs in the future is to enable more precise infor-
mation through domain-specific LLMs created for specific fields and industries. The
accuracy and performance of LLMs can be enhanced with a large-scale application of
methods, i.e., reinforcement learning from human feedback. There is a need to create
comprehensive and comprehensible solutions for explainable FND. Explainable AI
techniques for FND are still in their nascent stages of development, both in terms of
model structure analysis and model behaviour analysis. Developing and implement-
ing an FND system in the current scenario for AI-generated information distribution
context is essential.

• Automated FND may lead to automated censorship on OSNs and other online web
portals. Therefore, it is significant to strike a balance between automated FND and
automated censorship. Since the automated FND mechanisms depend on the algorithms,
transparency and comprehensiveness of the decision-making process of these algorithms
without any bias could mitigate the concerns about undue censorship. Another applicable
approach could be a hybrid system, where the right of the final decision could be with
human experts. The final decisions on inclusion and exclusion should also have clear
criteria and guidelines. Lastly, policy frameworks, regulations, and full-fledged auditing
can strike a balance between automated FND and automated censorship.

8. Conclusions

The volume and velocity of FN distribution on online websites, blogs, and OSNs is
alarming. FN confounds its readers, creates distrust in media, and influences national
and international spectra in various fields. The comprehensive analysis of existing FND
approaches and techniques have inferred that the literature provides limited automated in-
sights for FND. The proposed methods and techniques in the existing literature undermine
the effectiveness of interdisciplinary theories on FN and OSN users. These theories high-
light the incitement of intentional and unintentional FND propagation. Thus, designing
the FND systems in light of the proposed recommendations that expose FN-related biases
and motives is significant. The constant development of publicly available datasets is re-
markable. However, the FND datasets analysis identified the limited number of large-sized,
multidomain, multiclass, multilingual (including low-resource languages), mixed-lingual
(high- and low-resource languages), labelled, and unlabelled datasets. Future research with
benchmark datasets should concentrate their efforts in the identified directions. It will
provide a large depository of datasets to investigate the efficacy of pre-trained transformer
models and LLMs for automated FND on OSNs and online sources in different languages
and domains. Thirdly, NLP, pre-trained models, and SOTA LLMs have proved their efficacy
and capability for various language-related tasks. Therefore, deepfakes and AI-generated
content creation and widespread dissemination can be confined using the SOTA techniques.
LLMs offer an opportunity for researchers to investigate, develop, and implement effective
methods to fight fire with fire, which may provide an automated FND mechanism.
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Abbreviations
The following abbreviations are used in this manuscript:

AI Artificial Intelligence
ALBERT A Lite BERT
ANN Artificial Neural Network
BERT Bidirectional Encoder Representations from Transformers
BoW Bag of Words
BSMM Boundary Samples Mining Module
BRNNs Bidirectional Recurrent Neural Networks
CLIP Contrastive Language-Image Pre-Training
CNN Convolutional Neural Network
DBM Deep Boltzmann Machine
DeBERTa Decoding-enhanced BERT with Disentangled Attention
DL Deep Learning
DNNs Deep Neural Networks
DT Decision Tree
ELECTRA Efficiently Learning an Encoder that Classifies Token Replacements Accurately
FN Fake News
FND Fake News Detection
FSM Future Scaling Module
GA Genetic Algorithm
GAN Generative Adversarial Network
GDL Graphical Deep Learning
GLUE General Language Understanding Evaluation
GPT Generative Pre-trained Transformer
GRU Gated Recurrent Unit
LaMDA Language Model for Dialogue Applications
LIWC Linguistic Inquiry and Word Count
LLaMA Large Language Model Meta AI
LLMs Large Language Models
LR Logistic Regression
LSTM Long Short-Term Memory
MARGE Multilingual Autoencoder that Retrieves and Generates
mBART Multilingual BART
mBERT Multilingual BERT
MCC Matthew’s Correlation Coefficient
ML Machine Learning
MLM Masked Language Model
MLP Multilayer Perceptron
NLP Natural Language Processing
NSP Next Sentence Prediction
OSNs Online Social Networks
PaLM Pathways Language Model
PLM Permutated Language Modelling
RBM Restricted Boltzmann Machine
ResNet Residual Network
RF Random Forest
RNN Recurrent Neural Network
RoBERTa Robustly optimised BERT Approach
SAHS Self-Adaptive Harmony Search
SBUs Stochastic Binary Units
SOP Sentence Order Prediction
SOTA State of the Art
SQuAD Stanford Question Answering Dataset
SVM Support Vector Machine
SWAG Situations With Adversarial Generations
SwiGLU Swish Gated Linear Unit
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Swin Shifted Window
TF-IDF Term Frequency-Inverse Document Frequency
TL Transfer Learning
VGG Visual Geometry Group
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