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Abstract: This study examined South Africa’s economic growth rate from 1980 to 2022 through an
econometric analysis of fiscal and monetary policies. The study sought to investigate the relationships
between the economy’s growth rate and various fiscal and monetary policy variables, taking into ac-
count different economic approaches such as Keynesian, monetarist, and Wagner’s perspectives. The
methodology used consisted of data preparation, multiple unit root tests, Autoregressive Distributed
Lag (ARDL) cointegration analysis, diagnostic tests, and pairwise Granger causality analysis. The
empirical analysis found a long-term cointegration among the economic growth rate, government
debt, expenditure, and revenue in fiscal policy, though government debt and expenditure were not
statistically significant. Contrary to economic theory, increased government revenue had a negative
correlation with economic growth. There was no long-term relationship found between the economic
growth rate and monetary policy variables such as the official exchange rate, inflation rate, real
interest rates, and M3 money supply. Pairwise Granger causality tests revealed a one-way relation-
ship between government spending and economic growth, providing support to the Keynesian
approach to fiscal policy. This study also discovered evidence that economic growth Granger-causes
inflation, implying that economic growth may have predictive power for inflation, consistent with the
demand-pull inflation hypothesis. However, no direct predictive relationships were found between
the selected monetary policy variables and economic growth, supporting the long-run theory of
monetary neutrality. This study suggests evaluating spending, managing inflation, implementing
reforms, closing infrastructure gaps, encouraging investment, and ensuring fiscal sustainability.

Keywords: economic growth; fiscal policy; monetary policy; ARDL model; pairwise Granger
causality test

1. Introduction

A delicate balance between fiscal and monetary policies has shaped South Africa’s
economic trajectory, with significant implications for the country’s performance (Du Plessis
et al. 2007). These policies are critical in addressing key economic indicators such as
inflation, fiscal spending, unemployment rates, and economic expansion. However, pol-
icymakers face the challenge of striking the right balance between promoting economic
growth and managing inflationary dynamics (Debrun and Kapoor 2010). In an intercon-
nected global economy, fiscal and monetary policies implemented in one country can
have far-reaching consequences for other economies (Cui et al. 2019). South Africa, as
an emerging market economy, faces numerous challenges that necessitate a diversified
response from macroeconomic policymakers. High unemployment rates, inequality of
wealth, and structural constraints hinder economic growth (Mago 2019). To address these
challenges and maintain economic stability, the National Treasury and the South African
Reserve Bank (SARB) have implemented distinct fiscal and monetary policy measures.

The ongoing debate among economists about the relative effectiveness of monetary
and fiscal policies in influencing economic activity emphasises this study’s relevance.
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While Keynesians advocate for government intervention and stress the importance of fiscal
policy in stimulating demand during economic downturns (Tcherneva 2011), nonetheless,
Laidler (1990) contends that, despite its impact on monetary policy, the monetarist debate
failed to establish a long-term theoretical foundation for monetary economics. As a result,
Laidler (1990) noted that there is a misalignment between academic research and policy
implementation.

South Africa’s economic landscape faces a complex set of challenges, including uncer-
tain global economic conditions, persistently relatively high core inflation, and domestic
constraints such as infrastructure limitations and energy shortages (Coger 2000). Despite
significant efforts to regulate monetary policy and reduce inflationary pressures, the econ-
omy continues to face challenges such as slowing growth, rising current account deficits,
and volatile financial markets (Miyajima 2021). The approach to analyse South Africa’s
economic growth should be viewed in light of more comprehensive macroeconomic models,
such as the medium-sized open economy DSGE model (i.e., dynamic stochastic general
equilibrium) created by Du Plessis and others in 2014 (Du Plessis et al. 2014). The model
of Du Plessis et al. (2014) provides a comprehensive view of the South African economy,
taking into account factors such as sticky prices, consumer habit formation, and capital
adjustment costs. In contrast, our study employs a more targeted econometric approach to
determine the impacts of specific fiscal and monetary policy variables on economic growth.
The authors will use the chosen methodology to test the relevance of Keynesian, monetarist,
and Wagner theories to South Africa’s growth experience.

While the applied approach may not capture all of the complex interactions modelled
in the DSGE framework, it does offer a complementary viewpoint by emphasising long-
term relationships and causality between key policy variables and economic growth rates.
The findings of this study can be interpreted as providing empirical evidence that can
be used to refine or validate aspects of more comprehensive models such as those of Du
Plessis et al. (2014), particularly the role of government spending and monetary policy in
promoting economic growth. Thus, by positioning the current research within this broader
framework, the authors acknowledge the complexities of the South African economy while
remaining focused on testing specific economic theories. This approach enables us to
contribute to the ongoing debate about the efficiency of various policy approaches in the
South African context, potentially informing both future policy decisions and more complex
modelling efforts.

Therefore, this study looks at South Africa’s economic growth rate from 1980 to
2022 using an econometric analysis of fiscal and monetary policies. This research uses
data preparation, unit root testing, Autoregressive Distributed Lag (ARDL) cointegration
analysis, diagnostic tests, and pairwise Granger causality analysis to provide insights
into the relationship between economic growth rate and various policy variables. This
research seeks to answer a critical question by examining the interaction of domestic and
global factors influencing South Africa’s economic performance: How can South Africa
effectively navigate these complex challenges in order to promote a robust and inclusive
economic growth rate while maintaining price stability and fiscal sustainability? Our
research concentrated on analysing monetary policy instruments, the effectiveness of
fiscal policy, and the overarching goal of these policies in promoting sustainable growth
and development.

2. Literature Review

This section of the study will look into existing economic theories and previous
empirical studies on fiscal and monetary policy-associated macroeconomic variables, as
well as growth in the economy.

2.1. Existing Theoretical Economic Framework

The classical school of economics, advocated by Adam Smith and David Ricardo
during the late 18th and early 19th centuries, provided the basis for contemporary eco-
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nomic thinking (Herzog 2014). The hypothesis highlighted the influence of unrestricted
markets and introduced ideas such as the “invisible hand” and comparative advantage
(Smith 1776). Nevertheless, this methodology has faced criticism due to its reliance on the
assumptions of perfect competition and information, which frequently do not align with
real-world situations (Nenovsky 2011). During the same period, Wagner (1893) formulated
Wagner’s law, which declares a direct and positive correlation between economic growth
and increased public spending (Afzal and Abbas 2009).

John Maynard Keynes formulated his influential theory in 1936 as a response to the
Great Depression (Backhouse 2015). His theory advocated for government intervention
in order to effectively control aggregate demand (Keynes 1936). Keynesian economics
has played a significant role in influencing fiscal policy, but it has been criticised for
its potential to result in government failure and inflation (Blinder 1988). In the mid-
20th century, monetarism emerged as a dominant economic theory, advocated by Milton
Friedman around the 1950s (Jones 1983). It emphasised the importance of regulating the
money supply, according to Olson (1984), as a crucial tool for economic control. This
methodological approach has had an impact on monetary policy in many countries but has
faced criticism for oversimplifying the sophisticated economic connections that exist in the
economy (Borner 1979).

The neoclassical synthesis, advocated by economists such as Paul Samuelson and
John Hicks during the late 20th century, aimed to reconcile the divergent viewpoints of
classical and Keynesian economics (Samuelson 1954; Hicks 1937). This approach has had a
significant impact on both fiscal and monetary policy, but it may not completely hold the
refinements of either school (Boianovsky 2004). Arthur Laffer, in the 1970s, popularised the
concept of supply-side economics, which highlighted that reducing taxes can encourage
growth in the economy (Bender 1984). Although the Laffer curve theory holds significant
influence in fiscal policy discussions, it has faced criticism for potentially worsening the
inequality gap in a society (Mirowski 1982).

By the 1980s, according to Palley (1996), new Keynesian economics, real business cycle
theory, and endogenous growth theory has emerged. New Keynesian economists integrated
the concepts of inflexible prices and imperfect competition into their models (Crotty 1996).
The real business cycle theory, promoted by Finn Kydland and Edward Prescott, highlighted
the significance of technological shocks in propelling economic fluctuations (Tabellini 2005).
Romer (1986) and Lucas (1988) advocated the concept of endogenous growth theory,
emphasising the crucial role of human capital and research and development (R&D) in
driving sustained economic growth over time. Additionally, according to Barro (1989), the
Ricardian equivalence hypothesis also emerged, which suggests that government debt has
a negligible effect on both overall demand and economic growth.

In the 1990s, there was a rise in the prominence of new institutional economics, led by
scholars such as Douglass North (1990) and Oliver Williamson (2000). They emphasised
the importance of institutions in influencing economic outcomes (Guerdjikova 2007). Ad-
ditionally, Barro (1990) contributed to the discussion by emphasising the significance of
government spending and robust public institutions as key drivers of long-term economic
growth. This institutional aspect, according to Posner (2010), strengthens the previous
focus on the accumulation of capital and progress in technology. This approach has been
especially pertinent in conversations amongst economists about growth in the economy,
but it encounters difficulties in measuring institutional elements (Tilman 2008). Modern
monetary theory (MMT), according to Nesiba (2013), suggests that sovereign currency
issuers are not limited by revenue when it comes to their spending. This controversial
theory has significant implications for both fiscal and monetary policy, but it is criticised
for its potential to cause inflation risks (Palley 2014). Ecological economics, pioneered by
scholars such as Herman Daly (1991) and Robert Costanza (1996), considers the economy as
a part of the ecological system and questions the dominant beliefs about economic growth.
This approach is specifically applicable to discussions regarding sustainable development
(Luks 1998).
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Therefore, one could argue that while each of these economic theories mentioned
above has made significant contributions towards our understanding of growth and devel-
opment in the economy, they are not without limitations and criticisms. Thus, the ongoing
development and improvement of economic theories demonstrate the complex and evolv-
ing nature of the world’s economic systems, as well as the difficulties in understanding
their dynamics in real time.

2.2. Previous Empirical Studies Relevant to This Study

Researchers have long been interested in understanding how fiscal and monetary
policies affect economic growth. The present discussion looked at empirical studies that
investigated the effects of these two distinct policies (associated variables) on economic
growth in various countries and regions. Tables 1–3 provide a brief summary of empirical
studies examining the effects of fiscal policy variables on economic growth. Similarly,
Tables 4–7 provide a brief summary of empirical studies examining the effects of monetary
policy variables on economic growth.

Recent empirical research has attempted to test these theories in a variety of contexts.
Du Plessis et al. (2014) formulated a medium-sized open economy DSGE model for South
Africa, providing a comprehensive framework for analysing macroeconomic dynamics in
the country. As a result, the model outperformed private sector economists’ inflationary
predictions. Arestis et al. (2021) studied the relationship between government expenditure
and output in Turkey. Their findings emphasise the importance of taking into account the
specific nature of government spending when assessing its impact on growth.

In the context of monetary policy, Friedman and Schwartz (1963) found that pro-
cyclical money supply movements led output by two-quarters. They concluded that
changes in the money stock cause output fluctuations, and they gave a verbal explanation
of how money and the business cycle might be linked. However, studies such as that of
Belongia and Ireland (2016) have revisited Friedman and Schwartz’s seminal work, offering
new perspectives on the relationship between money and output.

2.2.1. Effects of Associated Fiscal Policy Variables on Economic Growth

Here are Tables 1–3.

Table 1. A brief summary of empirical studies on government expenditure and economic growth.

Author(s) Country/Region Key Findings of the Study

Arestis et al. (2021) Turkey The study supports the Keynesian view, based on economically
significant government expenditures, rather than Wagner’s law.
Empirical findings indicated that government expenditures on
defence, economic affairs, education, health, housing and
community amenities, and social protection positively affect output
through Keynesian fiscal multiplier and
investment-accelerator mechanisms.

Iwegbunam and Robinson
(2018)

South Africa The Keynesian theory was confirmed, while Wagner’s theory was
rejected.

Mlilo and Netshikulwe
(2017)

South Africa Discovered supporting evidence for the Keynesian theory, but no
evidence was found for Wagner’s law.

Permana and Wika (2014) Indonesia Confirmed the validity of Wagner’s theory.

Sedrakyan and
Varela-Candamio (2019)

Armenia and Spain Accepted Keynesian theory for short-term economic conditions and
Wagner’s law for long-term economic trends.
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Table 2. A brief summary of empirical studies on government revenue and economic growth.

Author(s) Country/Region Key Findings of the Study

Ayana et al. (2023) Sub-Saharan Africa The initial impact of government revenue on growth is negative, but
growth is subsequently enhanced through interaction with institutional
integrity.

Moyo et al. (2021) South Africa There is a significant and direct correlation between tax revenue and
economic growth.

Nguyen and Darsono (2022) Asian countries Inadequate governance resulted in a decline in government revenue.

Roşoiu (2015) Romania The government revenue has a positive impact on the gross domestic
product (GDP).

Table 3. A brief summary of empirical studies on government debt and economic growth.

Author(s) Country/Region Key Findings of the Study

Hassan et al. (2023) Kenya External debt has a small positive impact, while domestic debt has a
small negative impact.

Kithinji (2020) Kenya The composition of public debt and government spending has a
substantial impact on economic growth.

Mothibi and
Mncayi-Makhanya (2019)

South Africa Negative relationship between government debt and economic growth.

Saungweme and Odhiambo
(2020)

South Africa Foreign debt exerts a detrimental influence on the economy over an
extended period, while domestic debt yields favourable effects in the
short term.

2.2.2. Effects of Associated Monetary Policy Variables on Economic Growth

Here are Tables 4–7.

Table 4. A brief summary of empirical research on inflation and economic growth.

Author(s) Country/Region Key Findings of the Study

Anochiwa and Maduka
(2015)

Nigeria Long-term relationship between inflation and economic growth; thus,
recommended inflation rate below 10%.

Bittencourt et al. (2015) SADC member states Economies were negatively impacted by the increasing inflation rates.

Khoza et al. (2016) South Africa Optimal economic growth can be achieved by maintaining a
recommended inflation rate of 5.3%.

Mbulawa (2015) Botswana An inflation rate of 3–6% is suggested as a means to promote
economic growth.

Table 5. A brief summary of empirical research on exchange rates and economic growth.

Author(s) Country/Region Key Findings of the Study

Ashour and Yong (2018) Developing countries A fixed exchange regime is associated with a higher rate of
economic growth.

Ehikioya (2019) Nigeria Continual fluctuations in exchange rates have a detrimental effect
on the growth of the economy.

Muzekenyi et al. (2019) South Africa Real exchange rates have a detrimental effect on economic growth
in both the short and long term.

Patel and Mah (2018) South Africa There is a strong negative correlation between real exchange rates
and economic growth.
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Table 6. A brief summary of empirical research on real interest rates and economic growth.

Author(s) Country/Region Key Findings of the Study

Matemilola et al. (2015) South Africa There is a significant negative correlation between interest rates and
long-term economic growth.

Nyasha and Odhiambo
(2015)

South Africa Interest rate reforms have a positive impact on economic growth in
both the short and long term.

Sari et al. (2022) Indonesia Interest rates exert a negative impact on economic growth.

Shaukat et al. (2019) Transitional economies Suggested lowering interest rates as a means to stimulate
economic growth.

Table 7. A brief summary of empirical research on money supply and economic growth.

Author(s) Country/Region Key Findings of the Study

Buthelezi (2023) South Africa In high economic scenarios, an increase in the money supply results
in a decrease in GDP.

Chaitip et al. (2015) ASEAN Economic
Community

Long-term relationship between money supply and
economic growth.

Dingela and Khobai (2017) South Africa There is a robust and direct positive relationship between the
amount of money in circulation and the rate of economic growth.

Matres and Le (2021) 217 countries Initially, a negative correlation between the growth of the money
supply and economic growth. However, this relationship changes
to a positive correlation in a subsequent year.

2.3. Other Viewpoints on Economic Growth and Governmental Policy Measures
2.3.1. The Relationship between Debt and Economic Growth

The research conducted by Reinhart and Rogoff (2010) has had a significant impact
on current discussions regarding the correlation between government debt and economic
growth. In their seminal paper “Growth in a Time of Debt”, the authors contend that coun-
tries with government debt-to-GDP ratios surpassing 90% tend to experience significantly
decreased rates of economic growth. Although there has been some disagreement about
their approach, their research has emphasised the possible dangers of elevated levels of
government debt to the long-term growth of the economy.

2.3.2. The Concept of Cumulative Causation and Its Impact on Economic Development

Myrdal (1957) and Kaldor (1970) formulated theories on cumulative causation that
have significant relevance for comprehending the process of economic growth in devel-
oping nations such as South Africa. Myrdal’s theory highlights the significance of initial
advantages or disadvantages in a region, which can result in self-perpetuating cycles of
growth or decline. This viewpoint is especially essential when examining the regional dis-
crepancies within South Africa. Kaldor’s growth laws centre on the manufacturing sector
as a catalyst for economic expansion, highlighting the significance of economies of scale and
the value of growth driven by exports. This framework has the potential to offer valuable
insights into the strategies employed by South Africa to promote industrial development.

2.3.3. The Washington Consensus and Systematic Restructuring

The Washington Consensus, a term coined by John Williamson in 1989, denotes a
collection of policy recommendations frequently advocated to developing nations by insti-
tutions such as the International Monetary Fund (IMF) and the World Bank (Martin 2009).
These policies generally encompass fiscal restraint, trade liberalisation, privatisation, and
deregulation. The International Monetary Fund’s structural adjustment programs, which
are founded on these principles, have had a significant impact on shaping economic policies
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in numerous developing nations, including South Africa (Hooper 2002). Nevertheless,
these programs have faced criticism for potentially worsening inequality and disregarding
the unique circumstances of individual countries (Marangos 2008).

2.3.4. Different Approaches to Development

The experiences of East Asian economies—specifically South Korea and, more recently,
China—provide different viewpoints on the government’s role in economic development.
The concept of the developmental state, as explained by authors such as So and Amsden
(2002) and Wade (1992), underscores the capacity of strategic government intervention to
foster industrialisation and growth in the economy. These supplementary viewpoints offer
crucial context for comprehending the complicated interconnections among fiscal policy,
monetary policy, and economic growth in South Africa. They emphasise the importance of
taking into account various factors beyond conventional macroeconomic indicators, such
as institutional quality, historical legacies, and global economic structures. By integrating
various theoretical frameworks and empirical evidence, our analysis of South Africa’s eco-
nomic growth can be placed within wider discussions regarding development economics
and the efficacy of policies in emerging market situations.

3. Methodology

This section of this study describes how the authors conducted a comprehensive
econometric analysis to investigate the impact of fiscal and monetary policies on economic
growth in South Africa. The methodology consisted of several steps, including data
preparation, unit root testing, cointegration analysis, model estimation, diagnostic testing,
and Granger causality analysis. As a result, the following sections outline the step-by-step
methodology used in this study.

3.1. Data Preparation

This study used annual time-series data for South Africa from the SARB and World
Bank (World Bank development indicators) from 1980 to 2022 for macroeconomic variables
related to fiscal and monetary policy and economic growth. The empirical analysis used
government expenditure, revenue, and debt as fiscal policy proxies, while using the in-
flation rate, real interest rate, official exchange rate, broad money supply (M3), and GDP
annual growth rate as economic growth rate proxies. Thus, comparable to the work of
Monamodi (2019), this study examined secondary data, tested relationships, and made
sound econometric predictions using quantitative analysis and time series.

3.2. Model Specification

This study used the Autoregressive Distributed Lag (ARDL) model. Based on the
research of Pesaran et al. (2001), Narayan (2005) modified the model. This study model
was chosen after several studies. Du Plessis et al. (2007) examined South Africa’s fiscal
and monetary policies’ cyclicality since democracy. In another study, Noman and Khudri
(2015) examined how monetary and fiscal policies affect Bangladesh’s economy. Based on
historical data, the authors used the ARDL model to predict and analyse variable linkages.
For the purposes of this paper, the variable relationship analysis that we conducted treated
the two policies separately in order to align with the traditional economic theories discussed
in this paper; thus, the fiscal and monetary policy models were specified as follows:

Fiscal policy model:
GDP_growth = f(GE, GR, GD) (1)

Monetary policy model:

GDP_growth = f(IF, ER, MS, IR) (2)

where GDP_growth is the proxy that is employed to measure the economic growth rate (as
annual GDP growth rate), GE is government spending, GR is government revenue, GD is
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government debt, IF is inflation rate, M is the M3 money supply, IR is the interest rate, and
ER is the exchange rate. Additionally, the following Table 8 presents an overview of the
macroeconomic variables analysed in the study.

Therefore, the regression model is specified as follows:

GDP_growth = β0 +β1GEt +β2GRt +β3GDt+µt (3)

GDP_growth = β0 +β1IFt +β2ERt +β3MSt +β4IRt+µt (4)

In order to mitigate the issue of heteroskedasticity, the aforementioned equation is
transformed into a logarithmic format (Khobai and Le Roux 2017). Consequently, the linear
equation of the natural logarithm yields the following expression:

lnGDP_growth = β0 +β1lnGEt +β2lnGRt +β3lnGDt+µt (5)

lnGDP_growth = β0 +β1lnIFt +β2lnERt +β3lnMSt +β4lnIRt+µt (6)

where

Table 8. Description of macroeconomic variables of the study.

Variable Description of the Variable Measurement Data Source *

lnGDP_growth_growth Logarithm of gross domestic product
growth rate (% annual growth rate) WB

lnGE Logarithm of government expenditure (% of GDP) SARB

lnGR Logarithm of government revenue (% of GDP) SARB

lnGD Logarithm of government debt (% of GDP) SARB

lnIF Logarithm of inflation (average consumer
prices) (% change) WB

lnER Logarithm of official exchange rate (Ratio) WB

lnMS Logarithm of broad money supply (M3) (% of GDP) WB

lnIR Logarithm of real interest rate (%) WB

* Notes: data were sourced from the World Bank development indicators (WB) and South African Reserve Bank
(SARB).

3.3. Empirical Estimation Technique

This study examined how fiscal and monetary policies affect economic growth in
South Africa by examining the relationships between Equations (5)–(8). Using a time-series
technique to investigate long-run cointegration among the variables, the ARDL model
was employed. The ARDL model was selected because it is robust to misspecification,
accommodates variables with different orders of integration, and captures short- and long-
term relationships in time-series data (Pesaran et al. 2001). It is important to note that while
the ARDL model offers several advantages, it also has limitations, and the model may be
subject to omitted-variable bias or misspecification. Thus, these qualities made it the ideal
model for empirical analysis in this study. Then, we examined macroeconomic variable
causal relationships using pairwise Granger causality.

3.3.1. Unit Root Testing (ADF, PP, and KPSS)

One of the fundamental assumptions in time-series analysis is stationarity, which
refers to a series of statistical properties remaining constant over time (Hoffmann 1987).
Non-stationarity can produce misleading regression results and invalid statistical inferences.
As a result, it is critical to check for the presence of unit roots (non-stationarity) in time-
series data.
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This study employed three widely used unit root tests: the Augmented Dickey–Fuller
(ADF) test (Dickey and Fuller 1979), the Phillips–Perron (PP) test (Phillips and Perron 1988),
and the Kwiatkowski–Phillips–Schmidt–Shin (KPSS) stationarity test (Kwiatkowski et al.
1992). The ADF and PP tests compare the null hypothesis of a unit root (non-stationarity)
to the alternative hypothesis of stationarity. These tests are performed on each variable
at levels and first differences, with either an intercept or an intercept and trend. The
optimal lag length for the ADF test is calculated using information criteria such as the
Akaike Information Criterion (AIC). The KPSS test, on the other hand, compares the null
hypothesis of stationarity to the alternative hypothesis of unit root. This test is used in con-
junction with the ADF and PP tests to provide additional information about the variables’
stationarity. The results of these unit root tests guide the appropriate transformations (i.e.,
differencing or detrending) needed to achieve stationarity before proceeding with further
econometric analyses.

3.3.2. ARDL Model as a Method of Cointegration

This study confirmed the order of integration of the variables through unit root testing
before employing the ARDL model to investigate the presence of long-run equilibrium
relationships (cointegration) among the variables. The ARDL model has been noted as a
significant technique introduced by Pesaran et al. (2001) that could be applied regardless of
whether the variables were integrated of order zero, I(0), or integrated of order one, I(1).
However, it is essential to note that none of the variables were integrated of an order higher
than one, I(2), as this would have violated the assumptions of the ARDL approach (Pesaran
et al. 2001).

Fiscal policy on economic growth:

lnGDP_growtht = β0 +
p
∑

i=0
β1∆GEt−1 +

p
∑

i=0
β2∆GRt−1 +

p
∑

i=o
β3∆GDt−1+

λ1GEt−1 + λ2GRt−1 + λ3GDt−1 + µt

(7)

Monetary policy on economic growth:

lnGDP_growtht = β0 + ∑
q
j=0 β1∆IFt−1 + ∑

q
j=0 β2∆ERt−1 + ∑

q
j=0 β3∆MSt−1

+∑
q
j=0 β4∆IRt−1 + λ1IFt−1 + λ2ERt−1 + λ3MSt−1 + λ4IRt−1 + µt

(8)

where the difference operator, denoted by the symbol ∆ in this instance, indicates how
a variable changes over time. When all independent variables are held constant, the
intercept term β0 represents the baseline value of the dependent variable. The effects of the
explanatory variables on the dependent variable are represented by the coefficients β and
λ, which align to the regression coefficients.

Consequently, the following is a description of the error correction term model:
Fiscal policy:

lnGDP_growtht = β0 + ∑
p
i=0 β1∆GEt−1 + ∑

p
i=0 β2∆GRt−1 + ∑

p
i=o β3∆GDt−1

+Γ4ECMt−1 + µt
(9)

Monetary policy:

lnGDP_growtht = β0 + ∑
q
j=0 β1∆IFt−1 + ∑

q
j=0 β2∆ERt−1 + ∑

q
j=0 β3∆MSt−1+

∑
q
j=0 β4∆IRt−1 + Γ5ECMt−1 + µt

(10)

where ∆ is the difference operator, β0 is the intercept, β and λ are the regression coefficients,
ECMt−1 is the error correction term, and µt is the white noise error term.

The third step involved evaluating the long-run variable relationships by estimating
the unrestricted error correction model (ECM) with the ARDL bounds test. The ARDL
bounds test uses the Wald test, represented by the F-statistic, to determine whether or not
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cointegration exists. That is, the F-statistic has been used to test the cointegration hypothesis
for its existence (Dritsakis 2011). The null hypothesis for both fiscal and monetary policy,
which suggests the absence of cointegration, is represented as follows:

H0 : β1 = β2 = β3 = 0

H0 : β1 = β2 = β3 = β4 = 0

Alternatively, cointegration amongst the variables may exist, according to the follow-
ing hypothesis:

Ha : β1 ̸= β2 ̸= β3 ̸= 0

Ha : β1 ̸= β2 ̸= β3 ̸= β4 ̸= 0

As a result, the authors used the critical value sets to draw conclusions about the
outcomes of the cointegration analysis. That is, Pesaran et al. (2001) introduced two critical
value sets for the bound testing framework. The upper-bound and lower-bound critical
values are included in these sets. These crucial values function as standards for assessing
macroeconomic theories. In particular, the null hypothesis of no cointegration is rejected
when testing it if the computed F-statistic is greater than the upper-bound critical value.
Conversely, the null hypothesis of no cointegration cannot be ruled out if the calculated
F-statistic is less than the lower-bound critical value. In cases when the calculated F-statistic
lies between the lower- and upper-bound critical values, the findings are ambiguous and
do not offer a definitive conclusion regarding the null hypothesis (Pesaran et al. 2001).

3.3.3. Diagnostic Testing of Fiscal and Monetary Policy Models

Several diagnostic tests are performed to verify the estimated ARDL models as high-
lighted in Table 9. These tests are necessary to evaluate the classical linear regression
model’s assumptions and identify possible weaknesses that could affect the analysis’s
conclusions.

Table 9. Types of diagnostic tests employed in this study.

Diagnostic Test Explanation Source

Q-statistic (correlogram
of residuals)

This test detects residual autocorrelation. Autocorrelation violates the
assumption of independent and identically distributed errors, resulting
in inefficient parameter estimates and invalid statistical inferences.

(Breusch 1978)

Jarque–Bera test The residuals’ normality was determined by this test. For valid
statistical inferences, normality is desirable, and violations can affect
hypothesis testing and confidence intervals.

Jarque and Bera (1987)

Breusch–Godfrey serial
correlation LM test

This test detects residual serial correlation. Serial correlation can cause
inefficient parameter estimates and biased standard errors,
compromising statistical inferences.

Breusch (1978); Godfrey
(1978)

ARCH-LM test This test detects residual autoregressive conditional heteroskedasticity
(ARCH). Heteroskedasticity, or non-constant residual variance, violates
homoskedasticity by causing inefficient parameter estimates and
biased standard errors.

Engle (1982)

Ramsey’s RESET test This test has been used to detect model functional form errors
consisting of omitted variables. Therefore, model misspecification can
bias and inconsistently estimate parameters, undermining
inference validity.

Ramsey (1969)

In addition, this study uses variance inflation factors (VIFs) to assess the level of
multicollinearity within the models, as well as graphical diagnostic tools like the cumulative
sum of recursive residuals (CUSUM) and CUSUM of squares (CUSUMQ) tests to evaluate
the model coefficients’ stability over time. Thus, these tests are critical for determining
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the consistency of the regression parameters and detecting potential structural breaks or
parameter instability (Deng and Perron 2008).

3.3.4. Pairwise Granger Causality Test of Fiscal and Monetary Policy Models

The study examined fiscal and monetary policy variables’ effects on economic growth
using the pairwise Granger causality test (Granger 1969). This test was based on the idea
that if a variable X caused another variable Y, past X values should help predict future
Y values (Hoffmann 1987). Pairwise Granger causality testing has been selected since
Thabane and Lebina (2016) showed its superior performance across datasets of various
sizes, including small and large samples. This robust causality test was preferred over
others due to its adaptability to sample sizes. Fiscal and monetary policy models were
tested separately for pairwise Granger causality. The test conducted a bivariate regression
model for each model (fiscal and monetary policy), estimating the relationship between
GDP_growth and one independent variable. Hence, it is crucial to acknowledge that the
Granger causality tests possess certain limitations. They demonstrate the ability to make
predictions within the statistical framework being used, rather than establishing absolute
causation. According to Edoumiekumo (2010), these tests are most valuable when they are
supported by clear theoretical foundations. In addition, bivariate Granger causality tests
may not fully capture the complicated nature of economic relationships.

3.4. The Rationale behind Not Using Multivariate Analyses

This study primarily utilised bivariate analysis techniques, specifically the Autore-
gressive Distributed Lag (ARDL) model and pairwise Granger causality tests. Although
these methods offer valuable insights, it is crucial to consider the reasons for not using
multivariate analysis techniques (as shown in Table 10 below) and how this decision may
be connected to the conflicting results that have been observed.

Table 10. Rationale for not using multivariate analyses.

Category Justification

Simplicity The main objective of the study was to evaluate the applicability of specific economic
theories (Keynesian, monetarist, Wagner’s) within the context of South Africa. Bivariate
analyses facilitate a more straightforward interpretation in relation to these theories.

Limitations of sample size The sample size was relatively small, consisting of annual data from 1980 to 2022. When
using multivariate techniques, it is important to have larger samples in order to obtain
accurate estimates, particularly when working with multiple variables and lags.

Focused on individual relationships The primary goal was to separate and analyse the impacts of particular fiscal and
monetary policy factors on economic growth, which is in line with
bivariate methodologies.

Interpretability of results Although multivariate models have the ability to capture complicated interactions, they
can pose difficulties in interpretation, particularly when attempting to establish
connections with specific economic theories.

4. Results and Discussion
4.1. Statistical Description and Correlation Analysis
4.1.1. Descriptive Statistics

The assessment below in Table 11 provides a summary of South Africa’s economic
performance between 1980 and 2022, focusing on key macroeconomic indicators.

South Africa’s GDP growth rate averaged 2.10%, with significant fluctuations (SD = 2.53%),
indicating gradual economic expansion (Mlilo and Netshikulwe 2017). The government’s
debt-to-GDP ratio was consistently high, averaging 36.87% and peaking at 70.90%, raising
questions about debt sustainability (Mothibi and Mncayi-Makhanya 2019). Government
spending remained consistent, averaging 21.11% of GDP_growth (SD = 1.82%), while
revenue averaged 24.25% (SD = 2.90%), indicating a stable financial environment. The
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official exchange rate fluctuated significantly (mean = 6.80, SD = 4.63), potentially affecting
trade and investment (Muzekenyi et al. 2019). Real interest rates fluctuated moderately
(mean = 4.08%, SD = 3.94%), potentially stimulating economic growth (Matemilola et al.
2015). Inflation rates were relatively high (mean = 8.50%, SD = 4.61%), which could affect
household purchasing power and economic stability. The M3 money supply-to-GDP ratio
increased consistently (mean = 56.33%, SD = 10.36%), indicating the potential for economic
stimulation as well as inflationary pressures (Dingela and Khobai 2017).

Table 11. Descriptive statistics of various macroeconomic variables.

GDP_Growth GD GR GE ER IR IF MS

Mean 2.100612 36.86591 21.10909 24.24545 6.799129 4.079011 8.504760 56.32707

Median 2.400000 32.90000 20.80000 23.85000 6.459693 4.027493 7.039727 51.41957

Maximum 6.620583 70.90000 25.30000 31.80000 16.45911 12.69103 18.65492 73.96950

Minimum −5.963358 23.60000 17.90000 19.20000 0.778834 −11.00901 −0.692030 41.51655

Std. Dev 2.531362 12.08154 1.822829 2.897188 4.632959 3.938838 4.609310 10.35606

Skewness −0.735264 1.362933 0.271571 0.617685 0.579347 −0.906002 0.430097 0.303163

Kurtosis 3.819556 4.384612 2.362220 2.891934 2.253647 6.918028 2.211543 1.452924

Jarque–Bera 5.077804 17.13708 1.286571 2.819329 3.403476 33.38646 2.439529 4.946928

Probability 0.078953 0.000190 0.525563 0.244225 0.182366 0.000000 0.295300 0.084292

Source: constructed using e-views 12 software by the authors.

4.1.2. Correlation Analysis

The correlation analysis in Table 12 below reveals a complex web of relationships
between South Africa’s macroeconomic variables.

Table 12. Correlation analysis for selected variables.

GDP_growth GD GE GR ER IR IF MS

GDP_growth 1

GD −0.096848 1

GE −0.269392 0.812387 1

GR −0.267875 0.502299 0.700160 1

ER −0.158253 0.742019 0.760325 0.819210 1

IR −0.012185 0.132125 −0.013749 0.091029 0.108984 1

IF −0.202493 −0.463327 −0.404467 −0.437055 −0.690169 −0.352175 1

MS −0.052259 0.365677 0.557305 0.791198 0.803753 −0.019611 −0.610186 1

Source: constructed using e-views 12 software by the authors.

As a result, the findings show a strong positive relationship between government
spending and debt. Furthermore, there were positive correlations between government
revenue and spending, as well as between official exchange rates and government spending
and revenue. The money supply (M3) as a percentage of GDP has a positive correlation
with government revenue and official exchange rates. In contrast, negative correlations
were found between GDP_growth and government debt, GDP_growth and inflation, and
government debt and inflation. Interestingly, government spending and M3 money supply
have a negative correlation with inflation. The relationship between GDP_growth and
government spending and revenue appears to be weak and unstable.
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4.2. Unit Root and Stationarity Tests

Table 13 below shows the probability value (p-value) results of three different unit root
tests: Augmented Dickey–Fuller (ADF), Phillips–Perron (PP), and Kwiatkowski–Phillips–
Schmidt–Shin (KPSS) stationarity tests recorded at 5% statistical difference. These tests are
used to determine whether a time-series variable is stationary or non-stationary, which is
an important factor in time-series analysis and modelling.

Table 13. Unit root test (ADF, PP, and KPSS) results.

Levels Bandwidth First Difference Bandwidth

Variables Test Intercept Intercept and
Trend Intercept Intercept and

Trend

GDP_growth ADF 0.0001 0.0007 0 0.0000 0.0000 0
PP 0.0001 0.0007 1 0.0000 0.0000 15

KPSS 0.137440 0.136281 2 0.248329 0.173762 17

GD ADF 0.8908 0.9167 1 0.0026 0.0115 0
PP 0.9884 0.9709 3 0.0026 0.0110 2

KPSS 0.424817 0.113154 5 0.318285 0.118215 4

GE ADF 0.8977 0.8512 0 0.0000 0.0001 0
PP 0.8898 0.8237 2 0.0000 0.0001 0

KPSS 0.549794 0.134248 5 0.146435 0.088135 0

GR ADF 0.4104 0.0353 0 0.0000 0.0000 0
PP 0.5682 0.0324 2 0.0000 0.0000 10

KPSS 0.741252 0.082962 2 0.139263 0.124831 12

ER ADF 0.9722 0.5244 0 0.0000 0.0001 0
PP 0.9909 0.4992 3 0.0000 0.0000 11

KPSS 0.782595 0.124273 4 0.197999 0.100508 10

IR ADF 0.0000 0.0005 0 0.0000 0.0000 0
PP 0.0000 0.0006 2 0.0000 0.0000 17

KPSS 0.224226 0.178522 4 0.159466 0.060718 1

IF ADF 0.7685 0.9396 4 0.0000 0.0003 3
PP 0.4618 0.2488 7 0.0000 0.0000 40

KPSS 0.654993 0.168431 4 0.472595 0.412194 35

MS ADF 0.9159 0.6348 0 0.0001 0.0004 0
PP 0.8920 0.5591 2 0.0001 0.0004 0

KPSS 0.691223 0.116852 5 0.134449 0.090509 1

Source: constructed using e-views 12 software by the authors.

The ADF test results show that GDP_growth and interest rates (IRs) are stationary at
levels, whereas other variables such as government debt (GD), government expenditure
(GE), and exchange rates (ER) become stationary after initial differencing. The PP test
confirms these findings, with most variables being non-stationary at levels but stationary
after initial differentiation. This is consistent with common findings from economic and
financial time-series data (Hoffmann 1987). The KPSS test offers an additional viewpoint,
confirming non-stationarity at levels for variables such as GDP_growth, GD, inflation (IF),
and money supply (MS). However, it shows that GE and government revenue (GR) are
stable at their current levels. Most variables become stationary after the first differencing,
with the exception of IF, which remains non-stationary.

These findings emphasise the importance of differencing variables in econometric
modelling to avoid false regression results. The majority of variables are integrated of
order one, I(1), which means that they become stationary after the first differencing. The
consistency between the three tests strengthens the overall conclusion. However, there are
some discrepancies, such as the KPSS test, which shows GDP_growth as non-stationary
at levels, whereas the ADF and PP tests show stationarity. These differences highlight the
importance of using multiple tests to ensure reliable results in time-series analysis.
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4.3. The Estimation of the ARDL Model
4.3.1. Empirical Analysis of Fiscal Policy Model

The ARDL bounds test was used to identify long-term relationships between fiscal
policy variables. The F-statistic (15.13923), as shown in Table 14 below, exceeded the upper-
bound critical value at 1% significance, indicating a cointegrated long-run relationship
between variables (Pesaran et al. 2001).

Table 14. Fiscal policy model cointegration bounds F-test results (ARDL: 1,2,1,1).

Dependent Variable Model F-Statistic Results

lnGDP_growth F(lnGDP_growth/lnGD,lnGE,lnGR) 15.13923 Long-run relationship
exists (cointegrated)

Asymptotic critical values

Pesaran et al. (2001),
p300, Table CI(iii)
Case III

10% 5% 1%

I(0) I(1) I(0) I(1) I(0) I(1)

2.37 3.2 2.79 3.67 3.65 4.66

Source: constructed using e-views 12 software by the authors.

Additionally, the long-run estimates in Table 15 indicate that government debt and
spending had a negative but statistically insignificant impact on GDP_growth. Government
revenue had a statistically significant negative effect, with each 1% increase resulting in a
1.59% decrease in economic growth. This contradicts the widely held belief that increased
government revenue boosts economic growth.

Table 15. Fiscal policy model—long-run estimated ARDL results (1,2,1,1).

Variables Coefficient Std. Error t-Statistic p-Value

C 26.07530 0.893663 −0.715859 0.4828

lnGD −0.639736 4.125634 −1.381635 0.1831

lnGE −5.700121 3.427453 −0.465347 0.6470

lnGR −1.594955 6.763398 3.855355 0.0011

Source: constructed using e-views 12 software by the authors.

The diagnostic test results in Table 16 reveal the model’s strengths and weaknesses. While
there was no autocorrelation, serial correlation, or ARCH effect, and the model was properly
specified, it did not meet the normality assumption, thus potentially jeopardising its reliability.

Table 16. Diagnostic test results of fiscal policy model.

Types of Tests Test Statistic p-Value Results

Q-statistic
(correlogram of residuals) 2.0631 0.151 Failed to reject the null hypothesis

Jarque–Bera 9.724982 0.007731 Rejected the null hypothesis

Breusch–Godfrey serial correlation LM TEST 3.534188 0.0521 Failed to reject the null hypothesis

ARCH-LM 0.030548 0.9700 Failed to reject the null hypothesis

Ramsey (RESET) test 0.456900 0.6408 Failed to reject the null hypothesis

Source: constructed using e-views 12 software by the authors.

The variance inflation factors (VIFs) assessment results in Table 17 reveal signifi-
cant multicollinearity among variables, which could lead to unstable coefficient estimates
(Gujarati and Porter 2009).
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Table 17. Variance inflation factors.

Variable Coefficient Uncentred VIF Centred VIF

lnGD 9.173567 10456.72 45.66605

lnGE 33.55271 29,876.56 25.44620

lnGR 17.37699 14,227.95 7.271898

C 44.47521 3882.892 N/A

Source: constructed using e-views 12 software by the authors.

The CUSUM (cumulative sum of recursive residuals) test was conducted as shown
in Figure 1 below to detect changes or instability in a model’s parameters between 1980
and 2022. As a result, Figure 1 shows the CUSUM statistic for the study’s fiscal policy
model, which is still within the 5% critical bounds. Thus, there is no evidence of parameter
instability or structural breaks in the model, implying that the model’s parameters have
remained stable and consistent over the assessment period (from 1980 to 2022).
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Figure 1. CUSUM test (CUSUM): fiscal policy model.

However, the CUSUM of squares (CUSUMQ) test in Figure 2 reveals that the time
series experienced structural breakdowns, resulting in instability for a brief period between
2015 and 2019. Thus, the blue line deviates by 5% from the critical boundary line. However,
the model regains stability, as evidenced by the blue line returning to the critical boundary
of 5%. This deviation can be attributed to South Africa’s fiscal policy between 2015 and 2019,
which aimed to reduce budget deficits through spending cuts and tax increases, but these
efforts were hampered by slow economic growth (National Treasury 2019). That is, during
this time, the VAT rate was raised from 14% to 15% in 2018, and the government announced
plans to restructure agencies to reduce costs. However, rising debt levels persisted as
macroeconomic policymakers struggled to implement fiscal consolidation measures.
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4.3.2. Empirical Analysis of Monetary Policy Model

As shown in Table 18 below, the monetary policy model’s F-bounds test yielded
1.949471, below the lower-bound critical value at all significance levels. This indicated no
long-term cointegration between the dependent variable and explanatory variables.

Table 18. Monetary policy cointegration F-bounds test results (ARDL: 1,0,0,0,0).

Dependent
Variable Model F-Statistic Results

lnGDP_growth F(lnGDP_growth/lnER,lnIF,lnIR,lnMS) 1.949471 No long-run relationship exists
(i.e., no cointegration)

Asymptotic critical values

Pesaran et al. (2001), p300,
Table CI(iii)
Case III

10% 5% 1%

I(0) I(1) I(0) I(1) I(0) I(1)

2.2 3.09 2.56 3.49 3.29 4.37

Source: constructed using e-views 12 software by the authors.

The short-run estimates in Table 19 reveal that no coefficients were statistically sig-
nificant at the 5% level. The R-squared value (0.23) and negative adjusted R-squared
(−0.043410) suggested a poor model fit. The F-statistic (0.841906), with a p-value of 0.54,
indicated that the independent variables had no significant effect on economic growth in
the short run.

Table 19. Monetary policy short-run estimates on economic growth (ARDL: 1,0,0,0,0).

Variable Coefficient Std. Error t-Statistic p-Value

D (lnER) −2.452820 1.807068 −1.357348 0.1962

D (lnIF) 0.036032 0.707189 0.050951 0.9601

D (lnIR) −0.705642 0.605676 −1.165048 0.2635

D (lnMS) −3.031129 5.401375 −0.561177 0.5835

C 0.169461 0.253142 0.669431 0.5141

R-squared: 0.231172
Adjusted R-squared: −0.043410
F-Statistic: 0.841906
Prob (F-statistic): 0.542060
Durbin–Watson stat: 2.039134

Source: constructed using e-views 12 software by the authors.

The diagnostic tests results of the monetary policy model, as shown in Table 20,
revealed no serial correlation, no heteroskedasticity, and an adequate functional form.
However, the residuals did not have a normal distribution.

Additionally, the monetary policy model’s VIFs, as outlined in Table 21, did not exceed
10, indicating that multicollinearity was not a significant issue (Gujarati and Porter 2009).

Furthermore, the CUSUM and CUSUMQ tests were used to assess the stability of
the parameters in the monetary policy model by looking at how macroeconomic variables
related to monetary policy affect economic growth. As a result, Figure 3 above shows
the CUSUM test, which compares the cumulative sum of recursive residuals to a critical
threshold at a significance level of 5%. As a result, the results show that the total sum is
still within the critical threshold limit, indicating that the model’s parameters are consistent
over the sample period.
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Table 20. Diagnostic test results of monetary policy model.

Types of Tests Test Statistic p-Value Results

Q-statistic (correlogram
of residuals) 0.1557 0.693 Failed to reject the null hypothesis

Jarque–Bera 15.22767 0.000494 Rejected the null hypothesis of normality

Breusch–Godfrey serial correlation
LM TEST 1.349047 0.2845 Failed to reject the null hypothesis of no serial

correlation

ARCH-LM 0.084875 0.9191 Failed to reject the null hypothesis of no
heteroskedasticity

Ramsey (RESET) test 0.763647 0.4805 Failed to reject the null hypothesis of no omitted
variables or incorrect functional form

Source: constructed using e-views 12 software by the authors.

Table 21. Monetary policy variance inflation factors.

Variable Coefficient Variance Uncentred VIF Centred VIF

lnER 0.119001 31.63596 2.949770

lnIF 0.141504 31.70879 1.560107

lnIR 0.099947 17.35206 1.373689

lnMS 1.509091 1568.607 2.810526

C 24.99751 1578.308 N/A

Source: constructed using e-views 12 software by the authors.
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Figure 3. CUSUM test (CUSUM): monetary policy model.

Also, Turner (2010) argues that the CUSUMQ test is particularly effective at detecting
sudden fluctuations in parameters. Thus, the CUSUMQ plot in Figure 4 confirms the
stability of the monetary policy model parameters by showing that the cumulative sum of
squared residuals remains within the critical bounds, which is consistent with the CUSUM
test results above, both of which are within the 5% significance level.
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5. Pairwise Granger Causality Test
5.1. Fiscal Policy Model Results

The pairwise Granger causality test for the fiscal policy model, as shown in Table 22,
revealed that government expenditure (lnGE) has a causal relationship with economic
growth (lnGDP_growth) at a 5% significance level (p-value = 0.0053). This suggests that
changes in government expenditure can predict future fluctuations in economic growth,
aligning with Keynesian economic theory (Gottesman et al. 2005). However, the reverse
causality was not observed. The test found no causal relationship between government
debt (lnGD) or government revenue (lnGR) and economic growth. The absence of causality
between government debt and growth supports the Ricardian equivalence hypothesis. The
findings regarding government revenue may align with the Laffer curve theory, which
suggests that tax rates beyond a certain threshold can hinder economic activity. When
examining the first differences of the variables, no Granger causality was observed among
any of the selected variables.

Table 22. Pairwise Granger causality test—fiscal policy model.

Level

Dependant
Variable

Null Hypothesis Observations F-Statistic p-Value Decision (Accept or
Reject Hypothesis)

lnGDP_growth lnGD does not Granger-cause
lnGDP_growth

24 2.5292 0.1062 Accepted

lnGDP_growth does Granger-cause lnGD 2.5441 0.1050 Accepted

lnGE does not Granger-cause
lnGDP_growth

6.9860 0.0053 Rejected

lnGDP_growth does Granger-cause lnGE 0.1443 0.8666 Accepted

lnGR does not Granger-cause
lnGDP_growth

2.3729 0.1203 Accepted

lnGDP_growth does Granger-cause lnGR 0.9173 0.4166 Accepted

First Difference

D(lnGDP_growth) D(lnGD) does not Granger-cause
D(lnGDP_growth)

21 0.2856 0.7552 Accepted

D(lnGDP_growth) does Granger-cause
D(lnGD)

0.8746 0.4361 Accepted

D(lnGE) does not Granger-cause
D(lnGDP_growth)

1.1117 0.3531 Accepted

D(lnGDP_growth) does Granger-cause
D(lnGE)

0.3932 0.6812 Accepted

D(lnGR) does not Granger-cause
D(lnGDP_growth)

0.0698 0.4935 Accepted

D(lnGDP_growth) does Granger-cause
(lnGR)

0.7383 0.4935 Accepted

Source: constructed using e-views 12 software by the authors.

5.2. Monetary Policy Model Results

Table 23 outlines that the exchange rate (lnER) does not cause economic growth in
the monetary policy model. This finding supports Friedman’s (1953) theory that nominal
exchange rate changes have limited long-term effects on real economic factors. The 1972
Lucas proposal of monetary neutrality is also supported. That is, the test found no causal re-
lationship between economic growth and inflation, interest, or M3 money supply. However,
it appears that economic growth Granger-causes inflation, supporting the demand-pull
inflation theory. The absence of Granger causality from interest rates and money supply
to growth supports the theory of monetary neutrality. The first differences of monetary
policy variables show no Granger causality between economic growth and monetary policy
variables.
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Table 23. Pairwise Granger causality test—monetary policy model.

Level

Dependant
Variable

Null Hypothesis Observations F-
Statistic

p-Value Decision (Accept or
Reject Null Hypothesis)

lnGDP_growth lnER does not Granger-cause lnGDP_growth 24 0.97187 0.3964 Accepted

lnGDP_growth does Granger-cause lnER 0.06236 0.9397 Accepted

lnIF does not Granger-cause lnGDP_growth 21 0.20088 0.8200 Accepted

lnGDP_growth does Granger-cause lnIF 4.63940 0.0258 Rejected

lnIR does not Granger-cause lnGDP_growth 22 0.14434 0.8666 Accepted

lnGDP_growth does Granger-cause lnIR 0.13514 0.8745 Accepted

lnMS does not Granger-cause
lnGDP_growth

24 0.85153 0.4424 Accepted

lnGDP_growth does Granger-cause lnMS 1.99807 0.1631 Accepted

First Difference

D(lnGDP_growth) D(lnER) does not Granger-cause
D(lnGDP_growth)

21 0.08379 0.9200 Accepted

D(lnGDP_growth) does Granger-cause
D(lnER)

0.31191 0.7364 Accepted

D(lnIF) does not Granger-cause
D(lnGDP_growth)

17 0.35588 0.7077 Accepted

D(lnGDP_growth) does Granger-cause
D(lnIF)

0.76521 0.4867 Accepted

D(lnIR) does not Granger-cause
D(lnGDP_growth)

20 0.84234 0.4501 Accepted

D(lnGDP_growth) does Granger-cause
(lnIR)

0.63239 0.5449 Accepted

D(lnMS) does not Granger-cause
D(lnGDP_growth)

21 0.25454 0.7784 Accepted

D(lnGDP_growth) does Granger-cause
(lnMS)

0.39542 0.6798 Accepted

Source: constructed using e-views 12 software by the authors.

6. Conclusions and Policy Recommendations

This study found no conclusive evidence that increased government spending leads
to higher economic growth in South Africa, but a causal relationship was established
using pairwise Granger causality analysis, which is consistent with Keynesian theory: an
inverse relationship between government revenue and economic growth was discovered,
contradicting conventional economic theory and implying potential inefficiencies in the tax
system. Monetary policy variables had no long-term relationship with economic growth,
supporting the idea of monetary neutrality. The lack of pairwise Granger causality between
monetary variables and economic growth provides evidence of their limited long-term
impact using the time-series data presented in this study.

Our policy recommendations include the following:

• Evaluating the effectiveness of government expenditures and the impact of taxes on
economic activity.

• Maintaining price stability and managing inflation, with minimal long-term impact
on growth.

• Implementing macroeconomic policies and structural reforms to address infrastructure
gaps and skill inconsistencies.

• Fostering private sector investment and growth through fiscal sustainability and
effective debt management, even though the current study did not find evidence to
suggest a direct link between government debt and economic growth.
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7. Limitations and Suggestion for Future Research

This study provides insight into fiscal and monetary policies’ effects on South African
economic growth, but it has limitations. The SARB and World Bank development indicators
may have measurement errors. Alternative or primary data sources could be investigated
in future research. Model misspecification or omitted-variable bias may occur with the
ARDL model and pairwise Granger causality tests. Future studies could consider different
model specifications or variables. This study assumed parameter stability, but structural
breaks or regime shifts may affect macroeconomic variable relationships. Regime-switching
models and structural break tests could be used in future research. Interdependencies
and spillover effects between fiscal and monetary policies were not examined, suggesting
further research.

Possible Implications due to Conflicting Results Observed

The decision to employ bivariate analysis instead of multivariate analysis could be
a factor in the contradictory findings that were observed (as highlighted in Table 24),
especially in relation to the correlation analysis and Granger causality tests. These conflicts
may arise due to the following factors:

Table 24. Rationale behind conflicting results.

Category Justification

Omitted-variable bias Bivariate analysis fails to consider the impact of additional variables, potentially
resulting in misleading correlations or concealing genuine relationships.

Secondary impacts When compared to bivariate analysis, multivariate analysis has the potential to
uncover additional indirect relationships between variables that are not
readily apparent.

Complex relationships between the
employed variables

The economy is a complicated system that is composed of a number of variables
that interact with one another. It is possible that bivariate analysis causes these
relationships to be oversimplified, which can result in contradictory findings when
different pairs of variables are investigated separately.
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