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Abstract: This study investigates the impact of generative AI systems like ChatGPT on semi-
structured decision-making, specifically in evaluating undergraduate dissertations. We propose
using Davis’ technology acceptance model (TAM) and Schulz von Thun’s four-sides communication
model to understand human–AI interaction and necessary adaptations for acceptance in dissertation
grading. Utilizing an inductive research design, we conducted ten interviews with respondents
having varying levels of AI and management expertise, employing four escalating-consequence
scenarios mirroring higher education dissertation grading. In all scenarios, the AI functioned as a
sender, based on the four-sides model. Findings reveal that technology acceptance for human–AI
interaction is adaptive but requires modifications, particularly regarding AI’s transparency. Testing
the four-sides model showed support for three sides, with the appeal side receiving negative feedback
for AI acceptance as a sender. Respondents struggled to accept the idea of AI, suggesting a grading
decision through an appeal. Consequently, transparency about AI’s role emerged as vital. When
AI supports instructors transparently, acceptance levels are higher. These results encourage further
research on AI as a receiver and the impartiality of AI decision-making without instructor influence.
This study emphasizes communication modes in learning-ecosystems, especially in semi-structured
decision-making situations with AI as a sender, while highlighting the potential to enhance AI-based
decision-making acceptance.

Keywords: AI as a sender; higher education; semi-structured decisions; four-sides model; technology
acceptance model

1. Introduction

Artificial intelligence (AI) is no longer science fiction. It is so close to our daily life
that there is even existing legislation and norming like in an ISO standard [1]. But despite
these developments, AI has barely entered the consciousness of ordinary users of IT. In
an academic context, the importance of AI is well recognized and there are notable efforts
to integrate AI into teaching and development of teaching, for example, in curricular
development [2] or even to pass an exam [3]. However, AI could also assist in decision-
making and grading. We investigated whether AI might be accepted as a decision-maker
in semi-structured situations in higher education, such as marking a thesis and how
communication between AI and humans can be analyzed.

2. Related Work
2.1. Prerequisites for Machine–Human Communication

Under what conditions do humans accept an AI as communication partner on a level
playing field? If we consider this question, we must clarify whether there is a difference

Educ. Sci. 2023, 13, 865. https://doi.org/10.3390/educsci13090865 https://www.mdpi.com/journal/education

https://doi.org/10.3390/educsci13090865
https://doi.org/10.3390/educsci13090865
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/education
https://www.mdpi.com
https://orcid.org/0000-0002-8184-7128
https://orcid.org/0000-0001-5571-2089
https://orcid.org/0000-0002-1499-4945
https://doi.org/10.3390/educsci13090865
https://www.mdpi.com/journal/education
https://www.mdpi.com/article/10.3390/educsci13090865?type=check_update&version=2


Educ. Sci. 2023, 13, 865 2 of 11

between the communication of humans with each other or with an AI. We want to point
out some differences:

• Capabilities: AI systems are typically designed to perform specific tasks and are not
capable of the same level of understanding and general intelligence as a human being.
This means that an AI may be able to perform certain tasks accurately but may not be
able to understand or respond to complex or abstract concepts in the same way that a
human can [4].

• Responses: AI systems are typically programmed to respond to specific inputs in a
predetermined way. This means that the responses of an AI may be more limited and
predictable than those of a human, who is capable of a wide range of responses based
on their own experiences and understanding of the world [5].

• Empathy: AI systems do not have the ability to feel empathy or understand the
emotions of others in the same way that a human can. This means that an AI may not
be able to respond to emotional cues or provide emotional support in the same way
that a human can [6].

• Learning: While AI systems can be trained to perform certain tasks more accurately
over time, they do not have the ability to learn and adapt in the same way that a
human can. This means that an AI may not be able to adapt to new situations or learn
from its own experiences in the same way that a human can [7].

• Trust: Humans are very critical toward any kind of failure an artificial system is
permitting. The level of trust in information being delivered from an AI, in the case of
violation, is clearly lower than it would be if the information was delivered from the
lips of a human [8].

These differences illustrate that in the case of communication between humans and
AIs, interpersonal behavior patterns cannot simply be assumed to evaluate the quality of
communication. This is the first research question we address: Are existing interpersonal
communication models transferable to AI–human interaction (RQ1)?

2.2. The Four-Sides Model in Communication

To analyze interpersonal interaction, we apply the four-sides model, also referred to
as the four-ears model, the communication square [9–11]. The four-sides model proposes
that every communication has four different dimensions: factual, appeal, self-revealing,
and relationship. The model suggests that these four dimensions are always present in
communication, and that people can use them to understand the different aspects of a
communication and the intentions of the speaker.

Other tools to understand the meaning of communication include the model developed
by Richards [12] following a similar line. The four-sides model and Richards’ concept of four
kinds of meaning are both frameworks for understanding and analyzing communication.
However, they have different purposes and focus on different aspects of communication.
The Schultz von Thun four-sides approach models interpersonal communication. Richards’
concept of four kinds of meaning, on the other hand, is a framework for understanding
the different types of meaning that can be conveyed through language. Richards identified
four types of meaning: denotative, connotative, emotional, and thematic, whereas the
Schultz von Thun four-sides model is focused on understanding the different dimensions
of communication. The main critics of the four-sides model largely corresponds to general
criticism of communication models [13].

We apply the four-sides model in our research focus and benefit from a tool that
allows us to analyze the different levels of communication but does not center on a
linguistic approach.

The four-sides model gives us a framework for analyzing communication between the
AI and humans. The student or faculty member communicating with the AI, on the other
hand, is aware of the source of the communication. A framework is needed to capture the
various technology acceptance factors that influence the outcome of the communication
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situation. This leads to our second research question: What must be done to ensure that
humans accept AI decisions in semi-structured decision situations (RQ2)?

2.3. Technology Acceptance Model

The technology acceptance model (TAM) is successfully used to analyze and under-
stand the different requirements to reach technology acceptance [14]. Although TAM was
introduced as early as 1989, the number of publications in which this model has been
used as a basis for analyzing technology acceptance continues to increase [15]. TAM has
been criticized [16] and modified several times. Venkatesh developed the widely used
UTAUT model (unified theory of acceptance and use of technology) [17]. Although more
recent modeling approaches are available, we use TAM because, first, TAMs have a higher
application than UTAUT in analyzing AI adoption [15], and second, particularly in the
education sector, TAMs have very positive support [18]. In addition, TAM has been shown
to integrate successfully with a variety of different theoretical approaches [18]. The com-
bination of technology acceptance analysis with our chosen Schultz von Thun model of
communication in the education sector argues for the use of TAM.

2.4. AI in Higher Education

Based on these models, our research aims at identifying the technology acceptance of a
thesis marking done by AI. Zhang et al. found that assessment for an academic scholarship
benefits from a rule-based cloud computing application system [19]. This structured
decision-making does not use an AI, but it shows relevant technology acceptance with the
affected students [20]. More than 70 scholars were interviewed to obtain information about
the adaptability of AI in the use of automatic short answer grading. The results showed that
it is of great value and importance to build trust to understand how the AI is conducting
the grading. It was found that trust-building was stronger when the AI was proactively
explaining its decision itself. In this case, the AI supported the grading and the final grade
was given by a responsible lecturer. But there is also research concerning the options that
AI may fill in the future. Kaur et al. state that AI will be of value to perform grading in
an academic context [21]. If AI is used in qualitative marking, then communication and
cooperation requirements significantly exceed system performance compared to the simple
case mentioned above. Current research [22,23] shows that there may well be useful starting
points for using AI as a co-decision-maker in academic education. But does this extend to
the evaluation of scientific work, for example, bachelor theses, which is also conceivable,
and under what conditions? Hence, our research question 3: Is the grading process in
higher education, explicitly the grading of a bachelor/master thesis, an acceptable field of
application for AI (RQ3)?

3. Research Strategy

To address our research inquiries comprehensively, we employed interviews and
conducted qualitative data analysis as the chosen research approach. Given the holistic
nature of exploring AI acceptance and understanding the factors influencing AI accep-
tance in semi-structured decision-making contexts [24], qualitative research was deemed
most suitable.

To avoid potential result falsification arising from excessively rigid theoretical specifi-
cations and standardized research instruments, we adopted the semi-structured interview
method for data collection [25]. Following the recommendation by Saunders et al., a sample
size of 5 to 25 interview partners was considered appropriate for achieving satisfactory
outcomes in semi-structured qualitative interviews [24].

Our study involved conducting semi-structured interviews with 10 individuals pos-
sessing backgrounds or expert knowledge in AI. The interview participants exhibited
varying levels of AI expertise and held diverse management positions (For further details
see Table 1). Each interview session was scheduled for 60 min and was conducted either
in-person or via video chat. The interviewees were grouped based on their levels of expe-
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rience in AI, ranging from novices to experts, utilizing the competence model developed
by Dreyfus [26]. This categorization was implemented to enhance the representativeness
and applicability of the scenarios explored, as well as to facilitate the interpretation of
our findings.

Table 1. Details of interview partners.

Interview Age Sex Position Held Focus and AI Knowledge Management
Experience Skill Level

A 30 Male Founder, tech-startup AI in finance Yes Proficient

B 48 Male Technical officer and team leader Logging and monitoring
based on AI Yes Competent

C 25 Male Software developer Coding, AI on project base No Advanced
beginner

D 32 Male Technical officer and team leader AI-user Yes Advanced
beginner

E 30 Female Art director and XR, 3D artist AI on project base No Competent

F 61 Male Founder and managing
shareholder

Strategy consultant and AI
expert Yes Expert

G 38 Male Managing director, author,
lecturer Math, statistics, and AI Yes Proficient

H 31 Male Machine-learning expert AI research and
development No Expert

I 47 Male Leader/partner, big data and
advanced analytics advisor

Big data and advanced
analytics Yes Expert

J 27 Male Research associate and engineer Software and AI No Competent

The interview participants were presented with four distinct scenarios, each charac-
terized by varying levels of personal consequence for the individual facing the
AI-generated decision.

• Scenario 1: Partner choice: An AI in the form of a dating app independently selects
the life partner for the person concerned.

• Scenario 2: Thesis evaluation: The thesis (bachelor/master) is marked by an AI.
• Scenario 3: Salary increase: Intelligent software decides whether to receive a

salary increase.
• Scenario 4: Sentence setting: An AI decides in court on the sentence for the

person concerned.

Notably, scenario 2 served as the central focus of our investigation, while the re-
maining three scenarios functioned as controlling variables in our research design. In
scenario 2, our primary aim was to comprehend the implications of generative AI tech-
nology when employed for evaluating academic dissertations. To achieve this objective,
we operationalized the scenario by submitting a thesis to a system akin to ChatGPT and
solicited a comprehensive evaluation, including a suggested final grade. Our specific focus
during the analysis was on the emergence of unexpected or adverse outcomes.

Essentially the same questions are asked for each individual scenario using aspects of
first impression, trust, acceptance and control, and justice and fairness posed. The question
which factors (in communication) increase the acceptance of AI as a decision-maker are of
great relevance.

Data analysis was performed following the grounded theory. The grounded theory
is a research strategy to generate and analyze qualitative data [27]. The data from the
interviews are analyzed, compared, and interpreted to identify underlying structures and
to gain options for new theories.

The interviews were recorded and analyzed using MAXQDA 2022. The analysis
started with a line-by-line analysis and followed by axial-coding to identify causal connec-
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tions. To check the relevance, the results were proofed using the coding paradigm from
Strauss and Corbin [28]. MAXQDA helped to bring the different concepts together and to
avoid redundancies.

To differentiate the scenarios, we use the framework from [29] (cf. Figure 1). By
1971, information systems were analyzed based on categories and focused explicitly on
semi-structured decisions for the decision-making through information systems.
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Figure 1. Scenario used for analysis shown in the framework in [29].

With the set of four scenarios, this research covers the core areas of both academic and
corporate decision-making.

To answer the first research question, we had to check whether the four-sides commu-
nication model can be used in an AI-to-human communication context. This research was
focusing on AI as sender. The four-sides-model used applies the complete four-ears and
four-mouths model concept, covering the sender and receiver situation. Here, we stay with
the AI as sender.

4. Findings and Discussion
4.1. Applicability

Reflecting upon the four dimensions of communication in light of our interview
findings, it becomes apparent that the factual, self-revealing, relationship, and appeal
dimensions are variably embraced by our interviewees.

The factual dimension remained unchallenged within the discourse. The general
inclination toward embracing an AI system’s factual decision-making process was prevalent.
As one interviewee remarked, “I would actually trust that it was decided by the AI based
on the facts and not based on what a judge sees in me. Judges also often decide based on
external factors.” (Interviewee B-3, Male, Position 95).

The dimension of self-revealing is upheld, as both humans and machines engage in
communication at this level. In all scenarios, individuals consciously or unconsciously
convey facets of their personality—encompassing emotions, values, and needs. As one
interviewee articulated, “If I actually start a data collection somewhere with an intelligence,
with a data collection form, I might be more honest in the answers, too, than if I have a
homo sapiens sitting across from me and actually have to worry about how the person
perceives the answers.” (Interviewee B-3, Male, Position 44). Similarly, the level of self-
revelation within artificial intelligence is contingent upon the foundational dataset used for
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decision-making. The data on which AI operates are derived from human sources, thereby
transmitting values and sentiments to the machine.

Furthermore, the communicative dimension encompassing relationships is relevant
in AI-human interaction. The interviewees consistently underscored the significance of
being addressed at this relational tier, not only in human-to-human communication but
also in their expectations from AI. Nonetheless, it became evident that AI’s ability to engage
humans at this level is inherently constrained, possibly manifesting through lexical choices
or, when necessary, tonal nuances. As articulated by one participant, “Yeah, I think that
would be fine for me to have that evaluated by the artificial intelligence, but I think I would
still want to have a conversation with a supervisor. I would want to have.” (Interviewee
E-3, Position 79).

As per scenario 1, all interview participants indicated a willingness to accept results
presented by an AI. In the words of one interviewee, “No, so there I am an engineer again.
That’s where I’m pragmatic. As long as it’s the same result, I don’t care who presents it.”
(Interviewee J-3, Position 35).

Finding 1. If used in the context of AI-human interaction, the four-sides model can be used
but needs an alteration that shows the AI decision-making influence.

To be able to present the necessary adjustments in the four-sides model in a com-
prehensible way, the original graphic by Schultz von Thun was expanded accordingly
(Figure 2).
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In scenario 2, most of the conducted interviews, specifically 6 out of 10, expressed
anticipation for human involvement within a controlling capacity. Notably, one interviewee
emphatically dismissed the notion of AI assuming the role of decision-maker for a thesis.
Conversely, a subgroup of three interviewees displayed immediate openness to embracing
AI-generated decisions. Notably, a prevailing sentiment among the interviewees under-
scores the substantial impact wielded by the specific function undertaken by the AI within
the decision-making context, coupled with its corresponding communicative attributes,
upon the level of acceptance observed.

AI cannot shape this factor, because it is predetermined by the framework conditions
of the decision situation. Since the influence goes back to the human decision-makers, these
aspects were placed between the utterance itself and the human, i.e., on the side of the
receiver. First, a distinction was made between whether the AI is or is not a decision-maker.

The graph shows with a solid line that the AI is not used as a decision-maker, but has a
consulting or a decision-support function, i.e., it is the basis for the decision. However, if the
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AI is accepted as a decision-maker, then there are several possibilities, which are illustrated
by the dashed line (as this box is optionally applied). In some cases, the AI is accepted
directly as the decision-maker and transmitter of the message without further action. In this
scenario, the box connected by the dashed line is “omitted”. In other scenarios, however, a
human is required to convey the message, or a human controller must be present to take a
controlling look at the decision made by the AI.

Finding 2. According to our interview results, the appeal side in the four-sides model is
difficult to accept and is therefore not applied.

The unquestionable existence of factual communication within AI-to-human inter-
actions is a prominent focus in the realm of AI-to-human communication. The dis-
cernible self-revelatory dimension is equally discerned, as the values ingrained by pro-
grammers/trainers exert a discernible influence upon the AI’s comportment, while the
supplied data significantly shape the AI’s resultant determinations. The interpersonal
dimension, however, assumes a less pronounced role, given the prevalent anticipation
that the recipient of information predominantly seeks an informative rather than relational
exchange. Our interviewees have expressed modest expectations concerning the present
feasibility of AI attaining this relational objective. Conversely, our interview cohort evinces
a lack of endorsement toward the affective dimension. A subset of respondents posits
that the AI’s manifestation of emotional acumen need not be overly robust for successful
AI-to-human appeals. Further, we ascertain that the AI’s role within the decision-making
process remains pivotal to the human recipient’s reception of said decisions.

“Yes, even up to the preparation of the decision, but at the end, someone has to
say, I take this. Even if the AI says there’s someone not getting money, then there
should be someone there to say, ‘Okay, I can understand why the AI is doing
this, and I stand behind it and represent that as a boss. And not hide behind the
AI and say, I would have given you more money, but I’m sorry, the AI decided
otherwise.’ Very bad!” (Interviewee F-5, M, pos. 89)

4.2. Extensions

What type of factors are influencing the acceptance of decisions made by an AI and
are those included in the existing technology acceptance models—like TAM? That was the
second research question we wanted to cover with our interviews.

Finding 3. TAMs and their technology acceptance factors are valid for the AI–human
interaction, but the AI’s role in the decision-making process is of extremely high relevance,
setting the frame for the overall acceptance of the AI’s acceptance.

The results showed that many existing acceptance factors could be identified, and it
was possible to subsume them under the headlines from Davis et al.’s TAM. The following
table shows those factors and the relevant headlines. Traceability and transparency were
mentioned with the highest frequency and show good fit in the acceptance factor “perceived
usefulness”. By a wide margin over the latter, data quality and confidence in the capabilities
of AI were cited.

As decision-making by an AI that affects a human being is very specific and up to now
not experienced on a wider scale. Therefore, we found acceptance factors that were not
fitting in the existing scheme—like personal estimation of the decision outcome.

4.3. Evaluations

The results so far support the clarification of research question 3 on the applicability of
AI for grading a bachelor thesis by providing clarity on the adaptations needed to achieve
appropriate technology acceptance and the applicability of communication models.

The acceptance level in the educational scenario (scenario 2) was on an average level.
The interviewees were mainly accepting the role of an AI in grading an academic work.
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“There, I would actually be happy if that were the case, because that’s actually
rule-based and comprehensible and consistent, let’s call it that. [...] from the
purely scientific perspective and also from the perspective of equality, I think
such a procedure makes sense.” (Interviewee I-5, M, pos. 52)

But there was the strong wish presented by five of the interview partners to make sure
that there is a human-control instance.

“I am almost certain that a computer judges more objectively than a human being
because it makes rule-based judges. I would perhaps wish that someone who has
nothing to do with the work, but in especially good or especially bad cases or also
in general simply about the result what the AI delivers with the reasoning again
very briefly over it looks, whether that makes sense, so as yes as a last check.”
(Interviewee J-3, pos. 39)

Overall, there was great acceptance for the decision-making through an AI in scenario
2. But one interviewee was explicitly against the use of an AI for grading a thesis. He states:
“I think there should be teachers teaching and evaluating people. That shouldn’t be done
by a computer.” (Interviewee G-4, M, pos. 97).

The interview partners showed an average acceptance level for scenarios 2 and 3. Scenario
4 was heavily disputed. Four of the interviewees declared that they would not accept an AI
in court, but three declared they could accept it. Obviously, this scenario was affecting the
interview partners the most. The overall acceptance levels can be found in Table 2.

Table 2. Identified factors of technology acceptance.

TAM Logic Frequency (All 4 Scenarios)

Perceived usefulness

Established Is the application already established? 15

Use What is the benefit to the person when the AI makes the decision? 8

Discrimination experience/fears Experiences/fears of discrimination (gender, origin, religion) have an
influence of acceptance. 19

Transparency Traceability/transparency regarding the decision making process. 136

Expertise Background knowledge. 14

Complexity Is it a very complex use case with minor consequences or complex with
very serious consequences? 17

Credibility Avoiding responsibility through the utilization of AI in decision-making
is discouraged. 8

Perceived ease of use

Objection options What options does the person have to appeal the decision? 10

Understanding The affected person wants to feel understood in his/her own position. 6

Attitude towards using

Moral/Ethics Is AI use morally defensible? 14

Data quality How good are the data provided to the AI? Is it sufficient? 44

AI-capability Does the person have confidence in the AI´s technical capabilities? 44

Data security Is your own data protected in the application? 10

Behavioral intention of use

Experience and habit Experience of other people, statistics; habits leads to acceptance. 7

Expectation What are the person´s expectations of the AI? Are they realistic? 2

Additional factors

Assessment How close is the decision results to your own assessment? 7

Awareness of AI involvement The person concerned should be aware that he or she is communication
with an AI. 2
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Finding 4. Grading by AI achieves average acceptance and, in interaction with a human
examiner, even high acceptance values.

The results of this research must be seen in the light of its limitations. The group of
interviewees was small because we needed to question AI experts, and the experience with
AI in the overall society was limited at the time of the interviews. The expert’s knowledge
might give a bias that would not be present by talking to people from the street [30].

5. Further Research

The limitations necessitate further avenues of research. The accessibility of AI tools
to the public is steadily expanding, with ChatGPT achieving a historical record as the
fastest-growing consumer application [31]. Consequently, conducting a quantitative study
to explore the acceptance of AI-generated decisions would prove highly insightful.

The broad applicability of the four-sides model was unsurprising, given the limited
time available for the development of distinct communicational behaviors when interacting
with an AI. However, our emphasis hitherto has been on the sender’s perspective. It
remains pertinent to investigate whether an AI, placed in the role of a recipient, could
discern varying levels of communication.

Most participants in our interviews expressed a notable level of comfort with AI’s
role as a decision supporter. Nonetheless, their primary focus remained on humans as the
ultimate arbiters in decision-making processes.

During our extensive interview sessions, we encountered an individual who displayed
a highly positive outlook regarding AI’s potential as a decision-maker. This optimism
stemmed from the belief that an AI, in comparison to a human decision-maker, would
be less susceptible to the influence of discriminatory tendencies. This aspect presents an
intriguing avenue for future research: exploring whether AI, by its nature, possesses greater
objectivity in decision-making processes compared to humans.

6. Conclusions

This study reveals that the four-sides model proves suitable for analyzing communi-
cation between an AI sender and a human receiver. However, we have identified trans-
parency as a pivotal factor in ensuring a high level of acceptance in the context of AI’s
role in decision-making processes. To analyze achieved acceptance, the well-established
technology acceptance models (TAMs) can be utilized, albeit with the incorporation of
additional factors necessitated by the need for heightened transparency.

Despite the limitations imposed by a relatively small group of interviewees, our find-
ings indicate that we possess adequate groundwork to delve into the analysis of AI–human
communication. Moreover, we have garnered valuable insights on its potential application
within the domain of higher education, particularly concerning the evaluation of academic
theses. Notably, the notion that AI could mitigate the individual biases of an examiner in
the grading process of bachelor’s or master’s theses opens intriguing and valuable avenues
for the application of artificial intelligence in this realm. The description of modifications
made to the existing models warrants further investigation by the academic community.
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