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Abstract: This paper aims to develop a new model of Project-Based Instructional Taxonomy (PBIT)
that provides a tool of course design that facilitates Computational Thinking (CT) development as
creative action in solving real-life problems. Theoretically, PBIT is built on an integrative framework
bringing together with studies on CT education, creativity, Bloom’s Taxonomy, and Project-Based
Instruction (PBI). This guides the course design to make alignment between diverse elements includ-
ing education objectives, categories of CT, levels of learning ability, process of project facilitation,
and methods of grading. A case will be discussed that focuses on a course Deep Learning and
Technologies in AI bachelor program at Northeastern University (NEU) in China. It also shows
how PBIT is applied in teaching practice that benefits students’ CT development. As the conclusion
indicates, this paper has contributions to future research on creativity, PBI, CT, and AI education.

Keywords: creativity; Computational Thinking (CT); Project-Based Instruction (PBI); Bloom’s
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1. Introduction

We are living in a digital age that is powerfully shaped by computing, algorithmic, big
data, and Artificial Intelligence (AI). To be successful in future professional practice, stu-
dents must learn how to creatively use digital technologies to solve diverse problems [1,2].
This leads us to increasingly recognize Computational Thinking (CT) as one of fundamental
skills that the next generation should master in diverse education programs, especially in
AI education [3,4].

The literature has shown growing interests in understanding CT development as a
creative process [5–7]. CT has been regarded used to design and develop new strategies
to link theories and practice [3], which help to analyze, identify, and organize relatively
complex and ill-defined tasks [8]. This brings studies on CT education development from a
creativity perspective [9,10]. Yadav and Cooper [11] described how platforms like Alice
or Scratch provide opportunities for students to extend their creative expression to solve
problems and create computational artifacts. The ‘creative artifacts’ can be understood as
the products of CT development [12]. Therefore, CT is more about thinking and doing than
only computing [13–15].

This means the focus of understanding CT has been shifted from what CT is to
how CT can be taught as a literacy [16] and how evidence of its acquisition might be
observed in practice of teaching and learning [17–19]. Then, strategies have been explored
in educational contexts [20], such as facilitating students in creative programming [9],
setting students in problem-solving contexts, and encouraging students to work with
meaningful projects [21]. Pedagogical models are also calling for students’ authentic
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learning experience [22]; attention has been paid to Problem-Based Learning [23,24], Project-
Based Learning [25,26], and Project-Based Instruction [27]. With these efforts, the goal of
computing education is moving beyond CT to a perspective of ‘computational action’; in
other words, ‘computational action’ becomes a new framework of developing CT towards
‘creative action’ [13].

However, the ability to foster authentic learning experience represents a fundamen-
tal shift that will open new avenues for young people to see their worlds as ‘possibility
spaces’ [28,29]. Students should have as many opportunities as possible to ask questions
and build new solutions or new designs that address personally identified needs [30]. This
also brings new challenges [31]: teachers need to be comfortable in complex, real world situ-
ations that do not have a predefined solution; students need to learn in depth to understand
how to decompose their apps into manageable and buildable parts [32,33]. This indicates
the necessity to design new instructional methods that can manage these challenges.

Following the above lines, this paper focuses on developing a new model of Project-
Based Instructional Taxonomy (PBIT) that contributes to developing CT towards an educa-
tional objective of creative action. The model is rooted in an interdisciplinary theoretical
framework that brings together theories of CT, creativity, Bloom’s Taxonomy, and Project-
Based Instruction. A case will be discussed on a course in Deep Learning Technologies in
the AI Bachelor program at Northeastern University, China. The case shows how PBIT is
applied in teaching practice that improves students’ learning abilities. This further implies
how to develop PBIT in creativity, CT, and AI education in the future.

2. Creativity, CT, and Education
2.1. Creativity as an Inherent Component of CT

The literature shows that since the 1990s, CT has been studied in diverse topics such
as teaching methods, learning environments, and evaluation strategies [34–37]. According
to Wing [38], we should call to make thinking like a computer scientist a fundamental skill
for everyone. Even though Wing [38] did not state exactly what CT is, there are growing
interests in defining CT as one of the terms in relation to problem solving [39]. CT involves
solving problems, designing systems, and understanding human behavior. It is the thought
process involved in solving problems; the solutions are represented in forms of being
carried out by information-processing agents [39]; where the agent can be a computer, a
machine, or a human being [40]. In this sense, CT is one of the daily life skills that everyone
needs [41,42], just like reading or writing, that should be added to every learner’s analytical
ability, rather than just being a programming skill [43]. Accordingly, CT is no longer just
essential for learners in computer science, but also indispensable to the learners in other
domains [44–46].

Creativity is related to CT [47]. According to the literature, creativity is the ability
to generate novel ideas, raise new questions, and come up with solutions to ill-defined
problems [48]; it helps to gain new knowledge in crossing disciplinary boundaries [49];
it is not only ‘know-what’ but also ‘know-how’ that are skills involved in maneuvering
and operating concepts, ideas, and behaviors in the physical and social world—including
the skills of social interaction and engagement [50]. As Romero, Lepage, and Lille [51]
described, when students engage in programming activities, they are working in creative
processes. The students solve problems or meet users’ needs; they engage in activities
to design, write, test, debug, and maintain a set of information and instructions using a
particular programming language. This is not a linear predefined process, but rather a
prototype-oriented approach; students need to always test and improve their ideas before
releasing a final solution [52]. Therefore, creativity is one of inherent components in CT
education that motivates students to propose ideas, engage in action, reflect from practice,
and finish satisfying products [5].
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2.2. ‘Creating’ as an Education Objective

Teachers classify objectives because the type of objectives attempted dictate the selec-
tion of instructional methods, media, and evaluation used in the lessons [53]. By a review
of the literature, different taxonomies have been developed for this purpose [54]. One
of the most widely used ways of organizing levels of expertise is the model of Bloom’s
Taxonomy of Educational Objectives [55]. It is well known that Bloom’s Taxonomy includes
three hierarchical levels to classify educational learning objectives. It was developed to
promote higher forms of thinking in education, such as analyzing and evaluating concepts,
processes, procedures, and principles, rather than simply memorizing facts. In 2001, a
newer version of Blooms’ Taxonomy was published [56] that defined a more dynamic
conception of classification (Figure 1).
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Figure 1. The Revised Blooms’ Taxonomy.

From Figure 1, we can see ‘Creating’ is on the top of the revised taxonomy, which
means the abilities to design, formulate, build, invent, compose, generate, derive, modify, or
develop something new. It also involves the abilities to take two or more scientific processes
or ideas and put them together or take a process and place it in new contexts. These abilities
of ‘Creating’, lead to ‘creative action’, which is what CT development requires in education.
In the taxonomy, ‘Creating’ involves abilities based on Remembering, Understanding,
Applying, Analysing, and Evaluating. As Almerico [57] suggested, to underscore this
dynamism, we use verbs and gerunds to label the categories and subcategories (rather than
use the nouns in the original taxonomy). Accordingly, Figure 1 also shows some examples
of ‘action words’ describing the cognitive processes by which thinkers encounter and work
with knowledge.

Besides the above, a knowledge dimension is also enriched with different types
of knowledge. According to Zhu and Zhou [58], it consists of (a) factual knowledge,
(b) conceptual knowledge, (c) procedural knowledge, and (d) metacognitive knowledge.
By using this categorization, courses can be designed with appropriate content and in-
struction that may lead students to learn in depth. It also provides the standardization
of the teaching–learning process as the instruction provided to help students to meet the
education objectives. So, a clear, unambiguous education objective improves the interaction
between the instructors and the students; this further helps students to learn the detailed
requirements and expectations needed to complete the course [59]. In other words, the
specification of education objectives is aimed at achieving the desired teaching and learning
outcomes [60].
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3. A Model of Project-Based Instructional Taxonomy (PBIT)

Recently, CT development has been much-studied in contexts such as Problem-Based
Learning [49] and Project-Based Learning [61]. These pedagogies allow students to par-
ticipate in learning activities by investigation of problems, organization of projects, and
formulation of solutions [62]. According to Railsback [63] and Martinez [64], Project-Based
Instruction (PBI) should be promoted that is an authentic instructional model or strategy in
which students plan, implement, and evaluate projects that have real-world applications
beyond the classroom.

Historically, PBI was developed in 1960s in McMaster University in Canada [65],
where the pedagogy of Problem-Based Learning originally started, which helped students
to apply their basic scientific knowledge to clinical situations [49]. Since then, many medical
schools in the USA, Canada, and Europe have implemented PBL and adopted PBI as part
of their curricula. Until the mid-1990s, PBI was spread and widely implemented in diverse
contexts beyond medical education. This further helped it gain acceptance in more and
more fields and across the globe [49]. Accordingly, the authentic projects have become
increasingly popular in curriculum design that show the following principles [66]:

(a) Student-centered or student-directed;
(b) A definite beginning, middle, and end;
(c) Content meaningful to students; directly observable in their environment;
(d) Real-world problems;
(e) First-hand investigation;
(f) Sensitivity to local culture and culturally appropriate;
(g) Specific goals related to curriculum and school, district, or state standards;
(h) A tangible product that can be shared with the intended sources;
(i) Opportunity for reflective thinking and student self-assessment;
(j) Authentic assessments (portfolios, journals, etc.).

In learning environments like PBI, students are facilitated to develop CT and creative
action [49]. As Papert [34] argued, in the process of personally meaningful projects, students
would be able to forge ideas and learn the necessary coding elements by addressing
challenges as they naturally arise. This learning context is similar to how computational
solutions work in professional practice [13]. As Zhou [67] described, all students’ learning
activities center on project work; projects lead students to achieve both individual and
group learning goals. Projects increase motivation, stimulate interplay between individual
creativity and group creativity, and construct a creative learning community.

The development of learner-driven and action-focused education requires providing
students with clear guidelines. We need to identify learning objectives that are statements
of what students are expected to know, understand, and/or be able to demonstrate after
completion of a course [53]. It is also necessary to rethink how to classify educational objec-
tives that show what teachers expect or intend students to learn through instruction. All
these ideas drive us to develop PBI further by taking creativity, CT education, and Bloom’s
Taxonomy into account. Accordingly, an integrative model is designed, as Figure 2 shows.

As shown in Figure 2, we classify CT into two categories: Binary CT and Decimal
CT. Binary CT is the fundamental understanding of the computer system, which is also
the basis of operating system, programming language, compiler, and data structure. This
also includes other algorithms such as the data compression algorithm, source coding
algorithms, encryption algorithms, and the transmission algorithm. For example, the
C programming language is widely used in all aspects in software engineering, which
can directly manipulate the main memory working in binary. Using the C programming
language, all the modern operating systems have been created, like Windows, Unix, iOS,
Mac OS, Linux, and Android; the C programming language also plays an important part
in understanding the source code of deep learning architecture. A student could not
properly program or debug to simulate the designed algorithm if he/she did not have a
deep understanding of binary architecture.
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Figure 2. The Model of Project-Based Instructional Taxonomy (PBIT).

Understanding binary arithmetic is also crucial for students to master how a computer
works and how to design new algorithms to solve new problems. Since binary CT relates
to programming, debugging, and considering the solution in a machine way, it is the basis
to develop decimal CT which aims to define a new problem and look for a mathematical
solution. Teaching knowledge in binary CT is difficult. Decimal mathematics can solve
higher level problems; it is relatively easier to employ exiting mathematic theories when
finding solutions to a specific problem. In AI education, both categories are important, and,
meanwhile, they relate to three levels of learning abilities of CT:

(a) Basic Learning Ability of CT (remembering and understanding the basic knowledge
in both decimal CT and binary CT), which means students should master the basic
mathematical theories and basic programming skills while still lacking experience of
and deep understanding of the real-world problems. They gain the basic knowledge
in both decimal CT and binary CT but are not able to properly divide a big problem
into several smaller problems. On this level, students can hardly provide a feasible
solution to solve a problem; they tend to be very idealistic about the solution in
neglecting issues such as the hardware limitations, algorithm efficient, programming
language limitations, or platform problems.

(b) Comprehensive Learning Ability of CT (applying decimal CT and binary CT in a
scientific way and analyzing real-world problems), which means students have a
deeper understanding of the knowledge of mathematics and computer science and
they can apply decimal CT and binary CT in scientific ways to analyze real-life
problems. They also have good understanding of the limitations of computational
systems. They master the ability to connect a specific small problem to a mathematical
theory and to implement a proper programming language. These abilities help them
to formulate feasible solutions in solving real-life problems.

(c) Creative Learning Ability of CT (evaluating the existing solutions and creating new
solutions), which means students have mastered a full body of knowledge about
how a computer works and how related mathematical theories help to solve different
problems in various contexts. They also master methods of evaluation of existing
solutions and creating new ones. When facing a problem, they have strong abilities
to figure out several solutions with different technical and mathematical paths. With
understanding of the domain knowledge in various industrial fields, they can select
one proper technical path among several potential solutions. They have also good
understanding of project budget, time plan, company size, and legacy system in the
company, etc.

Additionally, it always takes time to deliver knowledge and facilitate students to gain
new learning experience in depth. This indicates when PBIT is applied in teaching practice,
the course design should take a reasonable time plan into account to plan lectures and
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hands-on learning activities. This should also be aligned with education objectives and
evaluation requirements. These points lead us to discuss a case on a course Deep Learning
Technologies in AI bachelor education in a Chinese university.

4. A Case: Applying PBIT in Education Practice
4.1. Method: A Case as an Example

In teaching practice, how can we use PBIT as a tool to develop teaching practice? This
section shows a detailed case as an example on a new course design. We show a case as an
example that indicates a way of conducting and disseminating research to impact upon
practice, and to refine the ways in which practice is theorized [68].

In this paper, the example links the theoretical framework with practice in the par-
ticular setting of a bachelor AI education program in one of Chinese universities. As
Freebody [68] described, in the cases, teachers are always teaching some subject matter,
with some particular learners, in particular places, and under conditions that signifi-
cantly shape and temper teaching and learning practices. These conditions are not taken
to be ‘background’ variables, but rather lived dimensions that are indigenous to each
teaching-learning event. One of the authors’ own teaching experience is the resource in
the description of the case that visualizes the process of a course’s development. Based on
showing students’ learning outcomes, the case is described by transferring the author’s
participatory experience to research resources in this paper. So, the researcher himself also
plays multiple roles, such as of being a course designer, an AI educator, and a participant
in a PBI environment.

As mentioned, the main purpose of this paper is to develop a new model of Project-
Based Instructional Taxonomy (PBIT) that provides a tool of course design that facilitates
CT development as a creative action in solving real-life problems. Accordingly, the case
reflects how we can deepen theoretical understanding through a course process with details
of ‘how’ the teaching practice is developed. As Dowling and Cooney [69] suggested, in
designing and developing a research project, the researchers must choose the method that
is most appropriate to answer the research question while also considering the approach
that will make the best of their own knowledge and experience in the phenomenon un-
der consideration to achieve credibility. In educational contexts, people’s practices and
experiences have been described as displaying uncertain, complex, messy, and fleeting
properties, which together call distinct research approaches to description, understanding,
and explanation [68].

4.2. Background of a Course Design

As mentioned, the case focuses on how PBIT is applied in the course Deep Learning
and Technologies, which is one of elective courses in a bachelor education in the Faculty
of Software Engineering, Northeastern University (NEU), China. At NEU, a reform from
traditional teaching to Problem and Project-Based Learning (PBL) carried out in bachelors’
and masters’ education since 2018. PBI has been one of the new methods used to redesign
courses that are involved in the reform. Meanwhile, NEU has close collaboration with
local and national high-tech AI industries such as Kuangshi Technology, iFLYTEK, Huawei
Technology, and Alibaba. This provides conditions and resources to design innovative
pedagogies such as PBL in AI education.

Since 2019, the course Deep Learning and Technologies has been open to all students
in third-year bachelor education within NEU. The course has been focused on the im-
provement of CT development. Usually, there are around 100 students who come from
13 different majors in the course every year. Even though students have diverse educational
backgrounds and knowledge foundations, a basic level of mathematical and programming
skills are required to enroll in this course. The students are required to work 56 h in this
course. The new PBIT model has been employed in this course since 2021.
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4.3. Course Design

The principles of the course design include (a) all principles of PBI as discussed in
Section 3, and (b) inclusive education aiming to encourage every student to develop CT. By
an overview of the course structure, there are three main parts:

(a) Lectures on Computer and Programming (8 h);
(b) Lectures on Deep Learning and Technologies (24 h);
(c) Student Project Work (24 h).

The alignment is made between the course structure and different education objectives,
as shown in Figure 3.
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As shown Figure 3, there are two parts of the lectures that support students’ project
work. In the first 8 teaching hours, knowledge on computers and programming is intro-
duced, which includes basic programming knowledge, basic calculus and linear algebra,
and Python platform. The first stage of teaching aims to cultivate the students to learn basic
abilities in both binary and decimal CT. Students are required to remember and understand
basic knowledge to be able to apply and analyze a given algorithm in the course.

The second stage involves lectures to teach knowledge of deep learning and technolo-
gies that facilitates students to gain comprehensive learning ability. Students should not
only be able to remember and understand the basic concepts in Deep Learning, like neuron
network, loss function, forward propagation, backward propagation, and data set, but also
be able to apply and analyze models of deep learning, such as VGG, U-net, and Mobile-Net.
They are also expected to evaluate different models that they develop by themselves or
their peers.

In the third stage, students participate in group work and develop their projects. Each
student group (4–5 members) will first identify a problem related to the course and then
work on a problem-solving process until the solution is achieved. The students are expected
to apply theoretical knowledge learned from the lectures in the practice of their projects. To
support CT development, a project workflow is designed, as discussed in Section 4.3.

4.4. A Project Workflow

A project workflow is designed to facilitate students’ learning experience (Figure 4).
Overall, there are six recursive stages: (1) Problem Definition and Understanding, (2) Macro-
scopic Problem Analysis, (3) Microscopic Problem Analysis and Division, (4) Selecting
Technical Platform, (5) Simulating the Solution, and (6) Testing the Program. During the
test stage, bugs always exist. If there is a logic bug, the students may go to stage (1) for
recursive operations; while if there is a coding bug or integrated bug, students need to
check again from stage (3) to (6).



Educ. Sci. 2024, 14, 134 8 of 14

Educ. Sci. 2024, 14, x FOR PEER REVIEW 8 of 15 
 

expected to apply theoretical knowledge learned from the lectures in the practice of their 
projects. To support CT development, a project workflow is designed, as discussed in Sec-
tion 4.3. 

4.4. A Project Workflow 
A project workflow is designed to facilitate students’ learning experience (Figure 4). 

Overall, there are six recursive stages: (1) Problem Definition and Understanding, (2) Mac-
roscopic Problem Analysis, (3) Microscopic Problem Analysis and Division, (4) Selecting 
Technical Platform, (5) Simulating the Solution, and (6) Testing the Program. During the 
test stage, bugs always exist. If there is a logic bug, the students may go to stage (1) for 
recursive operations; while if there is a coding bug or integrated bug, students need to 
check again from stage (3) to (6). 

 
Figure 4. Workflow in Student Project Work. 

In the first stage, Problem Definition and Understanding, student groups need to 
identify the real-world problems based on collaboration with local software enterprises. 
They choose the company partners themselves or under a teacher’s recommendations. 
They will visit the companies and consult the engineers and collect information in relation 
to different problems. With the help of teachers and enterprise engineers, student groups 
should identify specific problems. 

In the second stage, Macroscopic Problem Analysis, the group members try to seek 
solutions for the problems. Usually, there are several potential directions to explore solu-
tions from both mathematical and technical perspectives. Some of the potential solutions 
are feasible while some are not. In this situation, computational thinking plays a signifi-
cant role to determine the most feasible solution. This also requires students to apply 
knowledge they learn from the lectures on Deep Learning and Technologies in practice. 
For example, if students do not master knowledge on derivative, matrix vector, probabil-
ities, mean, or standard deviation, they will be unable to find good solutions to move on 
their project work. 

In the third stage, Microscopic Problem Analysis and Division, the predefined prob-
lem is divided into several smaller tasks; each task corresponds to one or two mathemat-
ical or technical problems. In the project, the algorithm part includes data collection and 
preprocessing, designing the deep network structure, selecting the loss function, training 
strategies, and hyper-parameter selection. These tasks require knowledge of sparse repre-
sentation, partial derivative, matrix operation, and probability, etc. The students are en-
couraged to find and understand the mathematical theories behind the tasks, and further 
to use the theories to solve the problems. 

1. Problem Definition and 
Understanding

2. Macroscopic Problem 
Analysis

3. Microscopic Problem 
Analysis and Division

4. Selecting Technical 
Platform

5. Simulating the Solution

6. Testing the Program

Coding Bug

Integrated Bug

Logic Bug

Figure 4. Workflow in Student Project Work.

In the first stage, Problem Definition and Understanding, student groups need to
identify the real-world problems based on collaboration with local software enterprises.
They choose the company partners themselves or under a teacher’s recommendations.
They will visit the companies and consult the engineers and collect information in relation
to different problems. With the help of teachers and enterprise engineers, student groups
should identify specific problems.

In the second stage, Macroscopic Problem Analysis, the group members try to seek
solutions for the problems. Usually, there are several potential directions to explore solu-
tions from both mathematical and technical perspectives. Some of the potential solutions
are feasible while some are not. In this situation, computational thinking plays a signif-
icant role to determine the most feasible solution. This also requires students to apply
knowledge they learn from the lectures on Deep Learning and Technologies in practice. For
example, if students do not master knowledge on derivative, matrix vector, probabilities,
mean, or standard deviation, they will be unable to find good solutions to move on their
project work.

In the third stage, Microscopic Problem Analysis and Division, the predefined problem
is divided into several smaller tasks; each task corresponds to one or two mathematical
or technical problems. In the project, the algorithm part includes data collection and
preprocessing, designing the deep network structure, selecting the loss function, training
strategies, and hyper-parameter selection. These tasks require knowledge of sparse rep-
resentation, partial derivative, matrix operation, and probability, etc. The students are
encouraged to find and understand the mathematical theories behind the tasks, and further
to use the theories to solve the problems.

In the fourth stage, Selecting Technical Platform, the students are expected to imple-
ment the solutions on machines based on their selection of technical platforms. In software
engineering, different technical platforms aim to solve different problems. For example,
in developing a server-end system, a Linux operating system with JVM is suitable; while
in developing a front-end software artifact, JavaScript and other related libraries are good
choices. The students should fully consider the mathematical solutions designed in the first
three stages and distinct features of different technical platforms that help them to make
correct selections. Teachers and enterprise engineers also provide suggestions to students.

In the fifth stage, Simulating the Solution, learning activities are more software-
engineering related. Students should simulate solutions on the technical platforms. During
this stage, some students may feel frustrated, as writing a program is not as easy as they
expect. They maybe meet some challenges such as Installing Integrated Environment (IDE),
configuration of the development, importing the libraries, or dealing with different kinds
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of bug. In this situation, students are encouraged to help each other, and teachers are also
expected to facilitate students to manage diverse challenges.

The last stage is Testing the Program. In general, debugging is a thorny problem
for most software developers. In this stage, a comprehensive understanding of binary
computational thinking is required. Bugs can be classified into three categories, including
coding bug, integrated but, and logic bug. Regarding the first category, the students need
to firstly check the source code of the program and read the API (Application Programming
Interface) that is provided by the platform supplier. They then go back to the fifth stage,
fix the bugs, and test the program again and again until the program can run successfully.
Regarding the second category, there may be an integrated bug, for two reasons: One
reason is the integration of different modules related to software engineering. In such
situations, the students are required to go back to the third stage to check the interfaces
among different modules. The second is that the defined problem is not divided into
microscopic tasks correctly. Regarding the third category, if there is a logic bug, it means the
inconsistency exists between the problem defined and its proposed solution. The students
need to go back to the beginning stage to redefine the problem or rethink the direction
of solutions.

The collaboration between NEU and local enterprises provides resources for students’
projects. The above stages in the Project Workflow motivate students to achieve CT abilities
deeper and deeper through working with problem-oriented projects. This also provides
opportunities for students to learn other skills such as project management, communication,
and collaboration.

4.5. Teaching and Facilitation

There are three teachers in the teaching group. One teacher is from an enterprise and
the other two are from Software College at NEU. The teaching responsibilities include
delivering lectures in the first and second stages and supervision of student projects in the
last stage in the course. Usually, the teachers meet student project groups every two weeks.

When students develop their project groups, diversity of members’ backgrounds is
encouraged. Including students from different majors work in a group (with four to five
members) helps students to learn from each other and collect different perspectives to
solve a specific problem. Each group selects one group leader who helps to negotiate with
supervisors, organize group meetings, and book supervision meetings. In these meetings,
teachers and students are equally to engage in discussions that facilitates the process of
solving problems in projects. Student groups should also collaborate with local enterprises.
The group leaders help to coordinate the groups to work together with enterprise engineers.

The identification of problems and plans of implementation of student projects should
be approved by teachers that will ensure students to meet learning objectives of the course.
During the implementation of projects, there is no restriction in selecting the technical
platforms. Students can choose the platforms that they are familiar with, such as Keras,
Tensorflow, or Pytorch. Before the end of the projects, student groups are required to submit
project reports which is a part of their examination.

4.6. Methods of Grading

According to the course structure, there are three parts in examination. The final score
will be given individually by the sum of the scores from different parts. The proportion of
score in part a, b, and c is, respectively, 20%, 30%, and 50%. Table 1 shows detailed exam
requirements and grading methods. In examinations of (a) and (b), students are required to
submit individual reports. In Student Project Work, students should submit group reports
and attend group oral examination; when individual score is given, peer evaluation is
also considered.
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Table 1. Grading in the Course.

Course Structure Education Objective Exam Requirements Proportion

(a) Lectures in Computer
and Programming Skills

Basic Learning Ability:
remembering and understanding
the basic knowledge in both
decimal CT and binary CT

# Score is given individually.
# An individual study report

should be submitted after
the lectures.

20%

(b) Lectures in Deep
Learning Technologies

Comprehensive Learning Ability:
applying decimal CT and binary CT
in a more scientific way and
analyzing the real-world problems

# Score is given individually.
# An individual study report

should be submitted after
the lectures.

30%

(c) Student Project Work
Creative Learning Ability:
evaluating the existing solutions
and creating new solutions

# Score is given individually.
# A group project report (and its

source code) should be submitted
when the project is finished.

# Group presentation.
# Individual reflection and peer

evaluation is considered.

50%

In group exams, students’ learning experience is checked according to different edu-
cational objectives as designed in the course. Besides project reports, students’ CT devel-
opment, methods of creation action, and abilities of applying theories in practice are also
evaluated in Student Project Work. This also includes reflection of individual student and
peer evaluation that helps to avoid freeloaders in student groups.

5. Discussion

As the course design shows, the links between theories and practice, problem-oriented
projects, and student group work are key dimensions to apply PBIT in education practice. To
help students to achieve education objectives, we should be aware of these key dimensions.
Overall, education systems in Chinese schools and universities are exam-oriented. Chinese
students have been used to paying attention to their memory, article recitation, numeracy,
reading, writing, and other basic skills that are assessed in examinations. Such background
provides opportunities for reform to integrate PBIT into the current education system,
change methods of teaching and learning, and improve students’ learning abilities.

As mentioned, the PBIT model has been applied in the course since autumn semester
in 2021; before 2021, the course was organized by lecture-based teaching. To meet the
requirements of the examination policy, an individual grade is given in the implementation
of PBIT; meanwhile, peer evaluation and group reports are also considered for individual
grade. Moreover, students are motivated to learn both individually and collaboratively. In
comparison with the same course in the autumn semester in 2020, it shows PBIT gains very
positive effects. The total average grade among students was 90.4 in 2021 and 93.92 in 2022,
which were higher than 87.1 in 2020. Since 2023, the course examination has followed the
overall changes in examination policies at NEU. As a new point scale should be adapted,
the condition of comparing students’ average grade with previous years has been missing;
however, the method of grading in this course has not been changed.

Along with the learning process in the course, every student should submit two
individual reports and contribute to one group report. All the requirements and evaluation
criteria of reports are made based on the model of PBIT. The work on different project
reports provides students opportunities to engage to identify new research questions,
communicate and collaboration with others, learn how to apply theories in practice, and
seek solutions. As students come from different backgrounds, PBIT also helps students
to link knowledge they learn from the course to their own subject majors. This further
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improves their skills in solving problems across disciplinary contexts as well as their
abilities of ‘creative action’ in CT development.

The design of students’ examination was in line with the framework of three-level
learning abilities: Basic Learning Ability (in part A), Comprehensive Learning Ability
(in part B), and Creative Learning Ability (in part C). From the submitted reports in
2021, how students improve their learning abilities can also be seen. For example, when
students finished Part A, they were required to submit reports under a topic of ‘Using
Python or C Programming Language to Solve a Specific Problem’. Then the students
showed their diverse interests, proposed different problems, and formulated solutions. For
example, students provided solutions to solve problems like ‘Simulating AND, OR, and
NAND Gates with Perceptron’ or ‘Simulating Loss Function in High-Level Programming
Language’. In 2022 and 2023, it was suggested that the student reports focus on the theme of
‘Application of Deeping Learning in Industrial Contexts’. Students showed their interests
in their reports such as ‘Methods of Material Surface Defect Detection Based on Deep
Learning’, ‘Application of Deep Learning in Image Processing’, and ‘Solving Problems
of Tourism Management by Deep Learning’. As mentioned, all student projects were
proposed and developed in collaboration with local companies, which means through
the projects, students gained abilities to formulate feasible solutions in solving real-life
problems. This indicated that students mastered comprehensive understanding of binary
CT, decimal CT, and programming skills. In Part B, the submission of reports required
students to investigate ‘How Artificial Intelligence Technologies Improve Productivity
and Effectivity in Certain Field’. Most of the students responded to this assignment by
rethinking the application of AI technologies in the field that they majored. Accordingly, the
submitted reports showed students’ work in diverse fields such as Mechanical Engineering,
Materials Science, Environment Science, Health Care, and Business Service. In Part C,
students should experience deeper learning and show their abilities to solve the problems
by ‘Using Artificial Intelligence Technology and Deep Learning in Practice’. The students
worked in groups, defined appropriate problems, provided feasible solutions, and finished
the program with high-level programming language. This has been evidenced by titles of
student reports such as ‘Classification of Metallographic Images of Fe-C Alloys Based on
Keras Neural Network Framework’ and ‘Image Recognition of Metal Microstructure’.

All teachers in the course finished their participation of Teacher Education Program
(TEP) at NEU. From TEP, teachers mastered knowledge, skills, and competencies to design
and apply PBIT in the course. As PBIT is a new model, some techniques have been also
employed to facilitate students to learn ‘how to learn’ step by step. For example, at the
beginning of the course, teachers firstly addressed some examples of research problems,
then students gradually learned how to identify problems by themselves under the support
of teachers. During the course, teachers also reflected themselves as learner experts, who
shared learning experience with students and who were equal with students in problem-
solving processes and in collaboration with enterprises. Thus, their roles were more
facilitators of the learning process than providers of problems’ solutions. This also laid
basis to motivate students to work on open and real-life problems in the period of the
Student Project Work.

6. Conclusions

Fostering students’ authentic learning experience is very important in CT development
in AI education. Students should be encouraged to develop computational products that
have an authentic impact on their lives from the moment they begin to code; all they need
is to be situated in contexts that allow them to do so. AI educators should design and apply
new pedagogical models that are more inclusive to motivate and empower students to
learn through creative action. This paper highlights creativity as an inherent element of CT
development; this means ‘creative action’ stands at the top of the agenda in AI education.
The new model of PBIT proposed in this paper is accordingly developed, and provides a
useful tool of course design; it makes alignment between education objectives, knowledge
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categories of CT, levels of learning ability, process of project facilitation, and methods of
grading. As the case on the course ‘Deep Learning and Technologies’ reveals, PBIT provides
students opportunities to learn CT in-depth and master skills for solving practical problems
under the support of teachers. The university, NEU, also paid attention to policy support,
management of changes, and development of teacher education. These measures help
to overcome barriers to education reforms and shape a friendly environment to develop
PBIT in AI education. Since PBIT has been developed since 2021, a strategy should be
considered for its long-term development. This paper also shows its limitation in providing
more evidence to support a broader scope of study related to more research questions,
for example, how can PBIT stimulate students’ reflective learning experience and critical
thinking in their practice of creative problem solving? Additionally, the implementation of
PBIT involves diverse participant groups including teachers, students, university leaders,
and enterprise engineers; it is necessary to explore how different participants perceive
their collaboration in PBIT. Accordingly, future research will focus on more evidence-based
education improvement and a holistic view to develop CT in AI education.
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