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Abstract

:

This study examines educators’ perceptions of artificial intelligence (AI) in educational settings, focusing on their familiarity with AI tools, integration into teaching practices, professional development needs, the influence of institutional policies, and impacts on mental health. Survey responses from 353 educators across various levels and countries revealed that 92% of respondents are familiar with AI, utilizing it to enhance teaching efficiency and streamline administrative tasks. Notably, many educators reported students using AI tools like ChatGPT for assignments, prompting adaptations in teaching methods to promote critical thinking and reduce dependency. Some educators saw AI’s potential to reduce stress through automation but others raised concerns about increased anxiety and social isolation from reduced interpersonal interactions. This study highlights a gap in institutional AI policies, leading some educators to establish their own guidelines, particularly for matters such as data privacy and plagiarism. Furthermore, respondents identified a significant need for professional development focused on AI literacy and ethical considerations. This study’s findings suggest the necessity for longitudinal studies to explore the long-term effects of AI on educational outcomes and mental health and underscore the importance of incorporating student perspectives for a thorough understanding of AI’s role in education.
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1. Introduction


Artificial intelligence (AI) has been a topic of research for nearly 30 years, with roots tracing back to pivotal contributions from both Alan Turing and John McCarthy. Turing’s 1950 paper, “Computing Machinery and Intelligence”, led to foundational questions about machine thinking, marking the conceptual origins of AI (Turing, 1950). Building on these ideas, John McCarthy formalized AI as a field at his pioneering workshop at Dartmouth College in the 1950s. McCarthy coined the term artificial intelligence in 1956, stating that “every aspect of learning or any other feature of intelligence can in principle be so precisely described that a machine can be made to simulate it” (Moor, 2006, p. 87).



While the concepts and definitions of AI have been around for decades, recent years have seen a surge of interest in its potential, especially in education. Furthermore, the emergence of large language models (LLMs) like ChatGPT has accelerated AI’s integration into the classroom, offering educators new tools to enhance instructional time, streamline administrative tasks, analyze data, support student engagement, and provide automated feedback. However, despite these promising opportunities for enhancing learning experiences, significant gaps remain in understanding how to effectively integrate AI and address the barriers to its implementation into educational practices (J. Delello et al., 2024a). Furthermore, studies indicate a concerning increase in mental health challenges among students, attributed to factors such as internet addiction (Shen et al., 2020), social media use, social isolation (Chen et al., 2024), and online multitasking (J. A. Delello et al., 2016). Understanding the relationship between these issues and the potential impact of AI on mental health is crucial for informing effective intervention strategies and ethical guidelines in educational settings.




2. Literature Review


2.1. Benefits of AI in Educational Settings


AI technologies are increasingly being integrated into educational settings, with promises to revolutionize teaching and learning. By enhancing areas such as efficiency (Alexander et al., 2019; J. A. Delello et al., 2024b; Farahani & Ghasmi, 2024; Pedro et al., 2019; Kannan & Zapata-Rivera, 2022), personalized learning (Ahmad et al., 2021; Zawacki-Richter et al., 2019), intelligent tutoring (Alam, 2021; Owoc et al., 2021), student motivation (Kamalov et al., 2023), and data-driven insights (Kannan & Zapata-Rivera, 2022), AI holds the promise to reshape traditional educational practices, elevating both teaching and learning experiences.



2.1.1. Educational Efficiency


The integration of AI significantly streamlines both administrative duties and management tasks within educational settings, while also revolutionizing how educational content is delivered (Khan et al., 2025; Milberg, 2024). For example, AI-driven applications enable educators to dramatically reduce the time needed to develop dynamic and engaging learning materials (Farahani & Ghasmi, 2024; Pedro et al., 2019), provide timely feedback (Yuan et al., 2020), simplify the evaluation process, and customize teaching strategies to accommodate the varied learning styles of students (J. Delello et al., 2024a). Furthermore, institutions are adopting learning analytic dashboards (LADs) equipped with AI, which utilize machine learning (ML) algorithms to sort through large datasets to identify intricate patterns and forecast educational outcomes (Kannan & Zapata-Rivera, 2022). The Educause Horizon Report suggested that “AI’s ability to personalize experiences, reduce workloads, and assist with the analysis of large and complex datasets recommends it to educational applications” (Alexander et al., 2019, p. 27).




2.1.2. Personalized Learning


AI is reshaping educational practices by providing tailored learning experiences through adaptive platforms and intelligent tutoring systems (ITSs). At the core of this personalized approach, ML algorithms analyze individual student performance data to identify progress patterns and areas where additional support is needed (J. Delello et al., 2024a). This allows AI tutors to offer one-to-one support that mirrors individualized instruction, adapting guidance in real-time to each student’s progress, mastery levels, and learning styles, fostering more effective learning outcomes (Ahmad et al., 2021). By offering immediate feedback, AI tutors allow students to address misunderstandings right away, building both comprehension and confidence. For example, Duolingo, a language-learning application, leverages AI to detect areas where users struggle and then customizes follow-up lessons to focus on those specific words and phrases (Yin, 2024).



ITSs like those described by Zawacki-Richter et al. (2019) “can make decisions about the learning path of an individual student and the content to select, provide cognitive scaffolding and help, to engage the student in dialogue” (p. 4). These AI tutors continuously assess student performance, recommending personalized exercises, readings, or simulations to support specific needs. Such technologies enable both students and educators to monitor learning pathways dynamically, creating a responsive educational environment (Alam, 2021; Owoc et al., 2021). For example, the AI-adapted learning tool Mindspark was implemented in classrooms in Rajasthan, India, to address student learning gaps. The findings showed that students increased learning in both math and Hindi by 0.2 standard deviations compared to the control group (BW Online Bureau, 2019). This individualized approach curates materials that align with each student’s pace and learning style, offering sustained support for comprehension and retention (Zawacki-Richter et al., 2019). Additionally, a study by Huesca et al. (2024) demonstrated significant improvements in normalized learning gains among undergraduate engineering students who used ChatGPT in a flipped classroom setting compared to those who followed traditional methods. This underscores the potential of AI to not only support but actively improve the learning process, adapting to the needs of students in diverse educational contexts.




2.1.3. Student Motivation


Kamalov et al. (2023) highlighted the potential of AI to increase student engagement and motivation by making learning more immersive and interactive. Also, Wu et al. (2023) suggested that the use of AI in video games increases visual quality, improves gameplay, and creates more life-like and immersive worlds for players. LLMs like ChatGPT can be considered “game-like” in the way they simulate interactivity and encourage exploration through engaging and dynamic experiences. ChatGPT can present students with problem-solving tasks, quizzes, or scenarios, mimicking the challenge–response dynamic seen in games. Further, integrating game-like features with an LLM like ChatGPT in educational settings may also boost student engagement and enhance learning by providing interactive, tailored, and dynamic experiences (Tulsiani, 2024).



AI-powered tools also enable students to engage in simulations and scenarios that allow them to apply knowledge in real-world situations, enriching the learning experience. These technologies have been especially effective in areas such as medical education, where AI systems simulate real-world scenarios, allowing students to practice critical decision-making in a controlled environment (Masters, 2019).




2.1.4. Educational Equity


AI technologies are transforming educational spaces by promoting equity and accessibility across diverse learning needs. Features like text-to-speech and voice typing assist students with disabilities, creating a more supportive learning environment (see J. A. Delello et al., 2024b). Educators can use AI tools like MagicSchool.ai or Diffit.me to create individualized lesson plans to meet the needs of diverse students (Brazeau, 2024). Also, AI can expand access to resources, particularly in underserved or remote regions (Ahmad et al., 2021). For example, Saavedra et al. (2024) found that the AI tutor Rori provided effective, personalized math support, improving student achievement by adapting to individual learning needs in Ghana, Africa, where educational resources were limited. Also, the United Nations International Children’s Emergency Fund (UNICEF) is leveraging AI to transform traditional textbooks, integrating features such as narration, sign-language videos, interactive elements, text-to-speech capabilities, and other tools designed to accommodate students’ needs and accessibility requirements (World Economic Forum, 2024).



However, while AI has great potential to enhance educational equity, it also presents challenges that must be addressed. The reliance on advanced technologies may exacerbate existing inequities due to disparities in access to reliable internet, devices, or technological literacy, particularly in under-resourced communities.





2.2. Concerns of AI in Education


Despite its benefits, the implementation of AI in education raises several ethical and safety concerns. One significant risk is the potential for bias in AI algorithms, which may perpetuate existing inequalities (Miller et al., 2018). Additionally, inadequate sampling and improper training of generative AI models can result in biased predictions, further amplifying these disparities (Megahed et al., 2023). Alongside these risks, AI presents other challenges, including issues related to student privacy, ethics, inaccuracies, plagiarism, over-reliance on technology tools, and the need to maintain human interaction in educational settings (J. Delello et al., 2023).



2.2.1. Academic Integrity


AI tools can enable students to generate content, such as essays, without them fully understanding or engaging with the material. This over-reliance on AI may lead to academic dishonesty and hinder the development of critical thinking skills, as students bypass deeper cognitive engagement. In addition, AI-generated content often contains inaccuracies, making it difficult for students to discern valid information. Educators are particularly worried about AI tools like ChatGPT being used to plagiarize or cheat on assignments, further compromising academic integrity (Mittal, 2024; Moorhouse et al., 2023).




2.2.2. Bias and Equity


AI algorithms have the potential to heighten racial disparities in education, largely because the historical data used to train these technologies frequently carry existing biases, which can be inadvertently reproduced in the algorithm’s outcomes (Pham et al., 2024). Moreover, AI bias has also affected non-native English speakers, as a Stanford University study revealed that AI detectors may incorrectly flag their written work as AI-generated, leading to unjust accusations of academic dishonesty (Liang et al., 2023). Barriers to implementation present further challenges as ensuring equitable access to AI technologies for all students, especially those from underserved communities, is critical.




2.2.3. Privacy and Data Security


Alongside concerns about bias and equity, the rise of AI in education raises significant privacy and data security issues. AI technologies frequently require large volumes of personal data, sparking concerns about data storage and usage practices. The potential for data breaches or misuse of sensitive information underscores the need for robust policies in educational institutions to safeguard student privacy and ensure ethical data handling (Owoc et al., 2021).




2.2.4. Student and Teacher Relationships


The impersonal nature of AI-driven learning may weaken teacher–student relationships, reducing social interaction and empathy in educational environments (Guilherme, 2019). The increased use of AI technology can distance teachers and students, making the relationship more impersonal and negatively impacting student engagement and connection. Moreover, some students may anthropomorphize AI tools, such as chatbots, by attributing human-like emotions or thoughts to them, a phenomenon known as the Eliza Effect (Dillon, 2020). This could lead students to over-rely on AI outputs and view them as genuine or factual, further distancing themselves from human interactions and the critical evaluation process (Mullaney, 2024).




2.2.5. Lack of Training and Support


Training programs that foster AI literacy among teachers are crucial for addressing both ethical concerns and the technical limitations of AI (Paek & Kim, 2021). Professional development initiatives that provide practical tools and ongoing support help educators navigate the complexities of AI-enhanced learning environments (Ahmad et al., 2021). Institutions that invest in both AI training and technical support will be better equipped to address these challenges and leverage AI’s potential in education (Gocen & Aydemir, 2020). However, recent research from the Center on Reinventing Public Education (CRPE) shows that many teacher preparation programs are slow to include AI training (Weiner et al., 2024). Furthermore, faculty often focus on issues like plagiarism rather than teaching future educators how to effectively use AI in classrooms, limiting new teachers’ readiness for AI’s role in education (Weiner et al., 2024).





2.3. AI and Mental Health


AI technologies hold both promise and challenges in addressing mental health among students and educators. As educational institutions increasingly adopt AI tools for personalized learning and administrative efficiency, understanding the impact of these technologies on the mental well-being of both educators and students becomes essential. While AI offers sophisticated tools for enhancing learning experiences and supporting mental health interventions, it also raises concerns about stress, privacy, and the quality of human interactions.



2.3.1. Benefits of AI in Supporting Mental Health


AI technologies offer solutions to mental health challenges in educational settings. For example, personalized AI-driven learning experiences adapt to individual learner needs, potentially reducing academic stress (H. Li et al., 2023) and improving well-being. AI tutoring systems provide immediate feedback, alleviating feelings of frustration and inadequacy, increasing students’ self-efficacy and confidence (Yang & Xia, 2023). Further, AI has brought significant advancements in mental health support, providing tools such as automated feedback, virtual tutoring, and real-time assessments. Additionally, educators benefit from AI’s capacity to streamline administrative tasks, improving productivity and efficiency (Poth, 2023). Institutions can further reduce technostress by offering tailored workshops and resources to train educators in AI applications while providing emotional support for students navigating these technologies (Karan & Angadi, 2023).



AI’s capabilities in leveraging large-scale data analytics, ML, and natural language processing (NLP) may also enhance the detection and treatment of mental health conditions (D’Alfonso, 2020; Small et al., 2020). One of AI’s strengths is its ability to identify patterns in mental health data that may be difficult for human practitioners to detect. For instance, ML algorithms can analyze language changes to predict mental health issues, offering a precise and scalable approach to diagnosis and intervention (Olawade et al., 2024). In fact, AI models have shown promise in predicting conditions like depression and anxiety by analyzing electronic health records (EHRs) (Nemesure et al., 2021) and social media data (Santos et al., 2024). Ettman and Galea (2023) emphasized AI’s role in increasing access to mental health care through web-based programs, such as mindfulness-based cognitive therapy, which have demonstrated effectiveness in improving depression outcomes (Small et al., 2020). Furthermore, Ecological Momentary Interventions (EMIs), delivered via personal mobile devices, provide personalized psychological prompts that can help prevent mental health issues from escalating (Heron & Smyth, 2010). Moreover, AI tools, such as chatbots, are designed to supplement, rather than replace, human therapists, offering scalable interventions that reduce barriers like cost and stigma. As a result, AI holds the potential to expand access to mental health care for those who might otherwise lack resources, including students and educators in underserved schools, by offering scalable and adaptable solutions.



By enabling timely responses before conditions worsen, AI may provide schools with tools to proactively address mental health issues, especially in underserved regions where resources may be limited (Molli, 2024; Sharma et al., 2023). However, the effectiveness of these tools depends on the quality and diversity of training data, which often exclude underrepresented groups, highlighting the need for equitable AI practices (Small et al., 2020).




2.3.2. Challenges and Adverse Effects of AI on Mental Health


Despite its numerous benefits, AI integration is not without challenges that can adversely affect mental health. The AI tools that support learning may also introduce adverse psychological effects, creating new stressors such as the need to learn and adapt to complex technologies, which can lead to technostress and burnout (Chang et al., 2024). Educators face comparable challenges, with anxieties often stemming from uncertainties about how to effectively integrate AI into the classroom and feeling overwhelmed with its technical demands (Karan & Angadi, 2023). For example, a recent study by The Upwork Research Institute found that 77% of employees using AI tools reported diminished productivity and an increase in their workload (Monahan & Burlacu, 2024). According to Chang et al. (2024), “The increasing integration of artificial intelligence (AI) within enterprises generates significant technostress among employees, potentially influencing their intention to adopt AI” (p. 413). This technostress among educators can hinder their ability to engage students meaningfully, potentially impacting the quality of mentorship and emotional support they provide. Excessive reliance on AI or perceptions of constant monitoring in classrooms may contribute to educator anxiety and stress (TeachFlow, 2023).



In technology-mediated environments, students often feel disconnected despite digital connectivity, a common scenario in college educational settings (Chen et al., 2024). Additionally, AI tools like virtual assistants and automated grading systems may reduce face-to-face interactions between students and educators, promoting feelings of social isolation (Guilherme, 2019). Research suggests that increased use of AI in educational settings may unintentionally contribute to social isolation, a known risk factor for mental health issues (Small et al., 2020).



AI’s potential to replace educators raises concerns about diminishing meaningful interactions, thereby weakening the relationship between students and teachers (Karan & Angadi, 2023). Furthermore, the connection between internet addiction and mental health challenges among students has been linked to the rise in AI-powered platforms. Many AI tools promote constant connectivity, which can foster addictive behaviors. Multitasking with technology like AI tools may lead to cognitive overload and stress, impairing students’ focus and cognitive performance (Small et al., 2020; J. A. Delello et al., 2016).




2.3.3. Ethical Considerations


Ensuring the responsible use of AI in mental health care is crucial to mitigating potential risks for those receiving support, particularly in educational settings where students’ and educators’ well-being is crucial to success. Ethical challenges include making sure that AI algorithms are designed with fairness, autonomy, beneficence, and justice in mind (Graham et al., 2019). Standards must be developed to guide the selection, testing, and evaluation of AI systems in schools, with careful attention to bias in data and predictions. As AI becomes more integrated into educational environments to support mental health, safeguards are needed to prevent harm and ensure the accuracy of AI-driven interventions (Ettman & Galea, 2023).



Privacy and confidentiality are paramount, especially in handling sensitive mental health data within educational institutions (Espejo et al., 2023). The human connection remains vital in mental health care, particularly in schools, where counselors and educators provide critical empathy and support and AI must be used as a tool to complement, rather than replace, these essential human interactions.



While AI holds transformative potential for mental health care in education, more research is needed to ensure its effective, ethical, and equitable use in improving the well-being of students, educators, and school communities. Studies should explore not only the outcomes of AI-assisted interventions but also their impact on fostering connection and relationships in schools, ensuring that AI complements rather than replaces traditional support models. Special emphasis should also be placed on underserved populations in order to ensure equitable access to AI-driven care solutions (Olawade et al., 2024).



In conclusion, AI has transformative potential in addressing mental health challenges in educational settings. However, its promise can only be realized through ethical design, inclusive data practices, and a commitment to augment, not replace, the human touch in mental health care. Ultimately, the synergy between AI innovation and human expertise will determine its success in fostering well-being and creating supportive learning environments.





2.4. Theoretical Framework


The theoretical framework for this study is primarily based on the Technology Acceptance Model (TAM) (Davis, 1986). The TAM suggests that there are two primary factors influencing the acceptance and adoption of new technologies: perceived usefulness (PU) and perceived ease of use (PEOU) (Davis, 1989). According to Davis et al. (1989), “Perceived usefulness (U) is defined as the prospective user’s subjective probability that using a specific application system will increase his or her job performance within an organizational context” (p. 985). PEOU is described as the extent to which an individual perceives a particular technology would be useful or beneficial to them (Davis, 1989). In fact, He et al. (2018) reported that when technology is perceived as easy to use, users’ confidence and competence in adopting it increase, which also enhances self-efficacy. In an exploratory study on factors influencing engagement in AI education in K-12 settings, W. Li et al. (2024) reported that PU and PEOU significantly influenced users’ attitudes and intentions to adopt new technologies. Further, Zhang et al. (2023) suggested that PU and PEOU are the two main factors affecting pre-service teachers’ intentions to use AI technology, with PU having a greater impact than PEOU.



In addition to the TAM, this study integrates Sociotechnical Systems Theory (STS) to better understand both the social and technological factors that influence the use and impact of emerging technologies in educational environments. Sociotechnical Systems Theory, initially developed by Emery and Trist (1960), suggests that effective organizational performance results from the design and integration of both the social system (including people, work processes, and organizational structures) and the technical system (tools, technology, and work environments). This theory promotes creating work systems that incorporate both human (social) elements and technological components to enhance overall efficiency, performance, and the well-being of employees (Cuofano, 2024). However, Pasmore et al. (2018) emphasized that “the technology used to perform work will constantly evolve, requiring ongoing adjustments rather than designing a social system around a fixed technology” (p. 45). This underscores the importance for educational systems to continually adapt and align new tools such as AI with evolving educational practices and the changing needs of educators.




2.5. Research Aim and Questions


As AI continues to permeate educational settings, it becomes imperative to explore its potential ramifications on student and educator well-being. While AI offers advantages such as personalized learning and efficiency, it also presents risks, including concerns about data privacy, algorithmic bias, and its influence on mental health. Therefore, interdisciplinary collaboration is crucial to navigate these complexities, develop ethical guidelines, and ensure the responsible and equitable use of AI across all educational domains (Chiu et al., 2023).



The objective of this research was to explore educators’ perceptions regarding the use of AI in education, focusing on their concerns, perceived benefits, and ethical challenges. This study examined AI’s impact on teaching and learning processes, including its potential to personalize learning, improve efficiency, and pose risks to privacy and mental health. By analyzing how educators integrate AI tools into their teaching, adjust methodologies, and navigate institutional policies, this research contributes to the understanding of AI’s emerging role in education. Specifically, the research questions are as follows:




	
How familiar are educators with AI, and how frequently do they use AI tools at home and in the classroom?



	
How do educators adjust their teaching methods in response to students using AI tools for assignments?



	
What training and resources do educators need to effectively integrate AI tools into their teaching?



	
How do institutional policies affect educators’ ability to adopt and use AI tools in their teaching?



	
What is the perceived impact of AI on educators’ and students’ mental health, and what strategies do educators suggest to mitigate any negative effects?










3. Methodology


This study utilized a mixed-methods approach, combining both quantitative and qualitative data. Data were gathered through an online Qualtrics survey (Qualtrics.com) and included both open and closed questions. Seven of the survey questions examined demographics such as gender, ethnicity, country, level of education, years of experience, type of school, and occupation. Also, the survey included six multiple-choice and five open-ended questions, which included determining educators’ familiarity with AI, the extent they perceived students to use AI, usage in work and home settings, specific tools used in the classroom, the level of agreement on AI tools and platforms, school policies regarding AI, the impact of AI on mental health, training needed, curriculum adjustments, and additional suggestions. For recruitment purposes, a script was posted on educational listservs, social media pages, and emailed to educators. This study was based on a snowball sampling approach. This non-probabilistic method was selected for its effectiveness in leveraging professional networks to reach a broad and varied group of educators. By relying on referrals, this approach allowed us to extend the survey reach through the interconnected networks of participating educators, thereby capturing insights from a wide array of educational contexts. The research study was approved by the Institutional Review Board at the researchers’ university.



Participant Demographics


A total of 422 participants accessed the survey, and 388 provided online consent to participate. After excluding 54 responses with incomplete demographic information, the final sample consisted of 334 educators. Participant demographic details are presented in Table 1. In terms of current residency, 99 respondents (29.64%) were from the United States, while the majority (n = 235, 70.36%) resided in various international locations, including the United Kingdom, Italy, Australia, Germany, the Philippines, Nigeria, South Korea, India, Sweden, Brazil, Azerbaijan, Sudan, and Malaysia.



The educators represented a diverse range of educational backgrounds and teaching experiences. Nearly half of the participants (n = 162, 48.50%) held a professional degree, while 94 (28.14%) had earned a doctorate. Participants also varied in their teaching experience (see Table 1). In terms of professional roles, the majority (n = 236, 70.6%) reported being employed in educational settings. The remaining 98 participants (29.34%) held other roles, such as substitute teachers, special education teachers, medical educators, researchers, adjunct instructors, lecturers, counselors, instructional librarians, and postdoctoral fellows.



Educators worked across various educational settings. The largest group (n = 102, 30.54%) was employed at public four-year institutions, followed by 55 participants (16.47%) at public pre-kindergarten to 12th grade (PK-12) schools. Additionally, 35 participants (10.48%) worked at private four-year institutions, while 27 (8.08%) were employed at public two-year institutions. A smaller percentage (2.99%) worked at private two-year institutions, and three participants (0.90%) were employed at private PK-12 schools. Another 102 participants (30.54%) worked in other educational environments, such as vocational institutions and other colleges. Among the participants from Italy, 9 educators worked in lower secondary (middle school) settings, and 10 were employed in upper secondary (high school) settings.





4. Data Analysis


This study involved both quantitative and qualitative data. The quantitative data were descriptively analyzed to show participants’ demographic information, familiarity with AI, students’ uses of AI, uses of AI in the workforce, and the level of agreement regarding AI tools. Independent t-tests were utilized to analyze the differences between demographic groups for selected variables such as AI familiarity by regions. Additionally, the qualitative responses were analyzed using an inductive and comparative approach. Researchers independently developed initial codes, categorized the data, and refined these categories into broader themes. To enhance reliability, an intercoder agreement was achieved through collaborative comparison of coding results. This process ensured a comprehensive understanding of educators’ perspectives on AI integration, including their recommendations for improving AI use in educational settings.




5. Findings


5.1. Educators’ Familiarity with AI and Students’ Uses of AI


In terms of familiarity with AI, a 4-point scale was utilized (extremely knowledgeable = 4, not knowledgeable at all = 1), and the overall average indicated slight to moderate knowledge of the term AI (M = 2.67, Mdn = 3.00, SD = 0.77, n = 334). A total of 219 educators (65.57%) reported being moderately to extremely knowledgeable about AI, with 184 (55.09%) identifying as moderately knowledgeable and 35 (10.48%) as extremely knowledgeable. Meanwhile, 86 educators (25.75%) considered themselves slightly knowledgeable, and 29 (8.68%) admitted to having no knowledge of AI at all. An independent t-test was used to compare levels of familiarity between U.S. participants (M = 2.99, SD = 0.69) and non-U.S. participants (M = 2.54, SD = 0.77). The test showed significant differences, with higher familiarity among U.S. participants (t = 4.99, df = 332, p < 0.001, Cohen’s d = 0.598).



The survey asked participating educators about their students’ AI usage frequencies for completing assignments. Among 329 responses, 136 educators (41.3%) pointed out that their students use AI often (26–75% of the time), and 132 (40.1%) said their students sometimes use AI (1–25% of the time). Only 27 educators (8.2%) reported that their students use AI almost always (76–100% of the time) for completing assignments. Meanwhile, 34 respondents (10.3%) believed that their students never use AI tools for task completion.




5.2. Use of AI at Home or in the Workforce


The survey asked participants whether they used specific AI platforms at home or at work, allowing for multiple selections to capture the variety of platform usage. Figure 1 shows the counts of participants using these tools in either home or educational settings.



For Open AI platforms, such as conversational AI chatbots like ChatGPT, 137 educators (34%) reported using them in the workplace, while 189 (46.9%) reported using them at home. The use of Open AI tools was similarly high in both home and educational settings. AI-powered simulations, inclusive software (e.g., text-to-speech or read-aloud tools), and research-assisting AI tools were also used with similar frequencies at home and in educational contexts.



Additionally, language learning software was highly adopted at home (n = 173, 45.53%) and in educational settings (n = 115, 30.26%). However, virtual voice assistants like Siri, Alexa, and Google Assistant were more frequently used at home (n = 235, 66.76%) compared to educational settings (n = 54, 15.34%). Three AI platforms that included AI-enhanced LMSs such as Canvas or Moodle (n = 211, 55.53%), content generators like MagicSchool or Canva (n = 192, 49.61%), and AI-driven quiz and assessment tools like Kahoot and Quizizz (n = 213, 59.66%) were more commonly used in educational settings, though they were also frequently used at home.



Virtual writing assistants like QuillBot and ProWritingAid, intelligent tutoring systems like Carnegie Learning, and personalized learning platforms such as Khan Academy recorded lower usage both at home and in educational settings compared to other AI-supported platforms.




5.3. Level of Agreement Regarding AI Tools


When educators were asked to indicate their level of agreement with various statements about the use of AI tools in their educational practice, they responded using a 5-point Likert scale (1 = strongly disagree, 5 = strongly agree; 0 indicating “not applicable”). A total of 320 participants responded, and the overall average agreement was M = 3.25 (SD = 0.74), indicating a neutral sentiment toward the statements. Regarding the ability of AI automation to allow more focus on teaching and interacting with students, 32 educators (10.06%) strongly agreed and 110 (34.59%) agreed, indicating that nearly half of the educators (44.65%) saw this as a benefit. In contrast, 43 educators (13.52%) disagreed, 13 (4.09%) strongly disagreed, and 100 (31.45%) were neutral.



When asked about the use of AI tools for handling repetitive administrative tasks, such as grading and attendance tracking, 38 educators (12.03%) strongly agreed and 135 (42.72%) agreed, making a total of 54.75% of educators. In contrast, 24 (7.59%) disagreed, 16 (5.06%) strongly disagreed, and 79 (25%) remained neutral. Additionally, a large percentage of educators (63.61%) agreed or strongly agreed that AI tools assist in content creation, reducing the time spent on preparation and planning. Of these, 48 educators (15.19%) strongly agreed, while 153 (48.42%) agreed. Conversely, 33 educators (10.44%) disagreed, and 11 (3.48%) strongly disagreed.



Regarding the ability of AI applications to provide personalized professional development opportunities, 39 educators (12.34%) strongly agreed and 143 (45.25%) agreed, with a total of 57.59% of educators acknowledging this benefit. Meanwhile, 27 (8.54%) educators disagreed, and 14 (4.43%) strongly disagreed. In terms of AI’s role in enhancing student engagement through gamification and virtual simulations, 49 (15.71%) educators strongly agreed, and 147 (47.12%) agreed, with 62.83% seeing this as a positive impact. However, 28 educators (8.97%) disagreed and 11 (3.53%) strongly disagreed, while 62 (19.87%) were neutral on this matter.




5.4. How AI Tools Are Used


When educators were asked how AI tools were used in their teaching, 200 responses were analyzed (see Table 2). There was significant reliance on AI for writing and editing tasks, with 23 of the educators (11.5%) using tools like Grammarly to enhance text quality. Content generation through platforms like ChatGPT was highlighted in 12 responses (6%) for a variety of uses such as creating lectures, emails, and quiz questions. Image generation and design also played a role, with AI cited in four responses (2%) and creating captions for lessons further noted in three of the responses (1.5%). The platform Canva was specifically mentioned by eight (4%) educators for preparing presentations. Additionally, AI’s application in virtual reality and simulations was reported by educators in two answers (1%).



Educators also utilized AI for grading and assessment, with nine reactions (4.5%) noting assistance in streamlining evaluation processes like rubric creation. AI was used to create quizzes, with platforms like Kahoot and Quizizz mentioned in 19 (9.5%) responses. One major theme was the use of AI in lesson preparation and delivery, credited in 32 (16%) of the answers for reducing the workload involved in creating and presenting lesson plans. AI also supported differentiation and inclusion strategies by 14 (7%) of the educators and was used to provide professional development in six responses (3%).



AI enhanced research activities in 11 replies (5.5%), showing its applicability in academic settings. Further, learning management systems (LMSs) such as Google Classroom, Moodle, Brightspace, and Canvas, were noted by 12 (6%) of the educators regarding their support of AI in integrating tools and content. Math, coding, and programming tools like GeoGebra, Scratch, and Desmos were mentioned in 4 responses (2%) along with AI’s role in creating engaging and motivating content through interactive platforms as showcased in 11 of the responses (5.5%). An additional three educators (1.5%) reported teaching students about the ethical practices with AI, underscoring the importance of responsible usage.



Finally, AI usage in daily life or at home was observed by 7 (3.5%) educators, indicating its application beyond professional settings. Despite its widespread use, 10 educators (5%) reported not utilizing AI in their professional practices at all.




5.5. Curriculum Adjustments


When educators were asked How might you consider adjusting your curriculum in response to students using AI tools for completing assignments?, their responses, revealed through open-ended questions, were categorized into six themes: curriculum redesign, writing assignments, critical thinking and application, ethical use and citation of AI, support or no adjustments necessary, and a category for those undecided or against adjustments (see Table 3).



The data indicated that 34.72% of educators redesigned their curricula to counteract potential AI misuse. For example, many educators reported “AI-proofing” assessments by focusing on creating more specific, classroom content-driven questions, thus minimizing the ability of AI tools to provide comprehensive answers. One educator noted, “Lessons need to be less about recall and more about using information in new ways, meaning applying knowledge”. In fact, writing assignments were restructured by 8.33% of educators to foster originality and engagement, with some using version tracking platforms like OneDrive or Google Docs to monitor student progress. The move towards more personalized essay prompts and oral presentations was noted as a shift from traditional online exams. In addition to adjustments to curriculum and writing, critical thinking and application were emphasized by 7.64% of educators, highlighting the use of AI as a tool for starting rather than completing projects, with one educator remarking, “AI is just a starting point. We need to then critically evaluate the responses”.



Some educators (13.89%) also noted the ethical use and citation of AI, with several educators reporting the inclusion of syllabus statements that outline acceptable AI use and when it constitutes plagiarism. One educator shared, “I have written a syllabus statement outlining acceptable and unacceptable uses of AI in writing assignments,” demonstrating the need for clear guidelines on AI’s role in academic work. Furthermore, educators are asking students to cite AI sources when used and reflect on how these tools aided their work. A participant stated, “Citing when they’ve used AI… writing a response about how they critically thought about the information given by AI,” showing the focus on ethical usage and reflection.



However, not all educators felt the need to modify their practices. In fact, 17.36% of educators felt no adjustments were necessary, often citing the nature of their subjects, such as fine arts, where AI’s impact is minimal. Some of this group valued AI as a tool but maintained traditional teaching methods where AI does not disrupt the learning objectives. The remaining 18.06% were either undecided or against making any curriculum adjustments related to AI use, expressing concerns about AI’s potential to undermine fundamental learning processes or questioning its educational value altogether.




5.6. Training and Resources for the Implementation of AI


When educators were asked what training programs and resources they believed were necessary to effectively implement AI tools in the classroom, there were 137 responses, which highlighted a variety of needs (see Table 4). The themes that resonated included general and specific training, hands-on and practical workshops, exposure to specific AI tools, addressing AI use and bias, training modalities, independent learning, and uncertainty or lack of awareness.



General training/awareness was the most frequently mentioned category, with 42 (30.66%) educator responses highlighting a preference for broad, comprehensive training on AI. For example, one educator stated, “We need actual training in the use of AI. I only recently started using ChatGPT to help me with my lectures”.



Discipline or content specific training garnered 17 statements (12.41%), reflecting the need for training on specific content or in subject areas. Hands-on and/or practical experience was noted by six (4.38%) educators underscoring the need for experiential learning through direct engagement with AI tools. One educator requested “Hands-on workshops in how to use prompts and how to set assignments”. The modality of training was noted by four (2.92%) educators who emphasized the importance of offering both online and in-person workshops to accommodate various learning preferences and needs.



Exposure to AI tools or specific platforms was reported by seven (5.11%) of the educators. Tools included those such as ChatGPT, the LMS Canvas, Kahoot, and Eduboom. One of the educators also stated, “I need time to fully explore what is available so that I know how to make it a successful tool for student use”. Student learning and critical thinking issues were raised by six (4.38%) respondents pointing to the need to ensure AI tools enhance rather than detract from educational outcomes. “New training is definitely necessary to ensure students are not utilizing the tools as an escape from learning,” noted an educator.



Addressing ethical AI use and bias was a concern for 19 (13.87%) educators, illustrating the need for training focused on the responsible use of AI in educational settings. Discussions around the ethical implications of AI, such as bias and privacy, were stressed as critical areas for educator training. For example, one educator wrote “training on academically honest use of AI and the importance of teaching students’ ethical ways to use these tools. If we do not teach them how to use them appropriately, they will use them incorrectly”.



Policies and guidelines were discussed by four (2.92%) educators who suggested the need for clear institutional policies to govern the use of AI tools effectively and ethically within educational institutions. One educator responded with “…we need concrete policies that outline expectations and resources for teaching students to use it as a tool…”.



Independent learning was documented by five (3.65%) educators underscoring a trend where educators are advocating for self-directed learning pathways in AI education. One educator noted, “I haven’t really taken any trainings. It’s mostly been practice and self-learning”. Finally, 26 (18.98%) educators expressed uncertainty or a lack of awareness about what specific training would be beneficial. In fact, all the responses were “I do not know” or “unsure”.




5.7. Policies on AI


Regarding educators’ policies on the use of AI tools in their classrooms, a diverse range of approaches was observed among 353 educators. A total of 74 (20.96%) educators reported that campus policies on AI are implemented and assessed as written, ensuring adherence to formal guidelines. However, 29 (8.22%) educators noted that while policies exist, they are not consistently followed. A significant portion of 127 (35.98%) respondents indicated that no formal policy on AI usage exists on their campus. Additionally, 86 educators (24.36%) established their own individual policies for their classrooms or courses. The remaining 37 respondents (10.48%) categorized their responses as other.




5.8. Educators Perception of AI on Mental Health and Mitigating Strategies


When educators were asked how they perceived AI to impact the mental health of students or educators, there were 124 unique responses to the open-ended question (see Table 5). From the data, six themes emerged. The most prevalent theme was social isolation or interaction with others, which comprised 24 (19.5%) of the responses. One educator wrote, “AI helps me to see another perspective and consider things I might not have considered, but it also can lead to less real-world social interaction and increased feelings of isolation”. Anxiety and stress were identified in 16 (13.8%) responses, highlighting both benefits and concerns. In fact, six of the educators noted that AI could provide stress-relieving benefits as suggested in the following sentiment: “If anything, I think it would help alleviate stress. It’s nice to just plug in the topic and get a starting point”. However, ten of the educators perceived AI to actually increase anxiety or stress in schools. For example, an educator pointed out “I think teachers can be really stressed out about it, and I think the concerns and lack of clarity around its ethical use is also very stressful for students”.



The theme creativity and critical thinking emerged in 26 (21.1%) of the educators’ responses, primarily underscoring the negative impacts of AI on student learning. Statements ranged from decreased innovation in the classroom to a loss of problem-solving and creativity. One educator wrote:




Students’ use of GenAI can decrease their ability to develop content-based and critical thinking skills, which won’t actually help them in the workplace, and could lead to them failing, which wouldn’t be great for their mental health. predominantly highlighting negative impacts of AI on student development.





The theme of workload or the impact of AI on time resonated in nine (7.26%) of the responses. For some, AI helped educators manage their workload noting that it could significantly enhance productivity by managing time and resources more effectively. For example, an educator stated, “AI gives me more time, so I am better mentally”. Fifteen (12.2%) of the educators conveyed that AI had the potential to lead to student dependency or addiction as captured in the following excerpt: “Students increasingly rely on AI, which may lead to a dependency that diminishes their own learning efforts, while also finding it helpful in managing tasks”. Furthermore, some educators (n = 5, 4.1%) even noted that students might have a lack of competency or motivation as highlighted in the following statement: “[AI] can give the student a false sense of their personal abilities, making them “feel” as if they know more than they actually do”. However, 27 (22%) of the responses indicated no observed impact or an overall unfamiliarity with AI’s effects on mental health as stated in the following: “I haven’t noticed any effect either positively or negatively”. Finally, there was a single response (0.8%), which stated that AI was “not useful”.




5.9. Additional Suggestions


The final question of the survey invited educators to share additional thoughts and suggestions on the use of AI in education (see Table 6). There were 110 responses listed with the largest group, expressing no specific suggestions or uncertainty about AI applications in their educational contexts. Specifically, 53 (34.7%) educators, responded with “No, I don’t” and “None at this time”. Twenty (13.89%) responses were focused on the need for training and increased awareness about AI. These respondents advocated for educational programs that prepare both teachers and students to use AI responsibly and effectively, highlighting the importance of understanding artificial technologies. For example, one educator suggested, “Teachers should be trained so that AI can be used as a school tool for teaching”.



Concerns and caution about the implications of AI in education were raised by 19 (12.41%) of the educators. They voiced apprehension about AI replacing traditional methods, potential ethical issues, and broader social implications, including social inequalities and environmental impacts. A respondent pointed out, “It’s frustrating that AI/GenAI is heralded as the Fixer of All Things”. A smaller segment, emphasizing the need for a balance between AI tools and human effort, included four (2.76%) educators. They suggested that AI should enhance rather than replace the educational process, supporting a hybrid approach where AI assists teachers. “AI should not replace human efforts, but rather, enhance them,” shared one educator.



The potential benefits of AI were recognized in 16 (11.03%) of the responses, which pointed out how AI could facilitate personalized learning, assist with administrative tasks, and foster innovation and creativity in educational settings. For instance, one educator wrote, “AI could be used to assist in grading assignments like a teaching assistant”. Resources and expertise in AI were mentioned by one respondent, highlighting the importance of consulting specialists to effectively integrate AI into educational practices: “Check out my buddy Matt Miller. He’s the AI guru”. It is interesting to note that two of the excerpts regarding the benefits of AI were attributed to “GPT4” rather than the actual participant, indicating that the content was AI-generated.



Finally, ethical considerations in the use of AI were discussed by four (3.64%) of the educators. They called for the development of ethical guidelines and best practices to ensure that AI is integrated into educational settings in ways that are fair, transparent, and beneficial to all students. One educator advised, “It’s crucial to address ethical issues such as bias, privacy, and transparency”.





6. Discussion


The findings of this study highlight the increasing integration of AI in educational settings, emphasizing the complex relationship between technology and social contexts. This relationship is framed by the TAM, which posits that two key factors, namely the PU and PEU, drive the acceptance and adoption of new technologies. Additionally, the STS theory offers a valuable perspective for understanding how AI adoption affects educators’ workloads and mental well-being while also addressing the ethical considerations surrounding its use. It is important to note that the TAM focuses on how users’ perceptions of technology, specifically its usefulness (PU) and ease of use (PEU), influence their adoption. In contrast, STS highlights the dynamic interplay between social (e.g., educators’ perceptions, institutional policies) and technical (e.g., AI tools) systems in shaping how technologies are integrated and used.



In this study, educators’ high level of familiarity with AI (92%) significantly influenced their perceived ease of use, both in the classroom and in personal settings. They shared various ways they integrated AI into their work, ranging from grading papers to planning and creating lessons. More than half (54.75%) of the participants reported that AI was particularly useful for managing repetitive administrative tasks, aligning with the TAM, which suggests that perceived usefulness drives technology adoption. As educators receive more professional development, their readiness to adopt and adapt AI tools is likely to increase, further enhancing both the ease of use and perceived usefulness of these technologies.



With 92% of educators reporting familiarity with AI technologies, it is evident that these tools have become a significant component of contemporary teaching and learning environments. Educators reported utilizing AI for various purposes, including administrative tasks, lesson planning, and enhancing student engagement. This shift toward more efficient teaching practices aligns with the STS focus on optimizing both social and technological elements within educational systems. However, while AI can streamline tasks, its integration in classrooms introduces challenges, particularly in fostering critical thinking among students.



An interesting finding from this study was the prevalence of students using AI tools like ChatGPT to complete assignments. In our survey of 329 educators, 41.3% reported students use AI often (26–75% of the time), 40.1% said sometimes (1–25%), 8.2% said almost always (76–100%), and 10.3% believed students never use AI for assignments. This trend prompted educators to rethink their instructional strategies, often incorporating reflective writing and critical thinking activities to counter the potential over-reliance on AI. However, this trend of AI-assisted assignments also raises critical questions about academic integrity, the authenticity of student work, and the potential for AI to further widen the digital divide, especially among students who may lack access to such technologies outside of school.



The impact of AI on mental health emerged as a critical concern. While some educators specified that AI may reduce stress by automating mundane tasks, others mentioned risks such as increased anxiety and social isolation among students. This duality as both support and potential source of distress requires careful examination of AI’s role in diverse educational contexts. AI-driven tools, such as real-time interventions and conversational agents, hold significant potential for enhancing mental health support by providing scalable, accessible, and timely resources for students. For example, in a recent article titled “AI Chatbot Friendships: Potential Harms and Benefits for Students”, Ofgang (2024) explored the growing trend of students forming “friendships” with AI chatbots, examining both the potential benefits and harms. Ofgang argued that AI chatbots can provide companionship and emotional support, but raised concerns about the negative effects, particularly for young people who may increasingly rely on AI for emotional comfort rather than seeking real human connections. While research on AI’s impact on mental health remains limited, Ofgang pointed out that mental health experts see the potential for AI to play a positive role, particularly in developing programs designed to educate students about mental health and emotional awareness. Additionally, the early identification of mental health challenges is especially critical in educational settings, where AI-driven tools could empower educators and counselors to intervene proactively and support students in managing stress and developing resilience within supportive environments. However, further research is needed to ensure these tools are both effective and ethically tailored for education, prioritizing student well-being and fostering meaningful connections within the school community.



Another significant finding was the gap in institutional policies regarding AI usage. While some educators developed their own guidelines for issues like data privacy and plagiarism, this inconsistency highlights the need for concrete institutional policies. Such policies should ideally address ethical considerations, promote responsible use, and provide clear frameworks for evaluating AI’s role in education. Without a comprehensive and clear institutional AI strategy, the risk of misuse or misunderstanding of AI tools remains high.



This study also illustrated the need for targeted professional development focused on AI literacy. Educators reported a desire for professional learning that not only covers the basics of AI technology but also addresses ethical implications, disciplinary applications, and strategies for promoting meaningful engagement with AI tools. This proactive approach reflects a broader recognition that as AI continues to evolve, so too must educators’ capabilities to leverage these technologies effectively and responsibly. Professional development should not only address the technical skills needed to use AI tools but also include discussions on how to critically assess and incorporate these tools into pedagogical practices. For example, educators should be trained to recognize when AI might undermine student engagement and how to balance its use with strategies that promote active learning and independent problem-solving.



It is important to acknowledge a few limitations of this study. While the diverse sample of educators offers a broad perspective on AI integration in education, the reliance on self-reported perceptions may introduce social desirability bias, particularly given the growing public interest in AI in education. This could limit the generalizability of the findings. Additionally, the sample may not fully represent educators from all demographic backgrounds, especially those in under-resourced schools, and the use of snowball sampling may introduce biases, as it relies on referral chains that may not be representative of the broader educator population. Future research should explore the effects of AI in a variety of educational contexts, including rural schools and those in developing countries, to gain a more comprehensive understanding of AI’s global impact. Investigating the long-term effects of AI on both educational outcomes and mental health is also crucial. Furthermore, gathering data from students would provide a more holistic understanding of AI’s role in the classroom. Longitudinal studies examining the sustained impact of AI on educational outcomes and well-being should be a priority. Moreover, there is a need for research focused on developing comprehensive policies and best practices for professional development to ensure that AI is used effectively in educational settings. Exploring how AI tools influence teaching practices can also help identify which platforms are most beneficial or potentially disruptive. Finally, while this study captures educators’ perceptions of AI usage, including students’ perspectives would offer a more rounded view of AI’s impact in the classroom.



In summary, as AI continues to reshape not just education but also industries like health care and business, preparing students for a world where these technologies are ubiquitous requires more than just technical fluency. It demands the cultivation of critical thinking, ethical awareness, and emotional intelligence. By focusing on these broader competencies, educators can ensure that AI serves as a tool for positive change, rather than one that exacerbates existing inequalities.
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	Variables
	N (%)





	Gender
	



	     Male
	70 (21.0%)



	     Female
	260 (77.8%)



	     Other
	2 (1.2%)



	Ethnicity
	     



	     Caucasian
	259 (77.5%)



	     Hispanic or Latino
	39 (11.7%)



	     Black or African American
	8 (2.4%)



	     Asian, Asian Indian, or Pacific Islander
	10 (3.0%)



	     Other
	18 (5.4%)



	Region
	     



	     United States
	99 (29.6%)



	     International other than United States
	235 (70.4%)



	Level of Education
	     



	     High school graduate
	14 (4.2%)



	     Less than high school
	6 (1.8%)



	     2-year degree
	1 (0.3%)



	     4-year degree
	44 (13.2%)



	     Professional degree
	162 (48.5%)



	     Doctorate
	94 (28.1%)



	     Some college
	13 (3.9%)



	Teaching Experience
	     



	     0 to 5 years
	104 (31.1%)



	     6 to 10 years
	76 (22.8%)



	     11 to 15 years
	53 (15.9%)



	     16 to 20 years
	32 (9.6%)



	     21 to 25 years
	23 (6.9%)



	     26 to 30 years
	19 (5.7%)



	     Over 30 years
	27 (8.1%)



	Professional Roles
	     



	     Assistant professor
	45 (13.5%)



	     Associate professor
	26 (7.8%)



	     Full professor
	73 (21.9%)



	     University administrator
	3 (0.9%)



	     PreK–5th grade teacher
	15 (4.5%)



	     6th–8th grade teacher
	17 (5.1%)



	     9th–12th grade teacher
	50 (15%)



	     Instructional coach
	2 (0.6%)



	     Curriculum director
	2 (0.6%)



	     Principal or Assistant principal
	2 (0.6%)



	     Registrar
	1 (0.3%)



	     Other (including not employed in education)
	98 (29.3%)



	N
	334
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	Tool, Platform, Activity
	Representative Excerpts





	Writing/Grammar/Editing
	
	
I primarily use AI tools to correct spelling, grammar, and improve the quality of written documents.



	
I use AI tools, and I encourage students to do the same, when writing. Grammarly is an amazing tool for spotting errors and increasing the “readability” of work.



	
First, I want to mention that I teach nursing. I use Grammarly to succulently write content in my teaching materials.








	Image Generation/Design
	
	
Post generation, image generation.



	
Generate designs for PowerPoints.



	
To generate pictures to better communicate content.








	Captions
	
	
I edit auto-generated captions for my videos.



	
Students utilize read-aloud.








	ChatGPT
	
	
I use ChatGPT to help write lectures and test questions for medical students.



	
Chat GPT: Create exam questions, survey questions, to help me reword grading feedback to students, to create case studies.



	
Students are allowed to use ChatGPT to brainstorm ideas for paper topics.



	
ChatGPT for email assist.








	Virtual Reality (VR) and Simulations
	
	
Virtual reality.



	
Use virtual assessment tools for simulations.








	Grading and Assessment/Evaluation
	
	
Assistance with generating grading rubrics.



	
Additionally, I’ve used AI to assist with grading. I upload the rubric I developed for the assignment and ask AI to grade the submissions. Initially, I graded the assignments myself before using AI, then compared the results. I found that AI consistently awarded points within 2 to 3 points of my ratings.








	Quizzes/Quiz Platforms (e.g., Kahoot, Quizizz)
	
	
I have used Kahoot and Quizlet in the classroom as a teacher for test reviews and vocabulary study tools.



	
I also use Poll Everywhere to allow students the opportunity to be a part of classroom discussions and questions in a way that is non-threatening.



	
I use AI to see how AI will answer certain questions before assigning them to students. This helps me write questions AI can’t answer, but my students can.








	Differentiation/Inclusion
	
	
I find the use of inclusive software to promote learning and reading or writing activities with disabled children very useful as I am a special needs teacher.



	
I use artificial intelligence to create slides for teaching, create summaries to facilitate topics for students with special educational needs.



	
We utilize personalized learning platforms in the form of iReady which tutors students in math and reading. If a student is strong in a concept, it calibrates the lessons to give the student more challenging work to meet them at their individual levels. Each student’s coursework is personalized in this way to promote closing the gaps. Many of our students with accommodations also use assistive technology such as text-to-speech and spelling assistance.








	Brainstorming/Revision
	
	
Brainstorming, critiquing writing, discussion of ethics and how to use for home/school programs. Evaluating the responses.



	
Brainstorming potential question students may have, brainstorming research topics, summarizing chapters for students.



	
In my English classes, I show students how to use generative AI for brainstorming and revision.








	Case Studies
	
	
Create case studies.



	
To generate case studies.



	
I have thought about using AI to help me create case studies but have not implemented this method yet.








	Professional Development
	
	
I teach teachers how to utilize these tools in writing IEPs, in designing lessons, providing specially designed instruction, and to assist in appropriate communication with parents and peers.



	
I’m a teacher educator, so I show them how to use AI tools/platforms for different aspects of their future jobs (e.g., creating lesson plans, generating potential letters to families, differentiating in the classroom).



	
I use AI to support instructional design.








	Research
	
	
Currently use it to help edit their writing, to do research, to generate new ideas. One assignment involves using AI to generate an essay response to a prompt, and students then substantiate each empirical claim with reference to peer-reviewed research.



	
My upper-level students are taught how to use Quillbot and Citation Machine, or EasyBib in essay or research writing.



	
All students are encouraged to do research for projects and other class activities. It’s usually a little obvious when a student uses AI to cheat when writing answers to a prompt, but it does occur.








	Misinformation/Ethics
	
	
I have always given direct instruction on how to use AI and other tools to help with study, as well as on honest and ethical use of such tools to check and refine your work without crossing over into plagiarism.



	
So far, I have only used them to demonstrate to the medical students the answers they might get if they ask AI medical questions. I show them that some answers are correct, and some are incorrect. I do this to emphasize the importance of double checking the results they get. That AI can be a great tool in medicine, but they need to know what is right and what isn’t right or at least is suspect when they get answers back from AI.








	Learning Management Systems (LMSs)
	
	
Google Classrooms-Teams.



	
I use online platforms for teaching (Brightspace).



	
Just Canvas right now.



	
I use Blackboard ULTRA for teaching, and I use other AI-enhanced platforms such as Mentimeter, pallet, adobe express, and Canvas for designing lesson plans, slides, and graphics.








	Math/Coding/Programming Tools
	
	
Coding.



	
Use of scratches for coding.



	
Platforms like DESMOS and GeoGebra.



	
I’ve given my students some exposure to GitHub Copilot—a tool that has use in computer programming. It’s an open question whether or not this tool is suitable. I’m feeling it out.








	Canva
	
	
I use Canva or other similar apps to produce teaching materials.



	
Use of Canva with students or to prepare presentations.



	
Canva helps me create visually appealing presentations, flyers, and infographics.








	Engaging/Motivating Content
	
	
To catch students’ attention.



	
I use these tools to make learning more stimulating and meaningful, for assessment and for cooperative learning activities.



	
lessons with interactive presentations.



	
I use AI tools to make the lesson more engaging.








	Lesson Creation/Delivery
	
	
To produce didactic material (slides, maps).



	
I also leverage AI to generate additional ideas, suggest alternative resources, and propose different ways to teach a concept.



	
I can use AI to help write lesson plans, warmups and exit tickets, activities, writing prompts, discussion topics, research, creating presentations, and creating unique images to demonstrate topics/content. Just yesterday Google Gemini helped me research the most effective teaching strategies and methods to use when covering classroom “rules” on the first days of school.



	
I themed my Rhetoric 101 courses on this semester.








	Daily/Home Usage/Other
	
	
Rarely. Mostly at home with background apps like voice to text.



	
To this point, most of my use of AI has been personal. I have been exploring platforms this summer, and plan to use AI tools more often in the coming school year.



	
Some other tools as Alexa at home.



	
Many more ways I use AI. I use it daily and multiple times a day.








	Do Not Use/Other
	
	
I don’t use AI in my teaching.



	
I rarely use electronic platforms in my teaching.



	
I do not currently use any AI tools or platforms in teaching.
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	Theme
	Representative Excerpts





	Curriculum Redesign/Modification
	
	
Lessons need to be less about recall and more about using information in new ways, meaning applying knowledge.



	
Rethinking my assessments, so that it cannot be a simple AI search. It requires application and personal connections.



	
I have created formats/rubrics that must be utilized for submissions and tightened parameters to ensure critical thinking questions are asked during in person encounters which will allow students to study before labs.








	Writing Assignments
	
	
I have started requiring them to write in platforms where I can see version history, such as OneDrive or Google Docs.



	
I’ve already tried to do this by creating more authentic assessments that incorporate self-reflection and writing my own quiz-style assessment questions that are not multiple choice (e.g., a lot of multi-select and matching questions).



	
Our program personalizes essay questions to take into account personal perspectives and increase the difficulty of using AI to generate responses.








	Critical Thinking and Application
	
	
I have included AI as a tool for brainstorming, or finding information about topical areas, then evaluating it. AI is just a starting point. We need to then critically evaluate the responses.



	
Critical thinking opportunities—evaluate merit of AI responses against current evidence.



	
We allow use of AI tools for assignments to assist with wording, grammar, etc. Typically, if students attempt to use AI for more advanced use (critical thinking), the answers do not address the assignment accurately.








	Ethical Use and Citation of AI
	
	
I have included an AI usage statement on my syllabi beginning Fall 2024. Additionally, prior to any writing heavy or essay assignments, I will explicitly instruct my students on how they may or may not use AI to aid their answers.



	
I try to design prompts where students need to include their personal voice and opinion. I include lessons on how to use generative AI in useful and ethical ways.



	
You have to be proactive and learn as much as you can about the platforms so you can recognize and counter behaviors that are not conducive to intellectual or academic learning.








	Support or No Adjustments Necessary
	
	
As long as AI is being used as a tool, no adjustments are needed. Learning to work with technology will only benefit students. When it comes time for them to graduate from high school and get out on their own AI will still be accessible.



	
AI can be used in several ways for teaching and learning. Not for completing assignments.



	
Get a Better understanding of how AI works.








	Against or Undecided
	
	
I don’t believe students use AI to complete my courses, as I teach Painting and Drawing, and I do not accept digital work for my assignments.



	
This is an unsolved question, but up to now, I believe, the Motivation for using AI is not big enough among my students. Only the best ones (less than 5% I believe) are willing to receive such a help and then, they earn good grades.



	
I don’t like it as I feel they are not doing the learning as they are not completing the work on their own.
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	Theme
	Representative Excerpts





	General Training/Awareness
	
	
Extensive training on all types of AI software that can be used in the classroom.



	
An educational workshop to demonstrate all the AI and ways that the instructor could allow the use.



	
Professional Development in the use of technological formats so we know what the students have access to, what it looks like in use, and how it might be used.



	
Everything from general concepts to prompt development.








	Time
	
	
I need time to fully explore what is available so that I know how to make it a successful tool for student use.








	Discipline/Content Specific
	
	
Specific training courses.



	
AI could be used to improve and correct English pronunciation.



	
How to incorporate AI into your specific discipline.



	
University workshops, prompt engineering training.








	Hands-on/Practical
	
	
Theoretical knowledge should be accompanied by a practical part of guided experimentation.



	
Hands on workshops in how to use prompts and how to set assignments.



	
I am an advocate of exploration and open experimentation. I think that any choice for a given protocol and process of “training” is premature at this juncture—too much may be missed in such a process. I would say that “training” should be engaged through “sharing”.








	Modality
	
	
Regular 1 h online/in-person workshops on specific tools.



	
An online asynchronous training course specific to PA educators would be welcomed.



	
They have been rather scarce; however, I did participate in a very helpful online training on some AI platforms a few weeks ago. It was quite helpful.








	Exposure to AI Tools/Platforms
	
	
Canva, Kahoot, Eduboom.



	
Curriculum re-design practice of using AI Tools.



	
Concept maps, laboratories.








	Student Learning/Critical Thinking
	
	
Ways to use AI that will not decrease the students learning.



	
Exposure on current trends and tools to aid teachers in making their discussions such more interactive, fun and engaging.



	
More seminars to discuss how to make a student use their own mind instead of searching the internet for answers, especially in medicine.








	Addressing Ethical AI Use and Bias
	
	
Safely and accurately use them. Also trust but verify. Be able to use only certain sources to access information.



	
General training on platforms conversations about pitfalls conversations about ethical use of AI in education clear direction for APA citation of AI sources how to utilize AI gaming in the classroom.



	
A reliable AI detector. Training on how OTs are currently utilizing AI in practice, education on how to determine and communicate expectations at various levels of education.








	Policies and Guidelines
	
	
Frameworks for setting expectations for student use. Using AI in the classroom opens the door for students to explore more, but we need concrete policies that outline expectations and resources for teaching students to use it as a tool and not overly on it to make the product.



	
Workshops would be good, and links to other syllabus statements and articles about AI in the classroom.



	
Institutional policies and procedures as to acceptable use of AI. Statements saying they cannot be used is not sufficient to support instructors.








	Not Aware/Uncertain
	
	
I don’t know any.



	
I don’t know at the moment.



	
I don’t know… the specialization course was so useful to me that with ICT it created the right foundations for me to move on this new educational field.








	Self-taught/Other
	
	
I can Provide context. Before introducing an AI tool, offer a brief overview of how it works and why it will benefit students’ learning. Highlight the importance of data privacy. Educate your students on generative AI data privacy practices. Distribute readings or resources that delve into data privacy in AI. Consider sharing articles from reputable business journals or case studies that discuss real-world implications of data privacy breaches. Offer alternatives. Always provide students with an alternative if they’re uncomfortable with sharing their data. This could be another tool, a different assignment, or a manual approach to achieve the same learning outcome.



	
I haven’t really taken any trainings. It’s mostly been practice and self-learning.



	
Educators should be able to follow their own noses and figure out AI tools. I don’t think any particular programs or resources are needed. Trying to introduce programs and resources smells like administrative bloat to me.
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	Theme
	Representative Excerpts





	Social Isolation/Interaction
	
	
Students would rather talk to a computer than a real person. They would also prefer the computer do the work so they can mindlessly scroll TikTok.



	
It may increase mental health issues due to decreased interaction and self-initiative.



	
Increase the risk of isolation due to lack of engagement with the real world.








	Anxiety and Stress
	
	
Could lower stress levels by helping educators create documents and scenarios and be more efficient.



	
It is stressful for educators to detect plagiarism.



	
I have seen mostly the positive side of AI, of how it helps people to write better and more appropriate forms of communication, especially for those who might not be as strong with effective and diplomatic communication. I think AI has the potential to help students and thereby enhance their learning and relieve stress.








	Creativity and Critical Thinking
	
	
Disrupting all aspects of human life, natural ways of thinking, learning and so on.



	
Excessive use of artificial intelligence deprives children of creativity and development of critical thinking.



	
The opportunity to think, reflect, hypothesis, synthesis, analyze and take personal decisions are greatly discouraging. They don’t exercise their reasoning sense and will eventually be dormant and unproductive. They have to be exposed the critical orientation on the appropriate and meaningful use of AI.








	No Observed Impact/Unfamiliar
	
	
I don’t know much about this, nor have I seen it.



	
I don’t really see it as a mental health issue to be honest. I’m not sure I see the connection.



	
I have not witnessed any specific effects of AI on the mental health of students.








	Workload/Time
	
	
If AI is used as a method for effectively managing time and resources, it can positively impact student and educator workload. For me, the use of AI had provided more opportunities to work on more cognitively heavy tasks which allows me to finish my work in a more appropriate time frame.



	
It helps fill gaps, simplifies and summarizes the learning contents.



	
It has the potential to go either way, so it is important for educators to learn and be on the front end of steering where it goes. It has the potential to improve mental health by streamlining productivity to reduce administrative burden, allowing students and educators to focus on what they need to do and learn.








	Student Dependency/Addiction
	
	
Addiction- physical fixity- loss of personality and originality.



	
I fear that the overreliance of AI will be present very soon.



	
Both educators and students seem more fixated on the things they do.



	
I believe that the use of AI has an impact on the mental health of students as it requires an increase in exposure to backlit screens and reduces the person’s ability to criticize. For us teachers, it is difficult to manage the speed of changes in the digital field.








	Sense of Competency/Motivation
	
	
It makes students think that they aren’t a good enough or smart enough student.



	
As for students, my concern is the potential for students to be easily demotivated in performing thorough research on assignments. AI at times does not pull information from the most reliable sources.



	
It can give the student a false sense of their personal abilities, making them “feel” as if they know more than they actually do. When they run headlong into reality, this will be a shock.



	
AI discourages students.








	Not Useful
	
	
In my opinion, it is not useful for student[s].
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	Theme
	Representative Excerpts





	No Suggestions/Unsure
	
	
No.



	
None currently.



	
Not at this time.








	Training and Awareness
	
	
In my opinion there should be awareness on the conscious use of artificial technologies and AI.



	
I would love to see a training course on the ethical use of AI as a requirement for students and educators.



	
Need to understand how to implement, where are boundaries that are realistic and helpful.








	Caution/Concerns
	
	
We should not completely trust in AI.



	
It’s frustrating that AI/GenAI is heralded as the Fixer of All Things, particularly by the tech industry, when we’ve seen this pattern of rising and falling technology in the past. (In its current form) AI is clearly, quantifiably, bad for the environment and replicates exists structural oppression. I’d love it if that weren’t the case, but it seems like, particularly for GenAI, all the applications are meant to replace creative enterprises instead of menial tasks that would free people to be more creative themselves.



	
My greatest concern is people who will maliciously use AI. I am hopeful that society will use AI responsibly.








	Balance AI and Human Effort
	
	
Need a balance.



	
AI should not replace human efforts, but rather, enhance them.



	
It is a good thing as long as it is not allowed to replace humans. As an educator, I can see AI teaching, but it cannot replace a teacher in the classroom. We get to know our students and the various idiosyncrasies they face daily. A computer cannot FEEL.








	Benefits of AI
	
	
Teachers can create personalized study plans for each student, taking into account their abilities, learning styles, and interests.



	
AI could be used to assist in grading assignments like a teaching assistant.



	
Innovation and Creativity: AI can drive innovation by enabling new forms of creativity and problem-solving. For instance, it can generate new designs, suggest novel research paths, or create art (GPT4).



	
Accessibility and Inclusion: Ensuring that AI technologies are accessible and beneficial to all, including marginalized and underserved communities, is crucial for equitable progress (GPT4).








	Resources/Expertise 1
	
	
Check out my buddy Matt Miller. He’s the AI guru.








	Ethical Use and Collaboration
	
	
We are very early on an exponential curve. Primarily I think what’s needed is a reality check in academia, not “best practices”, not denial, not ethical contemplations by people who are untrained in ethics issues, not social bias audits by people without any real expertise in social inequality, and definitely not insights from the dreary world of our academic education departments.



	
Ethical Considerations: It’s crucial to address ethical issues such as bias, privacy, and transparency. AI systems should be designed and implemented in ways that minimize discrimination and protect users’ personal information.



	
There should be ethical rules unto the AI. And rules about its use in schools.
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