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Abstract: The structured singular values and skewed structured singular values are the well-known
mathematical quantities and bridge the gap between linear algebra and system theory. It is well-
known fact that an exact computation of these quantities is NP-hard. The NP-hard nature of structured
singular values and skewed structured singular values allow us to provide an estimations of lower
and upper bounds which guarantee the stability and instability of feedback systems in control. In this
paper, we present new results on the dual characterization of structured singular values and skewed
structured singular values. The results on the estimation of upper bounds for these two quantities
are also computed.

Keywords: eigenvalues; singular values; structured singular values; skewed structured singular
values

MSC: 15A18; 15A03; 05B20; 15A23

1. Introduction

The structured singular value (SSV) was first introduced by J. C. Doyel [1] and Sa-
fonov [2] as a mathematical tool, which is widely used to investigate the robustness,
performance and stability of linear feedback systems in control. In control system analysis,
the problem associated with the determination of stability and robustness in the presence
of uncertainties is among the most fundamental issue in control and it has attracted a
reasonable amount of researchers in the last three decades. Much of the research work has
been done in robustness analysis for two different class of problems from system theory
which involves the uncertainties. For this purpose, two different kinds of approaches has
been developed.

One of the approach is based upon the frequency-based robust stability conditions
in the form of the small gain condition. The small gain condition is most useful for
analyzing those problems from system theory which are associated with the norm bounded
unstructured or complex structured uncertainties. An example of such an approach is
based upon the structured singular values introduced in [1,3].

An another approach is largely inspired by Kharitonov work [4]. The main aim of
the work by Kharitonov is to determine the stability robustness with a finite number of
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conditions. This approach also aims to study the problems in control when real parametric
uncertainties consisting of real-valued uncertain parameters are involved, for a more details
see, e.g., [5–7].

In principle, both types of methodologies can be modified to deal with real and
complex parametric uncertainties. Indeed, the early developments in structured singular
values deals with the uncertainties which are only pure complex. However, the extensions
have been made so that the real-valued uncertainties can also be considered [8,9]. The
Kharitonov type approaches deal with the µ-value problems while considering the real-
valued uncertainties [10–12].

The exact computation of SSV is impenetrable which makes it NP-hard [13]. The
NP-hard nature of SSV broach to foster methods for approximation of its lower and upper
bounds. However, the SSV lower bounds are computed using the generalization of power
method [14,15]. Moreover, the balanced AMI technique developed by [16] is the utilization
of bounds introduced by [17] and is particularized in a preeminent style in [16]. The given
matrix, under consideration, is first balanced while imploging a variation of Osborne’s [18]
generalized to crank the repeated real/complex scalars and the number of full blocks.
Further, Perron approach is a determination for balancing the given matrix. The Perron
eigenvector methodology is established on the idea apt by Safonov [2].

The D-Scaling upper bound presented in [1] is the most extensively used paper for the
approximation of the upper bound of structured singular values. The D-Scaling for complex
structures acquiring full complex blocks is close to the original SSV. For more details, we
suggest the reader to consult [19] and the reference therein. Meanwhile, for non-trivial
complex structures, the D-Scaling upper bound turns out to be more flexible [1,19].

The SSV theory for mixed real/complex cases is an extension of SSV that acquiesce
the structure to consist of real and complex parts. The computation of upper bounds for
the mixed SSV presented by [17] is also known as (D, q)-Scaling upper bound of skewed
structured singular values ν, and is quite apart from actual mixed SSV [20].

The investigation for the non-fragile asynchronous H∞ control while considering the
stochastic memory systems with Bernoulli distribution has been recently studied by [21].
An efficient algorithm for the computation of budget allocation procedure for the selection
of top candidate solution for objective performance measure has been extensively studied
by [22].

In this article, we give an analytical treatment for the dual characterization of struc-
tured singular values and skewed structured singular values. We present some new results
for the computation of an upper bounds of these quantities.

The rest of the paper is organized as: In Section 2, we provide the preliminaries of
our article. In particular, we give the Definitions of the block diagonal structure, structured
singular values and skewed structured singular values for a set of block diagonal matrices
and subset of positive definite matrices. In Section 3, we present new results on the com-
putation of the dual characterization of structured singular values and skewed structured
singular values. The computation of upper bounds of skewed structured singular values
are also presented in Section 3 of our article. Finally, Section 4 is about the conclusion of
our presented work.

2. Preliminaries

Before we proceed, we give some essential definitions that will act as prerequisites for
the subsequent results.

Definition 1 ([23]). The set of block diagonal matrices X is defined as

X :=
{

diag(αi Ii; β j Ij; Ct) : αi ∈ R, β j ∈ C, Ct ∈ Cmt×mt
}

,

where αi Ii, β j Ij, and Ct denote the number of repeated real scalar blocks with different sizes for all
i = 1, · · · , r, the number of complex scalar blocks with different sizes for all j = 1, · · · , c and the
number of full complex blocks with different sizes for all t = 1, · · · , k, respectively.
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Definition 2 ([1]). For a given n-dimensional complex valued matrix M ∈ Cn×n, the structured
singular value with respect to X is defined as

µX(M) :=

0, if det(I −M∆) 6= 0, ∀∆ ∈ X
1

min
∆
{‖∆‖2 : ∆∈X, det(I−M∆) = 0} , else. (1)

The matrix valued function ∆ is an uncertainty that occurs in the linear feedback system.

Definition 3 ([23]). The sets DX and GX

DX :=
{

diag(P1, . . . , Pr; P1, . . . , Pc; P1, . . . , Pt)
}

and
GX :=

{
diag(H1, . . . , Hr; O1, . . . , Oc; O1, . . . , Ot

}
contains positive definite matrices Pi for all i = 1, · · · , r, Pj for all j = 1, · · · , c and Pt for all
t = 1, · · · , k and Hermitian matrices Hi for all i = 1, · · · , r, and repeated null complex scalar
blocks Oj for all j = 1, · · · , c and number of null full complex blocks Ot for all t = 1, · · · , k,
respectively.

Definition 4 ([23]). For a given n dimensional complex valued square matrix M ∈ Cn×n and
β ∈ R, the matrix-value function fβ(D, G) is defined as

fβ(D, G) := MH DM + i(GM−MHG)− β2D,

where matrices D, G belongs to DX and GX , receptively.

Definition 5 ([23]). The upper bound of µX(M) is denoted by νX(M) and is defined as

νX(M) := in f
β>0

{
β : ∃ D ∈ DX and G ∈ GX s.t. fβ(D, G) < 0

}
.

Let M ∈ Cm×n be a given matrix and (mr, mc, mC) represent an m-tuples of positive
integers and let

K = (k1, . . . , kmr , kmr+1 , . . . , kmr+mc , kmr+mc+1 , . . . , kmC ), (2)

where ∑m
i=1 ki = n.

Definition 6 ([23]). The set of block diagonal matrices is defined as

XK := {∆ = diag(δ1 I1, . . . , δr Ir, δ1 I1, . . . , δc Ic, ∆1, . . . , ∆t)}.

In Definition 6, δi ∈ R ∀i = 1, · · · , r, δj ∈ C ∀j = 1, · · · , c, ∆t ∈ Ct×t ∀t = 1, · · · , k.
The set XK is pure real if δj = 0 and pure complex if δi = 0, otherwise it is with mixed real and
complex block perturbation. For ∆t ∈ Ct×t, the set XK turns out to be a set of full complex blocks
perturbation.

Definition 7 ([1]). For given matrix M ∈ Cm×n and XK, the structured singular value; denoted
by µXK (M) and is defined as

µXK (M) :=

0, if det(I −M∆) 6= 0, ∆ ∈ XK
1

min
∆∈XK

{‖∆‖2 : det(I−M∆) = 0} , else, (3)

where ‖∆‖2 denotes the largest singular value of ∆.
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Definition 8 ([23]). The set YK of block diagonal structure is defined as

YK : {∆ν = diag(δ1 I1, . . . , δr Ir, δ1 I1, . . . , δc Ic; δ1 I1, . . . , δc Ic; ∆1, . . . , ∆t)}.

In Definition 8, δi ∈ R ∀i = 1, · · · , r, δj ∈ C ∀j = 1, · · · , c, ∆t ∈ Ct×t ∀t = 1, · · · , k.

Definition 9 ([23]). The secondary set ZK̂ of block diagonal structure is defined as

ZK̂ : {∆ν = diag(δ1 I1, . . . , δr Ir, δ1 I1, . . . , δc Ic; ∆1, . . . , ∆t)}.

In Definition 9, δi ∈ R ∀i = 1, · · · , r, δj ∈ C ∀j = 1, · · · , c, ∆t ∈ Ct×t ∀t = 1, · · · , k.

Definition 10 ([23]). The set ZK is restricted to the unit ball and is defined as

BZẐ =
{

∆ f ∈ ZK̂ : ‖∆ f ‖2 ≤ 1
}

.

Definition 11 ([23]). The block structure WK,K̂ is defined as

WK,K̂ =
{

∆ = diag(∆ f , ∆ν)
}

, (4)

or

∆ =

(
∆ f 0
0 ∆ν

)
. (5)

Definition 12 ([23]). For given matrix M ∈ Cm×n and ZK̂, the skewed structured singular value
is denoted by µZK̂

(M) and is defined as

µZK̂
(M) :=


0, if det(I −M∆) 6= 0, ∆ ∈WK,K̂

1
min

∆∈WK,K̂
{‖∆ν‖2 :det(I−M∆)=0} , else. (6)

3. The Main Results

In the section, we present some new results on the computation of structured singular
values and skewed structured singular value.

3.1. Dual Characterization of µX(M) and νX(M)

We give a dual characterization of µX(M) and νX(M). The characterization is the
dual in the sense that they act as an application for duality argument in convex sets. The
following result given by Boyed [24] is considered as a standard result for the separation of
the hyper-planes.

Lemma 1 ([24]). Let P(E) ∈ Cm×m and P depends affinely on E ∈ Cn×n. Let γ be the some
convex subset of Cn×n. Then, there exists no E ∈ γ such that the Hermitian part of P(E) becomes
negative, that is,

He(P(E)) < 0

if and only if there is some non-zero matrix W, that is, W = WH and is non-negative such that

Re(Tr(WP(E))) ≥ 0.

We make use of the following assumptions to prove our main result for dual charac-
terization of νX(M).

Assumption 1. The matrix E ∈ Cn×n in DX + GX is Hermitian, that is E = EH .
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Assumption 2. The matrices (M− βI), (MH + βI) are Hermitian, that is,

(M− βI) = (M + βI)H

and
(MH + βI) = (MH + βI)H .

Theorem 1 (Dual Characterization of νx(M)). Let M ∈ Cn×n and X be the set of block diagonal
matrices, as defined above. The quantity β ∈ R is lower bound of an upper bound of µX(M)

β ≤ νX(M)⇔ ∃W = WH ≥ 0

such that
ηi[(M− βI)W(MH + βI)E] ≥ 0, ∀E ∈ DX + iGX .

Proof. The matrices (M− βI), (MH + βI), W and E are Hermitian. The unitary diagonal-
ization of the matrix ((M− βI)W(MH + βI)E) implies that

(M− βI)W(MH + βI)E = QΛQ∗

or
Λ = diag(λ1, . . . , λz, λz+1, . . . , λn) = Q∗((M− βI)W(MH + βI)E)Q (7)

We construct matrices M0, M+, which pack λ1, · · · , λz as zero eigen-values and λz+1, · · · ,
λn as strictly positive eigen-values.

M0 =

1 0
. . .

0 1

 ∈ Cnz×nz ,

and

M+ =


1

λ1/2
z+1

0

. . .
0 1

λ1/2
n

 ∈ Cnp×np ,

and then assemble all eigen-values into matrix B as

B =

(
M0 0
0 M+

)
.

A simple calculation shows that

(QB)∗((M− βI)W(MH + βI)E)(QB) = B∗ΛB =

(
Oz 0
0 Ip

)
. (8)

In Equation (8), Oz and Ip are of dimensions nz and np.
Suppose that there exists an Hermitian matrix Ĥ, which is a similar matrix to ((M−

βI)W(MH + βI)E) such that

Q(M−βI)W(MH+βI)E,B(M−βI)W(MH+βI)E = (M− βI)W(MH + βI)E, (9)

and
QĤ ,BĤ = Ĥ. (10)



Mathematics 2022, 10, 2050 6 of 10

In a similar manner,

(Q(M−βI)W(MH+βI)EB(M−βI)W(MH+βI)E)
∗[(M− βI)W(MH + βI)E]

(Q(M−βI)W(MH+βI)EB(M−βI)W(MH+βI)E) =

[
Oz 0
0 Ip

]
= (QĤBĤ)

∗Ĥ(QĤBĤ).

In turn, the quantity (M− βI)W(MH + βI)E implies that,

(Q(M−βI)W(MH+βI)EB(M−βI)W(MH+βI)E)
−1 = (QĤBĤ)

∗Ĥ(QĤBĤ)(QĤBĤ)
−1. (11)

Thus, finally we obtain the following expression for the quantity (M− βI)W(MH +
βI)E, that is,

(M− βI)W(MH + βI)E = TV.

Here the matrix T = (QĤBĤB
−1
(M−βI)W(MH+βI)EQ−1

(M−βI)W(MH+βI)E)
∗, and the matrix

V = Ĥ(QĤBĤB
−1
(M−βI)W(MH+βI)EQ−1

(M−βI)W(MH+βI)E). The result in above equation implies
the existence of some invertible matrix Z such that

(M− βI)W(MH + βI)E = Z∗ĤZ.

Reduce (M− βI)W(MH + βI)E and Ĥ to the form of Equation (8) as:

(ΥΩ)∗((M− βI)W(MH + βI)E)(ΥΩ) =

(
Oz 0
0 Ip

)
,

where Υ = Q(M−βI)W(MH+βI)E and Ω = B(M−βI)W(MH+βI)E and hence, we have that,

(QĤBĤ)
∗Ĥ(QĤBĤ) =

[
Oẑ 0
0 Ip̂

]
. (12)

Next, we intend to show that z = ẑ and p = p̂. However, since, (M− βI)W(MH +
βI)E = Z∗ĤZ and from Equation (12), we get

(ZΥΩ)∗Ĥ(ZΥΩ) =

[
Oz 0
0 Ip

]
. (13)

Equations (12) and (13) have two similar transformations for Ĥ. We write these as

Y∗ĤY =

(
Oz 0
0 Ip

)
; Ŷ∗ĤŶ =

(
Oẑ 0
0 Ip̂

)
where matrices Y and Ŷ∗ are invertible. We show z = ẑ and skip to show p = p̂ to avoid
redundancy in working rules.

Let
W = N (Y∗ĤY), dim(W) = z.

Take w ∈ W , then we get Y∗ĤYw = 0. As the matrix Y is invertible, so Y∗Ĥw = 0.
For Ŷ−1Yw ∈ Ŷ−1YW , then we have

Ŷ∗ĤŶx = Ŷ∗ĤŶw.

Furthermore, Ŷ−1YW ⊂ N (Ŷ∗ĤY) and by making use of the fact that Y and Ŷ
are invertible,

ẑ = dim(N (Ŷ∗BY)) ≥ dim(Ŷ−1YW) = dim(W) = dim(N (Y∗ĤY)) = z.
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Finally, by switching the roles of Y∗ĤY and (Ŷ∗ĤŶ), it follows that z ≥ z∗, so,
z = z∗.

Assumption 3. For t ∈ Cn×1, the matrix ttH = W with W = WH ≥ 0.

Theorem 2. (Dual Characterization of µX(M)). Let X be any set of block diagonal matrices as
defined in (8). Then, µX(M) ≥ β if and only if there exists t ∈ Cn×1 such that

Re tr[(M− βI)ttH(MH + αI)E] ≥ 0, ∀E ∈ Dx + iGx.

Proof. The proof is similar to that of Theorem 1 by making use of Assumption 3.

Theorem 3. For W ∈ Cm×n, W = WH ≥ 0 there exists B ≥ 0 s.t. W1/2 = B.

Proof. The proof is followed from spectral decomposition Theorem. Indeed, we do have
W = QDQ∗ with QQ∗ = I = Q∗Q and

D = diag(λ1, λ2, . . . , λn), ∀i = 1, · · · , n.

For all i ∈ [1, · · · , n], λi(W) ≥ 0. Set B := QD̃Q∗ with D̃ = diag(λ1/2
1 , λ1/2

2 , . . . , λ1/2
n ).

In turn, this implies that
W1/2 = B, or , B2 = W. (14)

The proof is done.

Lemma 2. If M ∈ Cm×n has rank one, then µX(M) = νX(M).

Proof. It is sufficient to show νX(M) ≥ β implies that µX(M) ≥ β for β ∈ [0, ∞). For this
purpose, consider that νx(M) ≥ β, then from Theorem 3.1, there is a nonzero non-negative
definite matrix W such that W = WH ≥ 0, which satisfies matrix inequality

(M− βI)W(MH + βI)E ≥ 0, ∀E ∈ DX + iGX .

Next, we pick the largest rank-1 piece of M, that is, σ1u1θH
1

M = u1

(
σ1 0
0 0

)
θH

1 , σ1 > 0, u1, θ1 ∈ Cn×1

Factorize W as
W = ttH + Ŵ. (15)

In Equation (15), Ŵ is chosen such that Ŵθ1 = 0, Ŵ = ŴH ≥ 0, t ∈ Cn×1. If Bθ1 = 0,
then W = Ŵ for t = 0. The PSD-matrix B is defined in Theorem 3. If Bθ1 6= 0, then take
t = 1

(θH
1 Wθ1)1/2 Wθ1, Ŵ = W − 1

(θH
1 Wθ1)1/2 Wθ1θH

1 W. This shows that

(M− βI)ttH(MH + βI) = (σ1u1θH
1 − βI)(W − Ŵ)(θ1uH

1 + βI)

= (M− βI)W(MH + βI) + β2Ŵ.

Since, by Theorem 3, we have that

(M− βI)W(MH + βI)E ≥ 0, ∀E ∈ DX + iGX ,

then so does
(M− βI)ttH(MH + βI)E

as the factor β2Ŵ is non-negative.
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3.2. Computing Upper Bound of Skewed Structured Singular Value

In this section, we present some new results on the computation of the upper bounds
of structured singular values, that is, µs(·).

Theorem 4. For a given matrix M ∈ Cm×n and block diagonal structure

S =

(
I f 0
0 νIν

)
.

The inequality holds true, that is, µs(Ms(ν)) ≤ σ1(Ms(ν)) with

Ms(ν) := S−1M =

(
M11 M12

1
ν M21

1
ν M22

)
.

Proof. For given matrix M ∈ Cm×n, there exists unitary matrices U ∈ Cm×n, V ∈ Cm×n

such that

M = U
(

σ1 0
0 T

)
VH .

Take σ1 and θ1 ∈ Cn×1 such that σ1 = ‖Mθ1‖2 = ‖M‖2 and ‖θ1‖2 = 1. Let u1 = Mθ1
σ1

,

then ‖u1‖2 = ‖Mθ1‖2
σ1

= ‖Mθ1‖2
‖M‖2

= 1. Take U2 ∈ Cm×m−1, V2 ∈ Cn×n−1 so that, U and V
become U = (u1|U2) and V = (v1|V2) with U, V being unitary matrices. Then, the product
of matrices UH MV takes the form as:

(u1|U2)M(v1|V2) =

(
uH

1 Mθ1 uH
1 MV2

U2Mθ1 UH
2 MV2

)
=

(
σ1uH

1 u1 uH
1 MV2

σ1UH
2 u1 UH

2 MV2

)
=

(
σ1 wH

0 B

)
,

with uH
1 u1 = 1, UH

2 u1 = 0, w = VH
2 MHu1, and B = UH

2 MV2.
By taking w = 0, we have that

σ2
1 = ‖M‖2

2 = ‖UH MV‖2
2 = max

x 6=0

‖UH MVx‖2
2

‖x‖2
2

= max
x 6=0

‖
(

σ1 uH

0 B

)
x‖2

2

‖x‖2
2

.

Replace x −→ w, we get

σ2
1 ≥

(σ2
1 + wHw)2

(σ2
1 + wHw)

= σ2
1 + wHw.

In turn, this implies that w = 0 and

UH MV =

(
σ1 0
0 B

)
or M = U

(
σ1 0
0 B

)
VH . (16)

To see the fact that µs(Ms) ≤ σ1(Ms), we have

Ms(ν) := S−1M =

(
M11 M12

1
ν M21

1
ν M22

)
The largest singular value σ1(Ms) depends upon ν. Furthermore,(

I Ms(ν)

MH
s (ν) I

)
> 0⇐⇒ I −Ms(ν)I−1MH

s (ν) ≥ 0.

It follows that
λi(I −Ms(ν)MH

s (ν)) ≥ 0, ∀i
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or
1− λi(Ms(ν)MH

s (ν)) ≥ 0, ∀i

or
λi(Ms(ν)MH

s (ν)) ≤ 1, ∀i.

Finally, we have
σ1(Ms(ν)) ≤ 1.

The proof is done.

4. Conclusions

We have introduced some new results for upper bounds of structured singular val-
ues and skewed structured singular values along with their dual characterizations. The
characterization is defined in the sense that they act as an application for some duality
argument in the given convex sets. The accomplished results on the dual characterization of
structured and skewed structured singular values can be used to obtain the new direction
for the computation of lower bounds of both of these quantities. The numerical treatment
on the dual characterization of both structured and skewed structured singular values is
our future work. The interested researchers may use this opportunity to carry out their
research while making use of this contribution.
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