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Abstract: There has been a renewed interest in exponential concentration inequalities for stochastic
processes in probability and statistics over the last three decades. De la Peña established a nice
exponential inequality for a discrete time locally square integrable martingale. In this paper, we
obtain de la Peña’s inequalities for a stochastic integral of multivariate point processes. The proof is
primarily based on Doléans–Dade exponential formula and the optional stopping theorem. As an
application, we obtain an exponential inequality for block counting process in Λ−coalescent.
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1. Introduction

Let S = (Sn)n≥0 be a locally square integrable martingale on (Ω,F , (Fn)n≥1,P). The
predictable quadratic variation of S = (Sn)n≥0 is given by

< S, S >n=
n

∑
i=1

E[((Si − Si−1)
2|Fi−1].

Many authors studied the upper bound of

P(Sn ≥ x,< S, S >n≤ y).

The celebrated Freedman inequality is as follows.

Theorem 1 (Freedman [1]). Let S = (Sn)n≥0 be a locally square integrable martingale on
(Ω,F , (Fn)n≥1,P).If |Sk − Sk−1| ≤ c for each 1 ≤ k ≤ n, then

P
(
Sn ≥ x,< S, S >n≤ y

)
≤ exp{− x2

2(y + cx)
}.

This result can be regarded as an extension of Hoeffding [2]. Fan, Grama and Liu [3,4],
and Rio [5] obtained a series of remarkable extensions of Freedman inequality [1]. See also
Bercu et al. [6] for a recent review in this field.

De la Peña [7] establishes a nice exponential inequality for discrete time locally square
integrable martingales.
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Theorem 2 (De la Peña [7]). Let S = (Sn)n≥0 be a locally square integrable and conditionally
symmetric martingale on (Ω,F , (Fn)n≥1,P). Then,

P
(
Sn ≥ x,

n

∑
i=1

(Si − Si−1)
2 ≤ y

)
≤ exp{− x2

2y
}.

This result is quite different from the classical Freedman’s inequality. The challenge for
obtaining Theorem 1 is to find an approach based on the use of the exponential Markov’s
inequality. De la Peña constructed a supermartingale to get Theorem 1. Furthermore, Bercu
and Touati [8] established the following result for self-normalized martingales, which are
similar to Theorem 1.

Theorem 3 (Bercu and Touati [8]). Let S = (Sn)n≥0 be a locally square integrable martingale on
(Ω,F , (Fn)n≥1,P). Then, for all x, y > 0, a ≥ 0 and b > 0,

P
( |Sn|

a + b < S, S >n
≥ x,< S, S >n≥

n

∑
i=1

(Si − Si−1)
2 + y

)
≤ 2 exp{−x2(ab +

b2y
2

)}.

It is natural to ask what will happen when we study the continuous-time processes for
the above cases? Let (Ω,F , (Ft)t≥0,P) be a stochastic basis. M = (Mt)t≥0 is a continuous
locally square integrable martingale. The predictable quadratic variation of M, < M, M >,
is a continuous increasing process, such that (M2

t− < M, M >t)t≥0 is a local martingale.
However, we cannot define an analogy for M like ∑n

i=1(Si − Si−1)
2 in Theorems 1 and 3.

Since M = (Mt)t≥0 has jumps, we can replace ∑n
i=1(Si − Si−1)

2 by ∑s≤t |4Ms|2. It is an
interesting problem to consider De la Peña type inequalities for continuous-time local
square integrable martingale with jumps. Some authors obtained the concentration inequal-
ities for continuous-time stochastic processes. Bernstein’s inequality for local martingales
with jumps was given by van der Geer [9]. Khoshnevisan [10] found some concentra-
tion inequalities for continuous martingales. Dzhaparidze and van Zanten [11] extended
Khoshnevisan’s results to martingales with jumps.

This paper focuses on the De la Peña type inequalities for stochastic integrals of
multivariate point processes. Stochastic integrals of multivariate point processes are an
essential example of purely discontinuous local martingales. Some useful facts and results
essential for this paper’s proofs will be collected in Section 2. Section 3 will present our
main results and give their proofs, while Section 4 will derive an exponential inequality
for block counting process in Λ−coalescent as applications. Usually, c, C, K, · · · denote
positive constants, which very often may be different at each occurrence.

2. Preliminaries

Let(Ω,F , (Ft)t≥0,P) be a stochastic basis. A stochastic process M = (Mt)t≥0 is called
a purely discontinuous local martingale if M0 = 0 and M is orthogonal to all continuous
local martingales. The reader is referred to the classic book [12] due to Jacod and Shiryayev
for more information. We shall restrict ourselves to the integer-valued random measure
µ on R+ ×R induced by a R+ ×R-valued multivariate point process. In particular, let
(Tk, Zk), k ≥ 1, be a multivariate point process, and define

µ(dt, dx) = ∑
k≥1

1{Tk<∞}ε(Tk ,Zk)
(dt, dx), (1)

where ε(Tk ,Zk)
is the delta measure at point (Tk, Zk). Then µ(ω; [0, t] × R) < ∞ for all

(ω, t) ∈ Ω×R. Let Ω̃ = Ω×R+ ×R, P̃ = P ⊗ B, where B is a Borel σ-field on R and P
a σ-field generated by all left continuous adapted processes on Ω×R+. The predictable
function is a P̃-measurable function on Ω̃. Let ν be the unique predictable compensator
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of µ (up to a P-null set). Namely, ν is a predictable random measure such that for any
predictable function W, W ∗ µ−W ∗ ν is a local martingale, where the W ∗ µ is defined by

W ∗ µt =


∫ t

0

∫
R W(s, x)µ(ds, dx), if

∫ t
0

∫
R |W(s, x)|µ(ds, dx) < ∞,

+∞, otherwise.

Note the ν admits the disintegration

ν(dt, dx) = dAtK(ω, t; dx), (2)

where K(·, ·) is a transition kernel from (Ω×R+,P) into (R,B), and A = (At)t≥0 is an
increasing càdlág predictable process. For µ in (1), which is defined through multivariate
point process, ν admits

ν(dt, dx) = ∑
n≥1

1
Gn([t, ∞]×R)1{t≤Tn+1}Gn(dt, dx),

where Gn(ω, ds, dx) is a regular version of the conditional distribution of (Tn+1, Zn+1) with
respect to σ{T1, Z1, · · · , Tn, Zn}. In particular, if Fn(dt) = Gn(dt×R), the point process
N = ∑n≥1 1[Tn ,∞) has the compensator At = ν([0, t]×R), which satisfies

At = ∑
n≥1

∫ Tn+1∧t

0

1
Fn([s, ∞])

Fn(ds).

Now, we define the stochastic integrals of multivariate point processes. For a stopping
time T, [T] = {(ω, t) : T(ω) = t} is the graph of T. For µ in (1), define D =

⋃∞
n=1[Tn]. With

any measurable function W on Ω̃, we define at = ν({t} ×R), and

Ŵ ∗ νt =


∫
R W(t, x)ν({t} × dx), if

∫
R |W(t, x)|ν({t} × dx) < ∞,

+∞, otherwise.

We denote by Gloc(µ) the set of all P̃−measurable real-valued functions W such that
[∑s≤t(W̃s)2]1/2 is local integrable variation process, where W̃t = W1D(ω, t)− Ŵt.

Definition 1. If W ∈ Gloc(µ), the stochastic integral of W with respect to µ− ν is defined as a
purely discontinuous local martingales, the jump process of which is indistinguishable from W̃.

We denote the stochastic integral of W with respect to µ− ν by W ∗ (µ− ν). For a
given predictable function W, W ∗ (µ− ν) is a purely discontinuous local martingale, which
is defined through jump process. It is easy to prove that W ∗ (µ − ν) = W ∗ µ −W ∗ ν.
Denote M = W ∗ (µ− ν).

Itô’s formula for a purely discontinuous local martingale is essential for our proofs.
Now, we present Itô’s formula for M.

Lemma 1 (Itô’s formula, Jacod and Shiryaev [12]). Let µ be a multivariate point process, ν be
the predictable compensator of µ, W be a given predictable function on Ω̃, and W ∈ Gloc(µ). Let f
be a differentiable function, for M = W ∗ (µ− ν) and t > 0,

f (Mt) = f (M0) +
∫ t

0
f ′(Ms−)dMs + ∑

s≤t
[ f (Ms)− f (Ms−)− f ′(Ms−)∆Ms].
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Under some conditions, Wang, Lin and Su [13] obtained

P
(

Mt ≥ x,< M, M >t≤ v2 for some t > 0
)
≤ exp{− x2

2(v2 + cx)
} (3)

where < M, M > is the predictable quadratic variation process of M = W ∗ (µ− ν),

< M, M >t= (W − Ŵ)2 ∗ νt + ∑
1≤s≤t

(1− as)Ŵ2
s .

When M is a purely discontinuous local martingale, ∑s≤· |∆Ms|2− < M, M > is a local
martingale. There will be an interesting problem when the predictable quadratic variation
< M, M > in (3) is replaced by the quadratic variation ∑s≤· |∆Ms|2. In this paper, we will
estimate the upper bound of two types of tail probabilities:

P
(

Mt ≥ x, ∑
s≤t
|∆Ms|2 ≤ v2 for some t > 0

)
(4)

and

P
(

Mt ≥ (α + β ∑
s≤t
|4Ms|2)x, ∑

s≤t
|4Ms|2 ≥< M, M >t +v2 for some t > 0

)
. (5)

It is important to note that the continuity of A implies the quasi-left continuity of M.
However, the quasi-left continuity of M can be destroyed easily by changing the filtration
in the underlying space. For example, let N be a homogeneous Poisson process with respect
to F. Let (Tn)n≥0 be the sequence of the jump-times of N. The process N is not quasi-left
continuous in the filtration G obtained by enlarging F initially with the σ−fieldR = σ(T1).
( σn = (1− 1

2n )T1 is a sequence of G -stopping times announcing T1). The main purpose of
this paper consists in estimating (4) and (5) when M is not quasi-left continuous.

3. The Main Results and Their Proofs

Now, we present our first main result.

Theorem 4. Let µ be a multivariate point process, ν be the predictable compensator of µ, at =
ν({t} × R), W be a given predictable function on Ω̃, and W ∈ Gloc(µ). M = W ∗ (µ − ν).
Assume ∆M ≥ −1. Then, for x > 0, v > 0,

P
(

Mt ≥ x, ∑
s≤t
|4Ms|2 ≤ v2 for some t > 0

)
≤
(v2 + x

v2

)v2

e−x.

Proof of Theorem 4. For simplicity of notation, put

S(λ)t =
∫ t

0

∫
R
(e[λ(W−Ŵ)−(λ+log(1−λ))(W−Ŵ)2] − 1− λ(W − Ŵ))ν(ds, dx)

+ ∑
s≤t

(1− as)(e[−λŴs+(λ+log(1−λ))(Ŵs)2] − 1 + λŴs),

where λ ∈ [0, 1).
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Furthermore,

∆S(λ)t =
∫
R

(
e[λ(W−Ŵ)−(λ+log(1−λ))(W−Ŵ)2] − 1− λ(W − Ŵ)

)
ν({t}, dx)

+(1− at)(e[−λŴt+(λ+log(1−λ))(Ŵt)
2] − 1 + λŴt)

= e[−λŴt−(λ+log(1−λ))(Ŵt)
2]
( ∫

R
e[λW−(λ+log(1−λ))(W2−2WŴ)]ν({t}, dx) + 1− at

)
+(1− at)(−1 + λŴt)−

∫
R

(
1 + λ(W − Ŵ)

)
ν({t}, dx)

= e[−λŴt−(λ+log(1−λ))(Ŵt)
2]
( ∫

R
e[λW−(λ+log(1−λ))(W2−2WŴ)]ν({t}, dx) + 1− at

)
+(1− at)λŴt − 1− λ

∫
R
(W − Ŵ)ν({t}, dx).

In addition, it is easy to see by noting at ≤ 1,∫
R

e[λW−(λ+log(1−λ))(W2−2WŴ)]ν({t}, dx) + 1− at ≥ 0,

and
(1− at)λŴt = λ

∫
R
(W − Ŵ)ν({t}, dx).

In combination, we have for all t > 0

∆S(λ)t > −1,

where λ ∈ [0, 1). For any semimartingale S(λ)t, the Doléans–Dade exponential is

E(S(λ))t = eS(λ)t−S(λ)0− 1
2<S(λ)c ,S(λ)c>t ∏

s≤t
(1 + ∆S(λ)t)e−∆S(λ)t .

We shall first show that the process
(

e[λMt−(λ+log(1−λ))∑s≤t(∆Ms)2)]/E(S(λ))t

)
t≥0

is a local

martingale. Denote Xt = λMt − (λ + log(1− λ))∑s≤t(∆Ms)2, Yt = ∑s≤t(∆Ms)2.
The Itô formula yields

eXt = 1 + eXt− · X + ∑
s≤t

(eXs − eXs− − eXs−∆Xs)

= 1 + λeXt− ·M− (λ + log(1− λ))eXt− ·Y
+ ∑

s≤t
(eXs − eXs− − eXs−∆Xs)

= 1 + λeXt− ·M + ∑
s≤t

(eXs − eXs− − λeXs−∆Ms).

For X, the jump part of X is

∆X = [λ(W − Ŵ)− (λ + log(1− λ))(W − Ŵ)2]1D

−λŴ1Dc + (λ + log(1− λ))Ŵ21Dc

where D is the thin set, which is exhausted by {Tn}n≥1. Thus,

∑
s≤t

(e∆Xs − 1− λ∆Ms)− S(λ) =: Zt (6)

is a local martingale. Denote Ξ(λ)t = ∑s≤t(e∆Xs − 1− λ∆Ms), we have
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∑
s≤t

(eXs − eXs− − λeXs−∆Ms)− eX− · S(λ)

= eX− · Ξ(λ)− eX− · S(λ) = eXt− · Z.

Thus,

eX − eX− · S(λ)
= 1 + λeXt− ·M + ∑

s≤t
(eXs − eXs− − λeXs−∆Ms)− eX− · S(λ)

= 1 + λeXt− ·M + eXt− · Z =: N1.

N1 is a local martingale. Following the similar arguments in Wang Lin and Su [13], we have(
eXt /E(S(λ))t

)
t≥0

is a local martingale. In fact, set H = eX, G = E(S(λ)), A = S(λ) and

f (h, g) = h
g . The Itô formula yields

f (H, G) = 1 +
1

G−
· H − H−

G2
−
· G

+ ∑
s≤·

(
∆ f (H, G)s −

∆Hs

Gs−
+

f (H, G)s−
Gs−

∆Gs

)
.

Since E(S(λ)) = 1 + E(S(λ))− · S(λ), we have

1
G−
· H − H−

G2
−
· G

=
1

G−
· H − H−

G−
· S(λ) = 1

G−
· (eX − eX− · S(λ))

=
1

G−
· N1.

Noting that ∆G = G−∆A, ∆N1 = ∆H − H−∆A, we have

∆ f (H, G)s −
∆Hs

Gs−
+

f (H, G)s−
Gs−

∆Gs = −
∆N1s∆As

Gs−(1 + ∆As)
,

where A is a predictable process, and N is a local martingale. By the property of the Stieltjes
integral, we have

∑
s≤·

∆ f (H, G)s −
∆Hs

Gs−
+

f (H, G)s−
Gs−

∆Gs = −
∆A

G−(1 + ∆A)
· N1. (7)

Thus, (
eX/E(S(λ))

)
= 1 +

1
G−
· N1 −

∆A
G−(1 + ∆A)

· N1

is a local martingale.
Let

B1 = {Mt ≥ x, ∑
s≤t
|4Ms|2 ≤ v2 for some t > 0}

and
τ1 = inf{t > 0 : Mt ≥ x, ∑

s≤t
|4Ms|2 ≤ v2}.



Mathematics 2022, 10, 2114 7 of 13

Note by (4.12) in [4], for λ ∈ [0, 1) and x ≥ −1,

exp{λx + x2(λ + log(1− λ))} ≤ 1 + λx.

This implies∫ t

0

∫ ∞

−1
exp{λx + (λ + log(1− λ))x2}νM(ds, dx) ≤

∫ t

0

∫ ∞

−1
(1 + λx)νM(ds, dx), (8)

because ∆Mt ≥ −1 for any t > 0, where νM is the predictable compensate jump measure
of M. Inequality (8) implies S(λ) ≤ 0. Since ex ≥ x + 1 and eS(λ)t ≥ E(S(λ)t),

E[ eλXT

eS(λ)T
] ≤ E[ eλXT

E(S(λ))T
] = 1 (9)

for any stopping time T. Thus, U = (Ut)t≥0 is a supermartingale, where

Ut =
exp{λMt + (λ + log(1− λ))∑s≤t(4Ms)2}

exp{S(λ)t}
.

Thus, on B1
Uτ1 ≥ exp{λx + (λ + log(1− λ))v2}.

We have

P(B1) ≤ inf
λ∈[0,1)

exp{−λx− (λ + log(1− λ))v2}

=
(v2 + x

v2

)v2

e−x. (10)

Put

L(λ)t =
∫ t

0

∫
R
(e[λ(W−Ŵ)+ f (λ)(W−Ŵ)2] − 1− λ(W − Ŵ))ν(ds, dx)

+ ∑
s≤t

(1− as)(e[−λŴs+ f (λ)(Ŵs)2] − 1 + λŴs),

where f (λ) ≥ 0 for λ ≥ 0. We have the following proposition from the proof of Theorem 4.

Proposition 1. Let µ be a multivariate point process, ν be the predictable compensator of µ,
at = ν({t} × R), W be a given predictable function on Ω̃. M = W ∗ (µ − ν). Denote X̃t =

λMt − f (λ)∑s≤t(∆Ms)2, for λ ≥ 0. Then, eX̃/E(L(λ)) is a local martingale.

In Theorem 4, the condition 4M ≥ −1 plays an important role. In the following
theorem, we will present another result, which is the analogy of Theorem 1 in continuous
time case.

Theorem 5. Let µ be a multivariate point process, ν be the predictable compensator of µ, at =
ν({t} ×R), W be a given predictable function on Ω̃, and W ∈ Gloc(µ). M = W ∗ (µ− ν), In
addition, define

S̃(λ)t =:
∫ t

0

∫
R
(e[λ(W−Ŵ)− λ2

2 (W−Ŵ)2] − 1− λ(W − Ŵ))ν(ds, dx)

+ ∑
s≤t

(1− as)(e[−λŴs+
λ2
2 (Ŵs)2] − 1 + λŴs),
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and assume that for any t > 0 and λ > 0, S̃(λ)t ≤ 0. Then, for x > 0, v > 0,

P
(

Mt ≥ x, ∑
s≤t
|4Ms|2 ≤ v2 for some t > 0

)
≤ exp {− x2

2v2 }

Proof of Theorem 5. Define

Vt =
exp{λMt − λ2

2 ∑s≤t |4Ms|2}
E(S̃(λ))t

.

By Proposition 1, V is a local martingale. Note S̃(λ)t ≤ 0 for any t > 0 and λ > 0.
We have

E[
exp{λMT − λ2

2 ∑s≤T |4Ms|2}
eS̃(λ)T

] ≤ E[VT ] = 1 (11)

for any stopping time T.
Recall that

B1 = {Mt ≥ x, ∑
s≤t
|4Ms|2 ≤ v2 for some t > 0}

and
τ1 = inf{t > 0 : Mt ≥ x, ∑

s≤t
|4Ms|2 ≤ v2}.

We have

P(B1) ≤ inf
λ≥0

exp{−λx +
λ2

2
v2}

= exp {− x2

2v2 }. (12)

Remark 1. For integrable random variable ξ and a positive number a > 0, define

Ta(ξ) = min(|ξ|, a)sign(ξ).

If E[ξ] = 0, and for all a > 0, E[Ta(ξ)] ≤ 0. Then, ξ is called heavy on left. Bercu and
Touati [14] extended Theorem 1 to general case. Let S = (Sn)n≥0 be a locally square integrable on
(Ω,F , (Fn)n≥1,P). If

E[Ta(Sn − Sn−1)|Fn−1] ≤ 0 (13)

for all a > 0 and n > 0, Bercu and Touati [14] obtained

P
(
Sn ≥ x,

n

∑
i=1

(Si − Si−1)
2 ≤ y

)
≤ exp{− x2

2y
}.

In fact, our condition, S̃(λ)t ≤ 0, is analogy of (13) in continuous time case. Let N = (Nt)t≥0
be a homogeneous Poisson point process with parameter κ, and let (ηk)k≥1 be a sequence of i.i.d.
r.v.’s with a common distribution function F(x). Assume N is independent of (ηk)k≥1. Define

Yt =
Nt

∑
k=1

ηk, t ≥ 0. (14)

This is a so-called compound Poisson process. The jump measure of Y is given by

µY(dt, dx) = ∑
k≥1

1{Tk<∞}ε(Tk ,ηk)
(dt, dx), (15)
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and the predictable compensator νY is

νY(dt, dx) = κdtF(dx). (16)

Thus, (Yt − x ∗ νY
t )t≥0 is a purely discontinuous local martingale. For (Yt − x ∗ νY

t )t≥0,

S̃(λ)t = κ
∫ t

0

∫
R
(e[λx− λ2

2 x2] − 1− λx)F(dx)ds.

If E[ηk] = 0 for any κ ≥ 1, S̃(λ)t ≤ 0 implies that∫
R

e[λx− λ2
2 x2]F(dx) ≤ 1. (17)

Bercu and Touati [14] found that if ηk is heavy on the left, then (17) holds. Thus, our condition is an
analogy of (13) in continuous time case.

In [7,15], there were obtained a series of exponential inequalities for events involving
ratios in the context of continuous martingales, which in turn extended the results in [10].
Su and Wang [16] extended a similar problem for purely discontinuous local martingales
in quasi-left continuous case. In this subsection, we obtained the similar inequality for
stochastic integrals of a multivariate point process.

Theorem 6. Let µ be a multivariate point process, ν be the predictable compensator of µ, at =
ν({t}×R), W be a given predictable function on Ω̃, and W ∈ Gloc(µ). Denote M = W ∗ (µ− ν).
Then, for all x ≥ 0, β > 0, v > 0 α ∈ R,

P
(

Mt ≥ (α + β ∑
s≤t
|4Ms|2)x, ∑

s≤t
|4Ms|2 ≥< M, M >t +v2 for some t > 0

)
≤ exp{− x2

2
(αβ +

β2v2

2
)}.

Proof of Theorem 6. Recall that V = (Vt)t≥0 is a local martingale, where

Vt =
exp{λMt − λ2

2 ∑s≤t |4Ms|2}
E(S̃(λ))t

.

For any stopping time T,

E[
exp{λMT − λ2

2 ∑s≤T |4Ms|2}
exp{S̃(λ)T}

] ≤ E[VT ] = 1. (18)

By Markov’s inequality, we obtain that for all λ > 0,
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P
(

Mt ≥ (α + β ∑
s≤t
|4Ms|2)x and ∑

s≤t
|4Ms|2 ≥< M, M >t +v2 for some t > 0

)
≤ E[exp{λ

4
Mτ2 − (

αλx
4

+
βλx

4 ∑
s≤τ2

|4Ms|2)}1B2 ]

= exp{−αλx
4
}E[exp{λ

4
Mτ2 −

λ2

8
( ∑

s≤τ2

|4Ms|2+ < M, M >τ2)

+(
λ2

8
− βλx

4
) ∑

s≤τ2

|4Ms|2 +
λ2

8
< M, M >τ2)}1B2 ]

≤ exp{−αλx
4
}
√
E[exp{λ

2
Mτ2 −

λ2

4
( ∑

s≤τ2

|4Ms|2+ < M, M >τ2)}1B2 ]

×
√
E[exp{(λ2

4
− βλx

2
) ∑

s≤τ2

|4Ms|2 +
λ2

4
< M, M >τ2}1B2 ],

where

B2 = {Mt ≥ (α + β ∑
s≤t
|4Ms|2)x, ∑

s≤t
|4Ms|2 ≥< M, M >t +v2 for some t > 0},

τ2 = inf{t > 0 : Mt ≥ (α + β ∑
s≤t
|4Ms|2)x, ∑

s≤t
|4Ms|2 ≥< M, M >t +v2}.

In fact,

E[exp{λ

2
Mτ2 −

λ2

4
( ∑

s≤τ2

|4Ms|2+ < M, M >τ2)1B2 ]}

≤

√√√√E[
exp{λMτ2 − λ2

2 ∑s≤τ2
|4Ms|2}

exp{S̃(λ)τ2}
1B2 ]

√
E[exp{S̃(λ)τ2 −

λ2

2
< M, M >τ2 ]}.

By (18)

E[
exp{λMτ2 − λ2

2 ∑s≤τ2
|4Ms|2}

exp{S̃(λ)τ2}
1B2 ] ≤ 1.

Furthermore,

E[exp{S̃(λ)τ2 −
λ2

2
< M, M >τ2}] ≤ 1

by ∣∣ exp{x− 1
2

x2} − 1− x
∣∣ ≤ 1

2
x2, x ∈ R.

Taking λ = βx, we get

P
(

B2

)
≤ exp{− x2

4
(αβ +

β2v2

2
)} ×

√
P
(

B2

)
.

Thus

P
(

Mt ≥ (α + β ∑
s≤t
|4Ms|2)x, ∑

s≤t
|4Ms|2 ≥< M, M >t +v2 for some t > 0

)
≤ exp{− x2

2
(αβ +

β2v2

2
)}.
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From the proof of Theorem 6, we can obtain the following results.

Theorem 7. Let µ be a multivariate point process, ν be the predictable compensator of µ, at =
ν({t}×R), W be a given predictable function on Ω̃, and W ∈ Gloc(µ). Denote M = W ∗ (µ− ν).
In addition, define

S̃(λ)t =:
∫ t

0

∫
R
(e[λ(W−Ŵ)− λ2

2 (W−Ŵ)2] − 1− λ(W − Ŵ))ν(ds, dx)

+ ∑
s≤t

(1− as)(e[−λŴs+
λ2
2 (Ŵs)2] − 1 + λŴs),

and assume that for any t > 0 and λ > 0, S̃(λ)t ≤ 0. Then for all x ≥ 0, β > 0, v > 0, α ∈ R,

P
(

Mt ≥ (α + β ∑
s≤t
|4Ms|2)x, ∑

s≤t
|4Ms|2 ≥ v2 for some t > 0

)
≤ exp{− x2

4
(αβ +

β2v2

2
)}.

4. Application

In this section, we will derive exponential inequalities for block counting process
in Λ−coalescent. The Λ−coalescent was introduced independently by Pitman [17] and
Sagitov [18]. In this paper, the notation and details of Λ−coalescent are from Limic and
Talarczyk [19].

Let Λ be an probability measure on [0, 1], Π = (Πt)t≥0 is a Markov jump process. Π
takes values in the set of partition of {1, 2, · · · }. For any n ≥ 1, the restriction Πn of Π to
{1, 2, · · · , n} is a continuous time Markov chain with the following transitions: when Πn

has b blocks, any given k−tuples of blocks coalesces at rate

λb,k =
∫ 1

0
rk−2(1− r)b−kΛ(dr)

where 2 ≤ b ≤ n. Let Nt be the number of blocks of Πt at t. In fact, N = (Nt)t≥0 is a point
process. Limic and Talarczyk [19] presented integral equation for N. Define

π(dt, dy, dx) = ∑
k≥1

ε{Tk ,Yk ,Xk}(dt, dy, dx)

where {Xk} is an independent array of i.i.d. random variables (Xk
j )j,k∈N, where Xk

j have
uniform distribution on [0, 1]. The multivariate point processes π have the compensator
dt Λ(dy)

y2 dx.
Limic and Talarczyk [19] found that

Nt = Nr −
∫ t

r

∫ 1

0

∫
[0,1]N

f (Ns−, y, x)π(ds, dy, dx)

for all 0 < r < t, where

f (k, y, x) =
k

∑
j=1

1{xi≤y} − 1 + 1∩k
j=1{xj>y}.

Define

Ψ(k) =
∫ 1

0

∫
[0,1]N

f (k, y, x)]
Λ(dy)

y2 dx,
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t =
∫ ∞

vt

1
Ψ(q)

dq,

and

Mt =
∫ t

0

∫ 1

0

∫
[0,1]N

f (Ns−, y, x)
vs

(π(dt, dy, dx)− ds
Λ(dy)

y2 dx).

M = (Mt)t≥0 plays important role in the study of Λ−coalescent. Limic and Talar-
czyk [19] obtained that M is a square integrable martingale. It is not difficult to see that
4M ≥ 0,

∑
s≤t
|4Ms|2 =

∫ t

0

∫ 1

0

∫
[0,1]N

f 2(Ns−, y, x)
v2

s
π(dt, dy, dx)

and

< M, M >t=
∫ t

0

∫ 1

0

∫
[0,1]N

f 2(Ns−, y, x)
v2

s
ds

Λ(dy)
y2 dx.

We have the following result.

Theorem 8. Let M be defined as above, we have

P
(

Mt ≥ x, ∑
s≤t
|4Ms|2 ≤ v2 for some t > 0

)
≤
(v2 + x

v2

)v2

e−x

and

P
(

Mt ≥ (α + β ∑
s≤t
|4Ms|2)x, ∑

s≤t
|4Ms|2 ≥< M, M >t +v2 for some t > 0

)
≤ exp{− x2

2
(αβ +

β2v2

2
)}.

where x ≥ 0, β > 0, v > 0, α ∈ R.

Author Contributions: Conceptualization, N.L.; methodology, V.V.U. and H.W.; investigation, N.L.
and H.W.; writing, V.V.U. and H.W. All authors have read and agreed to the published version of
the manuscript.

Funding: This work was supported by National Key R&D Program of China (No.2018YFA0703900),
Shandong Provincial Natural Science Foundation (No. ZR2019ZD41).

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Freedman, D. On tail probabilities for martingales. Ann. Probab. 1975, 3, 100–118. [CrossRef]
2. Hoeffding, W. Probability inequalities for sums of bounded random variables. J. Amer. Statist. Assoc. 1963, 58, 13–30. [CrossRef]
3. Fan, X.; Grama, I.; Liu, Q. Hoeffding’s inequality for supermartingales. Stoch. Process. Appl. 2012, 122, 3545–3559. [CrossRef]
4. Fan, X.; Grama, I.; Liu, Q. Exponential inequalities for martingales with applications. Electron. J. Probab. 2015, 20, 1–22. [CrossRef]
5. Rio, E. Extensions of the Hoeffding-Azuma inequalities. Electron. Commun. Probab. 2013, 18, 1–6. [CrossRef]
6. Bercu, B.; Delyon, B.; Rio, E. Concentration Inequalities for Sums and Martingales; Springer: Cham, Switzerland, 2015.
7. De la Peña, V. A general class of exponential inequalities for martingales and ratios. Ann. Probab. 1999, 27, 537–564. [CrossRef]
8. Bercu, B.; Touati, A. Exponential inequalities for self-normalized martingales with applications. Ann. Appl. Probab. 2008, 18,

1848–1869. [CrossRef]
9. Van de Geer, S. Exponential inequalities for martingales, with application to maximum likelihood estimation for counting processes.

Ann. Statist. 1995, 23, 1779–1801. [CrossRef]
10. Khoshnevisan, D. Deviation inequalities for continuous martingales. Stoch. Process. Appl. 1996, 65, 17–30. [CrossRef]
11. Dzhaparidze, K.; van Zanten, J. On Bernstein-type inequalities for martingales. Stoch. Process. Appl. 2001, 93, 109–117. [CrossRef]

http://doi.org/10.1214/aop/1176996452
http://dx.doi.org/10.1080/01621459.1963.10500830
http://dx.doi.org/10.1016/j.spa.2012.06.009
http://dx.doi.org/10.1214/EJP.v20-3496
http://dx.doi.org/10.1214/ECP.v18-2690
http://dx.doi.org/10.1214/aop/1022677271
http://dx.doi.org/10.1214/07-AAP506
http://dx.doi.org/10.1214/aos/1176324323
http://dx.doi.org/10.1016/S0304-4149(96)00100-7
http://dx.doi.org/10.1016/S0304-4149(00)00086-7


Mathematics 2022, 10, 2114 13 of 13

12. Jacod, J.; Shiryaev, A. Limit Theorems for Stochastic Processes, 2nd ed.; Grundlehren der Mathematischen Wissenschaften; Springer:
Berlin/Heidelberg, Germany, 2003; Volume 288.

13. Wang, H.; Lin, Z.; Su, Z. On Bernstein type inequalities for stochastic integrals of multivariate point processes. Stoch. Process. Appl.
2019, 129, 1605–1621. [CrossRef]

14. Bercu, B.; Touati, T. New insights on concentration inequalities for self-normalized martingales. Electron. Commun. Probab. 2019,
24, 1–12. [CrossRef]

15. De la Peña, V.; Klass, M.; Lai, T. Self-normalized processes: Exponential inequalities, moment bounds and iterated logarithm laws.
Ann. Probab. 2004, 32, 1902–1933. [CrossRef]

16. Su, Z.; Wang, H. Exponential concentration inequalities for purely discontinuous martingales. Sci. Sin. Math. 2021. (In Chinese)
[CrossRef]

17. Pitman, J. Coalescents with multiple collisions. Ann. Probab. 1999, 27, 1870–1902. [CrossRef]
18. Sagitov, S. The general coalescent with asynchronous mergers of ancestral lines. J. Appl. Probab. 1999, 36, 1116–1125. [CrossRef]
19. Limic, V.; Talarczyk, A. Second-order asymptotics for the block counting process in a class of regularly varying Λ−coalescents.

Ann. Probab. 2015, 27, 1419–1455. [CrossRef]

http://dx.doi.org/10.1016/j.spa.2018.05.014
http://dx.doi.org/10.1214/19-ECP269
http://dx.doi.org/10.1214/009117904000000397
http://dx.doi.org/10.1360/SCM-2020-0757.
http://dx.doi.org/10.1214/aop/1022874819
http://dx.doi.org/10.1239/jap/1032374759
http://dx.doi.org/10.1214/13-AOP902

	Introduction
	Preliminaries
	 The Main Results and Their Proofs
	 Application
	References

