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Abstract: Smart grid technology has gained much consideration recently to make use of intelligent
control in the automatic fault-detection and self-healing of electric networks. This ensures a reliable
electricity supply and an efficient operation of the distribution system against disasters with minimum
human interaction. In this paper, a fully decentralized multi-agent system (MAS) algorithm, for
self-healing in smart distribution systems, is proposed. The novelty of the proposed algorithm,
compared to related work, is its ability to combine the zone and feeder agents, specified for system
self-healing, with micro-grid agents. This enables the system to successfully achieve functions of
fault locating and isolation along with service-restoration using expert rules while considering both
operational constraint and load priorities. Meanwhile, managing the power flow and controlling the
distributed generator (DG) contribution, in the considered network, is a bonus merit for the proposed
algorithm. Hence, system self-healing as well as strengthening energy security and resiliency are
guaranteed. The proposed algorithm is tested on a 22 kV radial distribution system through several
case-studies with/without a DG wind-energy source. The employed agents are implemented in the
Java Agent Developing Framework (JADE) environment to communicate and make decisions. Power
system simulation and calculations are carried out in MATLAB to validate the agents’ decisions.

Keywords: smart distribution systems; automatic fault detection; service restoration; multi-agent
system; renewable energy source

MSC: 68T20

1. Introduction

Damages or even degradation of distribution system devices may result in inter-
ruptions to electrical power services, great inconveniences to customers, and/or severe
financial and productivity losses to factories [1]. To ensure a high-quality and secure supply
of electrical power, much consideration is directed into what is called the “Smart Grid”,
which guarantees safe, reliable, and efficient operation of electrical distribution systems’
components. A smart grid includes a variety of efficient energy sources, renewable energy
resources, and smart appliances, as well as advanced metering infrastructure [2]. Energy
management measures, electronic power conditioning, and intelligent control of the pro-
duction and distribution of electricity are important aspects of the smart grid to maintain
automated fault-detection processes and possess self-healing capabilities [3].

Using smart grid solutions, utilities can remotely monitor power equipment to achieve [4]:

• Fast fault identification, fault location detection, and fault isolation;
• Electricity flow reconfiguration to re-energize the out-of-service zones with minimum

human intervention, depending on the level of automation;
• Optimum service restoration, thus minimizing the number of outage zones while

satisfying system and load constraints. This guarantees fast recovery and reduces the
outages’ duration and the number of affected customers.
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Various studies have been carried out to solve the service restoration problem via
centralized optimization schemes which read the whole system data and process them
as a lump sum [5,6]. These approaches include heuristic algorithms [7], mathematical
programing [8], fuzzy logic [9], knowledge-based expert systems [10], etc. However, the
implementation of centralized control in large size systems is quite challenging, owing to the
large amount of data to be processed and the huge number of control and decision variables
determined by the central controller (CC). In such systems, the centralized approaches are
subject to a single-point-of-failure disaster (i.e., the whole system collapses when the CC
fails) [11].

Decentralized approaches are introduced to solve the centralized scheme limitations
and to focus mostly on parallelizing the solution of the self-healing problem. In other
words, in the decentralized restoration approach, the control and protection actions are
taken within each distribution system or primary substation individually; then, the entire
system performance results from the combination of these individual behaviors [11]. Multi
agent systems (MAS)-based control schemes have emerged as a liable and robust technology
for achieving decentralized, distributed control in different applications, ranging from small
systems to large ones [12–14]. This work studies decentralized MAS-based self-healing
solutions since, currently, MAS represents the main platform of autonomous solving,
parallel operations, and distributed processing in power systems [13].

MAS has been studied to fulfill distribution systems’ needs for fault diagnosis and service
restoration and monitoring as introduced in related work in the literature [4,14–23]. In [18],
the MAS design includes two main agents: a bus agent and a facilitator agent. Bus agents
communicate together to complete the self-healing process, while the facilitator agents
organize and facilitate these negotiations. On the other hand, in [19], three agent types
are employed: switch, load, and generator agents. In both studies, fault identification and
service restoration were achieved; however, a large number of agents were employed, i.e.,
an agent for each bus in [18], while an agent for each switch in [19], thus increasing the
restoration time. In [20–22], efficient MAS-based self-healing approaches were proposed. A
belief–desire–intention (BDI)-based MAS is proposed in [20], where the BDI mental architec-
ture is adopted for restoration in distribution systems. In [21], an automatic fault isolation
and restoration solution for distribution systems, using JADE-based multi-agents, is in-
troduced, while in [22], a complete MAS design was carried out in which Q-learning was
used to restore the faulted zones. A strategic plan for energy restoration is proposed in [23],
aiming at maximizing the number of loads restored through switching. All approaches
in [18–23] succeeded in achieving self-healing purposes, i.e., fault locating, isolation, and
efficient service restoration. However, none of these studies considered the effect of DG
penetration in smart grids, which is an essential capability for maintaining a secure power
supply [24,25]. On the contrary, DG application was considered in [4,14–17], where MAS
was designed for service restoration. Nevertheless, [4,14–16] lacked the capability of fault
locating and isolation, while [17] did not take into account load priorities or different
restoration scenarios.

In this paper, a fully decentralized self-healing MAS algorithm, based on expert system
rules, is proposed to overcome the previously discussed limitations and shortages of related
studies in literature. The proposed approach masters the following capabilities:

• It merges the distribution feeder MAS (zone and feeder agents) and micro-grid MAS
(manager, load, and DG agents) to successfully accomplish the self-healing functions
and control the DG contribution;

• Unlike related studies, which do not consider fault locating and isolation, the proposed
scheme can efficiently achieve all self-healing functions. This includes fault detection,
locating, and isolation, as well as service restoration;

• Service restoration takes place using the proposed algorithm while considering opera-
tion constraints, loads priorities, and the critical importance of different zones, which
are not always taken into account in other relevant works;
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• Unlike related studies, which do not consider DGs penetration, the proposed approach
features an additional capability of managing energy from RESs integrated with
distribution systems to guarantee a sustainable power supply, even during faults;

• Robust and efficient performance under different restoration scenarios and variable
load conditions.

Hence, the primary capability of the proposed algorithm is guaranteed, which is
self-healing in distribution systems in accordance with system constraints. Meanwhile,
controlling the DG contribution is an extra merit of the proposed approach to maintain a
secure power supply, especially during faults.

To verify the effectiveness of the proposed algorithm, it is investigated on a 22 kV
radial distribution system for different individual cases of restoration and load levels
with/without a DG wind-energy source. The considered power system is simulated using
MATLAB/Simulink, while the employed agents are implemented in the Java Agent Devel-
oping Framework (JADE) environment. For further validation of the proposed algorithm,
a multiple-situation case study is discussed. The latter includes different scenarios of
restoration, fault locations, load conditions, and DG existence, all in a single case-study and
one simulation run. Finally, the superiority of the proposed approach is demonstrated by
comparing its functionalities by other MAS-based self-healing approaches in related work.

This paper is organized as follows. Section 2 presents the problem formulation and
operation constrains for the considered self-healing problem. The design of the adopted
agents is described in Section 3, while the proposed MAS methodology is illustrated in
Section 4. The latter demonstrates the proposed fault identification and isolation algorithm
as well as the proposed service-restoration procedure and backup plan. In Section 5, the
simulation study of the investigated system under different cases is presented and the
results are shown and analyzed. Moreover, a multiple-scenario case study is presented
for further validation of the proposed work. In Section 6, the results of the proposed
approach are discussed and its capabilities versus others in related work are listed to verify
its superiority and effectiveness. Finally, the work’s conclusion is presented in Section 7.

2. Problem Formulation and Constraints

Self-healing aims at increasing the total number of restored critical loads while min-
imizing the total switching operations based on system voltage and current constraints.
Moreover, the network radial configuration after restoration should not be violated. Finally,
constraints of micro-grid and DG penetration should be considered. These goals can be
expressed in the form of a number of objectives and constraints as follows.

2.1. Objectives

The main objectives are:
Objective 1: Maximizing the number of restored loads while ensuring that loads with

higher priorities are served first [5].

Max
Nbus

∑
i=1

Wi ∗ Li ∗ yi (1)

where Nbus is the bus number, Li is the load at the ith bus, yi is the status of the load at OK
keep it italic the ith bus (i.e., 1 for the restored load and 0 for the unrestored one), and Wi
is the priority or importance level of the load at the ith bus.

Objective 2: Minimizing the number of switching operations to reduce both the time
and the operational cost required for the restoration process [21].

Min
NS

∑
i=1

∣∣Si − Si
∣∣ (2)
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where NS is the total number of switches, Si is the status of the ith switch in the restored
network (i.e., 1 for the closed switch and 0 for the opened one), and Si is the status of the
ith switch immediately after the fault has been isolated.

Objective 3: Minimizing losses during the restoration time.

Min
Nbr

∑
i=1

Ii
2 ∗ Ri (3)

where Nbr is the total number of branches, Ii is the current in the ith branch, and Ri is the
resistance of the ith branch.

2.2. Constraints

The main constraints are:
Constraint 1: Voltages at all buses should be kept within limits.

Vmin ≤ Vi ≤ Vmax (4)

where Vi is the voltage at the ith bus, and Vmax and Vmin are the maximum and minimum
acceptable bus voltages, respectively. The nodes’ voltages should be kept within 0.9 and
1.05 p.u. limits, based on the ANSI C84.1 standard [26].

Constraint 2: The currents in all branches should be less than the maximum permissi-
ble loading of the line.

Ij ≤ Imax (5)

where Ij is the current in branch j and Imax is the maximum line current.
Constraint 3: The radial configuration constraint, i.e., the configuration of the resulting

post-fault network, must be radial to be used in the actual power system operations. To
guarantee a radial configuration, a given load bus should be fed by only one branch, i.e.,
only one switch at any given instant, as given by Equation (6) [21]:

NS(on)
≤ 1 (6)

where NS(on)
is the number of switches supplying power to a bus at any given time.

If the number of switches feeding the bus is more than one, this means that the load bus is
supplied from two sources, so radial configuration is not achieved. Hence, Equation (6) is given
to show that the number of switches is to be 1 or less, i.e., 0 to guarantee radial configuration;
1 when the load is supplied from one way and 0 means the load is not supplied.

Constraint 4: The micro-grid constraint is described by the equality equation shown
in Equation (7), i.e., the total micro-grid generation and the load demand should satisfy
a balanced situation at all times. This includes whether the utility grid injects or absorbs
energy during unbalanced periods [27].

NDG

∑
i=1

PDG,i + PGrid =
NL

∑
j=1

PD,j (7)

where PDG,i is the active power of the ith DG, PGrid is the active power delivered from/to
the utility grid to maintain the power balance within the micro-grid, taking into account
grid losses, and PD,j is the active demand required by the jth load in the micro-grid. NDG
and NL are the number of DG units and load number within a micro-grid, respectively.

Constraint 5: Upper and lower limit constraints of each DG output active power.

PDG,imin ≤ PDG,i ≤ PDG,imax (8)
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3. Agents’ Design of the Proposed MAS Approach

In the proposed MAS, the hierarchical distributed MAS framework is used in which
each distribution feeder is divided into a number of zones based on the location of protec-
tion devices. As shown in Figure 1, each considered zone is a section bounded by two or
more switches without any switch included inside it. The boundaries between neighboring
feeders would be tie switches that would aid in the restoration process during a fault.
Regarding the applied agents, there are two main sets: the first set of distribution feeder
agents is responsible for fault locating and service restoration, while the second set of
micro-grid agents assists in the restoration process as well as in maintaining energy balance
and controlling DG penetration into the micro-grid.
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3.1. Distribution Feeder Agents

Two layers of agents are used to represent distribution feeders, which are the zone
agent and the feeder agent, as follows:

3.1.1. Zone Agent

The zone agent (ZA) is the first layer, charged with monitoring and continuous tracking
of the corresponding zone voltage and current, making simple calculations, and imple-
menting control actions. In order to reduce the required communication and delay time,
the algorithm allows the zone agents to communicate to their feeder agent solely rather
than communicating with one another. The ZAs of the out-of-service areas are responsible
for calculating the demand, while the ZAs of healthy feeders are responsible for calculating
the remaining capacity. Each ZA identifies itself as one of the following:

• Faulted Zone Agent (FZA);
• Helped Zone Agent (HZA).
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The FZAs are the agents of the zones which lost power due to fault occurrence, while
the HZAs are the agents of the zones in the backup healthy feeder along the restoration
path. For example, in Figure 1, for a fault in Z1, the FZAs are Z1, Z2, and Z3, while the
HZAs can be Z4, Z5, Z6, and Z7. Before fault occurrence, all agents have the same nature,
as they monitor the readings of the measuring devices located at their zones’ boundary
switches. However, when a fault occurs, each agent is capable of identifying the problem
and starts performing its role, as will be explained in detail in Section 4.

3.1.2. Feeder Agent

The feeder agent (FA) is the second layer committed to negotiations in order to
determine the fault location and create the appropriate restoration plan. Each feeder agent
communicates only with its neighbored feeder agents connected with them by tie switches.
Then, it makes the appropriate decision and sends the control actions to the appropriate
zone agent for service restoration. Hence, the restoration problem is solved to achieve
optimal post-fault configuration, as explained below.

The FA sends proposals to the neighbor FAs, which have the capability of supplying
power to the faulted downstream zones via tie switches. The neighbor FAs are aware of
their corresponding zones’ power load and can answer this proposal if they can supply
additional loads. Once the FA receives the net power of fault-free zones that are ready for
restoration and also neighbor FA’s extra spare power, an optimal load restoration decision
can be achieved by satisfying the restoration constraints. Once the zones that can be
restored are known, the load restoration process can be started via a command sent by the
FA to the appropriate zone agents to connect the two feeders. Each FA identifies itself as
one of the following:

• Faulted Feeder Agent (FFA);
• Helped Feeder Agent (HFA).

The FFA is the feeder agent of a faulty feeder such as F1, while the HFA is the feeder
agent of the neighboring feeders, such as F2, as illustrated in Figure 1.

3.2. Micro-Grid Agents

Micro-grids are considered an important research topic for power systems at the distri-
bution level [28]. They consist of DGs, energy storage devices, loads, and communication,
monitoring, and protection devices. Today, there is a big interest in micro-grids with DGs,
particularly for on-site power generation for businesses and homeowners, as they provide
better power quality, high reliability, and less environmental problems. Recently, the use of
MAS in micro-grid applications is quite appealing. These applications include agent-based
market operation, fault protection schemes, and distributed energy management systems.

In the proposed work, a MAS design for the micro-grid is developed to help in the self-
healing process and control the contribution of DG. The latter is applied to offer the power
required to restore as many faulted zones as it can afford. In the proposed architecture,
wind energy resource is used as the applied DG, since it is a clean power source that can
supply adequate power levels at a reasonable price.

Micro-grid MAS consists of three types of agents, as follows:

• Load agent: It contains the loads information in the micro-grid, i.e., power consump-
tion, load number, and load priority according to load criticality;

• DG agent: It is responsible for storing the related DG information as well as monitor-
ing and controlling the contribution of DG power;

• Manager agent: It is considered the heart of the micro-grid operation since it monitors
all system conditions, whether loads or DGs. It receives information from the load
agent and DG agent, then calculates the spare capacity. The feeder agent makes
negotiations with the manager agent to obtain the amount of power which can be
supplied by the DG in the process of service restoration.
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4. Methodology of the Proposed MAS Approach

In this section, the proposed MAS-based approach is discussed in detail to achieve the
self-healing objectives mentioned in Section 2, taking into account the stated constraints. It
consists mainly of fault locating and isolation algorithm followed by the service restoration
algorithm and a backup plan.

4.1. Fault Locating and Isolation Algorithm

A key aspect of the self-healing issue, when applied to smart distribution systems, is
the need to identify the fault location and isolate it. Each ZA obtains measurements from
the measuring devices, then calculates the current injected into the area between this ZA and
the upstream or downstream ZAs using Kirchhoff’s current law, as shown in Equation (9):

IZJ =

n

∑
i=1

Iinput −
n

∑
i=1

Ioutput (9)

where IZJ is the current usage of zone j, defined as the difference between the sum of
currents entering the zone (Iinput) and currents leaving the zone (Ioutput). By continuous
monitoring to the nature of zone current changes (IZC ), each ZA can determine whether
there is a fault in its zone or not. Changes are calculated using

IZC =

(
|IZnew| − |IZold|

|IZold|

)
∗ 100 (10)

The flowchart of the proposed fault locating and isolation algorithm is shown in
Figure 2. For a single fault at a time, steps of this algorithm are listed as follows,

1. Each ZA computes its current usage using Equation (9) and continuously updates it
using the information from measuring devices;

2. When there is a fault in the feeder, the feeder circuit breaker (FCB) goes for its three
trials and the FA informs its ZAs to be aware of the trials;

3. After FCB tripping, the FA notifies its ZAs about the trip;
4. The ZAs exchange the changes in their drawn current IZC with their FA. This current

change is continuously calculated by the ZAs using Equation (10) before and during
the FCB trials;

5. The FA studies IZC for each zone. If a big difference between the IZC of a certain zone
and that of the neighboring zones exists, then the fault location is detected within this
zone;

6. FA starts communicating the downstream ZA of the zone in which the fault is diag-
nosed to confirm fault isolation by asking the switching devices to open and separate
the faulted downstream zones;

7. Then, the upstream service zones are restored by the closure of the FCB;
8. Finally, a service restoration algorithm is applied to restore the downstream faulted

service zones, which will be described in the next subsection.
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4.2. Service Restoration Algorithm

After fault locating and isolation, the service restoration plan is started, However, the
search space of the problem has many possible switching combinations which increase
with the increase of the networks’ dimensions. As a result, the majority of works in this
area use expert algorithms to achieve service restoration objectives and power flow control
while considering system operational constraints, zones’ priority, and loads’ criticality. In
this work, an expert-based decision-making algorithm has been proposed to carry out the
agents’ decisions and control actions.

Regarding the proposed service restoration procedure, four types of restoration are
included, as follows:

• Group Restoration: The outage loads are restored as a single group with one switch-
ing action;

• Zone Restoration: It takes place if group restoration is not valid since the total capacity
of outage zones cannot be fulfilled by a single HFA. In this case, if the total available
capacity of HFAs is more than outage zones capacity, then outage zones are restored
by more than one switching action. Suitable restoration paths are specified using the
zone/switch relationship table, as explained later [20];
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• Zone Restoration with Load Transfer: It takes place if the HFAs’ total available
capacity is less than the outage zones’ capacity. In this case, some zones are transferred
from the main HFs to their neighbors to restore the remaining unrestored zones;

• Zone Restoration with Load Shedding: In this case, the least-priority zones are shed
to restore the remaining unrestored zones with the remaining limited capacity.

Based on the problem objectives, the proposed restoration algorithm implements a
multi-step procedure while avoiding infeasible solutions as follows:

1. The FZA identifies itself once its faulted zone loses the power due to fault isolation.
It receives a request message from the FFA to send the demand and the priority of its zone.

2. The FZA calculates its zone demand and priority, according to Equation (11), to
send this information back to the FFA:

Demand and priority o f Zonei =
NL

∑
j=1

W f j
i ∗ Sj

i (11)

where W f j
i and Sj

i are the priority and demand of load j in zone i, respectively, and NL is
the total number of loads in zone i.

3. The FFA receives the previous information and starts the negotiations by sending
call for help (CFH) messages to the HFAs.

4. Each HFA sends a request message to its corresponding HZA, which is the agent of
each zone in the backup healthy feeder along the restoration path. Each HZA is requested
to send the available spare capacity of its zone branches and the minimum bus voltage of
the zone buses.

5. The HZA calculates the spare capacity using Equation (12):

Is(j) = Imax(j)− I(j) (12)

where Is(j) represents the available spare capacity of each zone before it is overloaded,
Imax(j) is the upper limit current in branch j, and I(j) is the magnitude of the current that
flows in branch j.

6. HZA replies to the corresponding HFA with a message containing the zone available
spare capacity Is(j) and the minimum bus voltage within the zone. In case a zone has
more than one branch, the minimum spare capacity of its branches is sent. Additionally, a
zone with more than one bus sends the lowest bus voltage magnitude.

7. After receiving the message, the HFA calculates the following:

• First, the maximum spare capacity of the restoration path is computed without violat-
ing both current and voltage operating constraints as follows [29]:

Ic = mink∈j(Is(j)) (13)

Iv =
Vo −Vmin

Zpath
(14)

Is = min ( Ic , Iv) (15)

where j is the order of the zone in the restoration path, Vo is the lowest bus voltage
magnitude received from the zone agent, Vmin is the minimum allowable voltage
magnitude in the network (0.95 p.u.), Zpath is the series impedance of the restoration
path, Ic is the maximum spare capacity of the restoration path with respect to the
current limit constraint, and Iv is the maximum spare capacity in the restoration path
with respect to the voltage limit constraint and the Is of the maximum spare capacity of
the restoration path, without violating both current and voltage operating constraints.

• Then, using the computed Is, the HFA calculates the available feeding capacity (AFC)
as follows:

|AFC| = |VL| ∗ |Is| (16)
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Including the voltage limit (VL) ≥ 0.95 p.u., the maximum AFC for the helped feeder
will be:

|AFC|max = 0.95 ∗ |Is| (17)

• In case of DG penetration, the HFA sends to the micro-grid manager agent asking for
the DG available feeding capacity

(
PDGAFC

)
. To calculate the latter:

i The DG agent calculates the mechanical power Pm provided by wind turbine
using Equations (18) and (19) [30]:

Pm =
1
2
ρΠR2v3CP(λ, β) =

ρΠR5CPw3

2 λ3 (18)

λ =
w R

v
(19)

where ρ is the air density, R is the wind turbine radius, v is the wind speed, w
is the rotation speed of the wind turbine, λ is the tip speed ratio, β is the pitch
angle, and CP is the wind energy capture coefficient, and it is the function of the
tip speed ratio and the pitch angle;

ii The manager agent receives information from the micro-grid load agent about
the load consumption and from the DG agent about the DG power level i.e., wind
power Pm;

iii Then, it calculates the DG available feeding capacity PDG_AFC,

PDG_AFC = Pm − PL (20)

where PL is the summation of power consumption of micro-grid loads;
iv Finally, the manager agent informs the HFA about this spare power to contribute

to the service restoration process.

8. The HFA calculates the new available AFC according to Equation (21), then sends a
proposal message to the FFA that includes its AFC and tie bus voltage:

new|AFC|max = |AFC|max + PDG_AFC (21)

9. Group Restoration
First, the FFA checks for group restoration by comparing the AFC with the total

demand of the downstream faulted zones:

I f max
i∈HFZn

(AFCi) ≥
nz

∑
j=1

Pj (22)

where Pj is zone j load demand, nz is the total number of faulted zones and HFZn is the
total number of HFAs.

If the condition in Equation (22) is satisfied, the FFA implements group restoration by
restoring all the downstream faulted zones through one switching operation, i.e., group
restoration. In case more than one helped feeder has enough capacity, the FFA agent will
send an accept-proposal message to the HFA of the helped feeder with the highest AFC. A
request message is then sent from FFA to the FZA that neighbors the selected helped feeder,
asking it to close its tie switch to complete faulted zones restoration.

10. Zone Restoration
If the condition in Equation (22) is not fulfilled, the FFA implements zone restoration:

• FFA starts to create all possible downstream faulted zones’ combinations that can be
restored through multiple switching operations [20]:

ZC =

{
ZCx =

i

ä
j=1

zonej

}
i = 1 , . . . . . . . . . ., nz − 1 (23)
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where the set ZC represents all the possible zone combinations for zone transfer; ZCx

is the collection of j adjacent zones bounded by two or more switches at least one of
which is a tie switch.

After the elements in ZC are identified, the FFA builds its zone/switch relationship
table [20]. The information in this table is the zones in each combination ZCx , the bounded
switches for each combination ZCx , the load demand Px in each combination ZCx according
to Equation (24), and the equivalent priority index for each combination ZCx according to
Equation (25):

Px =

i

∑
j=1

Pj (24)

ZCx index =

i

∑
j=1

Zcindexj (25)

• FFA compares the AFCi of HFAs with the combinations of ZC; then, after checking all
available possibilities, the FFA does the following:

i. Sends accept-proposal messages to the HFAs that will be used in the restoration;
ii. Places tie switches between the feeder agents with accepted proposals and the

combinations selected for restoration in a switch-to-be-closed list;
iii. Places the bounded sectionalizing switches of the selected combinations in a

switch-to-be-opened list in order to satisfy the radial constraint;
iv. Updates the zone/switch relation table.

• The FFA checks whether all zones have been restored (i.e., the table is empty) or
not. If the table is empty, the FFA sends request messages to the appropriate zone
agents, asking them to open their switches, included in the switch-to-be-opened list,
in order to separate the outage area and also to close their tie switches, included in the
switch-to-be-closed list, for restoration.

11. Zone Restoration with Load Transfer
At the end of the previous step, if the table is not empty, FFA sends request messages to

the HFAs neighboring the remaining unrestored zone combinations. The request message
contains the load demand required for the remaining unrestored zone combinations.

• The request messages ask the HFAs to start negotiations with their neighbors (other
helped feeder agents) to find another spare power using Load transfer. Thus, Load
Transfer is carried out to provide additional AFC and restore the remaining faulted
zones combinations.

• The main helped feeder selects its zones to be transferred to the neighboring helped
feeders according to Equation (26):

LT ≈ min(load o f remaining unrestored zone combinations ,
AFC o f neighboring HFA)

(26)

• After deciding on the zones to be transferred to a neighboring helped feeder, the HFA
sends a proposal message to FFA agent with its new AFC after Load Transfer.

• After HFAs reply to FFA with their new AFC, and the FFA repeats step 10.

The FFA checks if all zones are restored. If the table becomes empty, the HFA receives
an accept message from the FFA; then, it sends a confirm message to neighboring HFA.
Moreover, it sends a request message to the appropriate zone agents asking them to open
the bounded sectionalizing switches included in the final switch-to-be-opened list and to
close the tie switches included in the final switch-to-be-closed list to complete the Load
Transfer to the neighboring helped feeder.

12. Zone Restoration with Load Shedding
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At the end of the last step, if the table is not empty, the FFA checks the load shedding
of the zones with the lowest-priority zone index in the remaining unrestored zone combi-
nations and checks whether all zones have been restored or not. This is repeated until the
zone/switch relationship table becomes empty; then, it implements the switching actions
required to complete the restoration process.

The role of the proposed approach agents and the proposed procedure steps are
summarized in the demonstrative diagram shown in Figure 3.
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4.3. Backup Algorithm in Case of Communication Link Failure

In the proposed algorithm, there are two levels of communication between agents. The
first one is between the feeder agent and its zone agents, while the second one is between
the FFA and the HFA. No communication messages are exchanged between zone agents to
reduce messages number, thus reducing the restoration time.

System reliability is essential; thus, a backup plan, in case of communication failure
between any two agents, is mandatory to proceed in the restoration process. The algorithm
has the knowledge of the expected time for exchanging messages between two agents; thus,
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if this time is exceeded, the receiving agent will notice this and modify its algorithm to
solve the problem and continue restoration.

In the backup plan, if one zone agent loses communication with its feeder agent, it
can change the communication route. It sends its message to its neighboring zone agent,
which transfers it to the feeder agent, then forwards the reply from the feeder agent to
the zone agent with the communication problem. Similarly, if a feeder agent loses the
communication with one of its zone agents or another feeder agent, it will change the
message route. The message will be sent to its neighboring zone agent, which will forward
this message to either the zone agent or the other feeder agent, and then send the reply
back to the troubled feeder agent.

5. Simulation Cases and Results

To demonstrate the effectiveness of the proposed restoration technique, it is tested
under eight different simulation cases. For further validation, a multiple-situation case
study, with different scenarios of fault locations, load levels, and DG existence, is simulated
and discussed. To calculate the required power for restoration, the pre-fault demand of the
zones is considered.

The proposed algorithm is tested on a 22 kV radial distribution system with a con-
figuration shown in Figure 4 [31]. This system has 2 substations, 4 feeders, and 70 nodes,
and the distribution model is created in MATLAB. The MAS is implemented in JADE,
which enables the agents to communicate together according to the FIPA standards [32].
Eclipse is used for java agent development and an interface “MACSIMJX” is used to implement
data transfer between JADE and MATLAB [33]. To check the agents’ decisions, power flow
calculations in MATLAB are carried out after restoration to check current and voltage limits.
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5.1. Different Restoration Simulation Cases

For the validation of the proposed self-healing algorithm, it is investigated under
different scenarios of restoration: group restoration, zone restoration, zone restoration with
load transfer, and restoration while considering zone priority and load shedding. To show
the importance and the effect of DG existence, the previous cases are simulated again while
adding a wind DG to the distribution system.

For each case, Table 1 shows fault location, loading period, faulted zones and their total
demand, DGs existence and their AFCs, helped feeders AFCs and tie voltages, switching
actions and number of switching operations, minimum voltage at restored zones’ buses,
and load shed for each case.

Table 1. Summary of service restoration results for the eight simulation cases.

Cases Fault
Location

Loading
Period

Faulted
Zones/

Demand

DG
Existence

AFC of
DG

in p.u.
(PDG_AFC)

Total Maximum AFC at Helped
Feeders (|AFC|max+PDG_AFC),

Tie Voltage

Switching
Actions Service

Restoration

No of
Switching

Actions

Minimum
Bus

Voltage

Load
Shed

Case 1

Zone
Za7 of
Feeder

“A”

Light
Load

Period

Za8 to
Za10/

0.1254 p.u.
—–

Feeder C: 0.2038 p.u.,
0.9589 p.u.,

Feeder D: 0.2586 p.u.,
0.9812 p.u.

- Close T3
-Feeder D restores
Za8 toZa10

1
0.9616
p.u. at
Za10

—-

Case 2

Zone
Za1 of
Feeder

“A”

Light
Load

Period

Za2 to
Za10/

0.3454 p.u.
—–

Feeder B: 0.1615 p.u.,
0.9766 p.u.,

Feeder C: 0.2014 p.u.,
0.9663 p.u.,

Feeder D: 0.2577 p.u.,
0.9836 p.u.

-Open S6, S11
-Close T1, T2, T3
-Feeder B restores
Za2 to Za5
-Feeder C restores
Za10
-Feeder D restores
Za6 to Za9

5
0.953
3p.u.

at Za5
—-

Case 3

Zone
Za7 of
Feeder

“A”

High
Load

Period

Za8 to
Za10/

0.1654 p.u.
—–

Feeder B: 0.1615 p.u.,
0.9766 p.u.,

Feeder C: 0.0759 p.u.,
0.9576 p.u.,

Feeder D: 0.0786 p.u.,
0.9755 p.u.

-Open S11, S18
-Close T2, T3, T4
Feeder C restores
Za10 by load
transfer to HFA
“B”
-Feeder D restores
Za8 to Za9

5 0.95 p.u.
at Za10 —-

Case 4

Zone
Za1 of
Feeder

“A”

High
Load

Period

Za2 to
Za10/

0.36502
p.u.

—–

Feeder B: 0.1141 p.u.,
0.9739 p.u.,

Feeder D: 0.1531 p.u.,
0.9803 p.u.

-Open S5, S8
-Close T1, T3
-Feeder B restores
Za2 to Za4
-Feeder D restores
Za8 toZa10

4

0.959 p.u.
at Za2

and
Za10

Za5,
Za6,
Za7

Case 5

Zone
Za1 of
Feeder

“A”

Light
Load

Period

Za2 to
Za10/

0.3454 p.u.

MG1:
0.042
MG3:
0.035

Feeder B: 0.2 p.u., 0.9783 p.u.,
Feeder D: 0.286 p.u., 0.982 p.u.

-Open S6
-Close T1, T3
-Feeder B restores
Za2 to Za5
-Feeder D restores
Za6 toZa10

3
0.9539

p.u.
at Za6

—-

Case 6

Zone
Za7 of
Feeder

“A”

High
Load

Period

Za8 to
Za10/

0.1654 p.u.

MG2:
0.035.
MG3:
0.008.

Feeder C: 0.11 p.u.,
0.9608 p.u.,

Feeder D: 0.088 p.u., 0.971 p.u.

-Open S11
-Close T2, T3
-Feeder C restores
Za10
-Feeder D restores
Za8 to Za9

3 0.953 p.u.
at Za10 —-

Case 7

Zone
Za1 of
Feeder

“A”

High
Load

Period

Za2 to
Za10/

0.36502
p.u.

MG1:
0.042
MG2:
0.035
MG3:
0.008

Feeder B: 0.157 p.u.,
0.9758 p.u.,

Feeder C: 0.11 p.u.,
0.9608 p.u.,

Feeder D: 0.162 p.u., 0.982 p.u.

-Open S6, S11
-Close T1, T2, T3
-Feeder B restores
Za2 to Za5
-Feeder C restores
Za10
-Feeder D restores
Za6 to Za9

5 0.95 p.u.
at Za10 —-

Case 8

Zone
Za1 of
Feeder

“A”

High
Load

Period

Za2 to
Za10/

0.36502
p.u.

MG1:
0.022
MG2:
0.015
MG3:
0.008

Feeder B: 0.137 p.u.,
0.9758 p.u.,

Feeder C: 0.09 p.u.,
0.9608 p.u.,

Feeder D: 0.162 p.u.,
0.9774 p.u.

-Open S5, S6, S11
-Close T1, T2, T3
-Feeder B restores
Za2 to Za4
-Feeder C restores
Za10
-Feeder D restores
Za6 to Za9

6 0.95 p.u.
at Za10 Za5
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5.1.1. CASE 1: Group Restoration without DG

In this case, the proposed approach achieves group restoration during a light load
period. A fault occurs in Za7 of Feeder “A” at time 0.2 s. When the fault occurs, FCB-1 trips,
FFA of feeder “A” (FFA “A”) analyzes IZC of neighboring zones, then locates the fault.
After that, FFA “A” asks Zone 7 to open its sectionalizing switch S7 and S8 for fault isolation.
Voltage and current waveforms at Za7, after fault isolation, are shown in Figure 5. Then,
service restoration starts when FFA “A” sends a signal to FCB-1 to reclose and energize
the upstream part of the faulted feeder. The outage zones are Zone 8 to Zone 10 with total
demand of 0.1254 p.u. (Base: 22 KV, 150 MVA). FFA “A” receives two proposals from HFA
“C” and HFA “D”, and then FFA “A” accepts feeder “D” proposal as it has a higher tie bus
voltage. Voltage and current waveforms at Za10, after service restoration, are shown in
Figure 6. It is clear that group restoration is successfully achieved from feeder ‘’D”.
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5.1.2. CASE 2: Zone Restoration without DG

In this case, the proposed approach achieves zone restoration during a light load
period. A fault is assumed to occur in Za1 of Feeder “A”. The detection and isolation
of the fault is similar to CASE 1, i.e., FCB-1 trips and FFA “A” sends a request message
to Zone 1 FZA to open its sectionalizing switch S1 for fault isolation. Since Za1 is at the
beginning of the feeder, FFA “A” does not send a signal to FCB-1 to reclose. The down
zones are Za2 to Za10 with total demand of 0.3454 p.u. FFA “A” receives proposals from
HFAs “B”, “C”, and “D”. Since the total capacity of the outage zones cannot be fulfilled
by a single HFA, as concluded from Table 1, group restoration is not possible and FFA “A”
goes to the second option, which is zone restoration. Thus, it builds a zone/switch table
and arranges the combinations in a descending order according to the required demand;
then, it compares the AFC of each helped feeder agent with the load demand of these
combinations. Consequently, FFA “A” can restore Za2, Za3, Za4, and Za5 from feeder B
through T1, and Za6, Za7, Za8, and Za9 from feeder D through T3, and Za10 from feeder
“C” through T2. The current waveform at the main circuit breaker of feeder “D” is shown
in Figure 7. It is clear that this current increases to help faulted feeder “A” to restore their
faulted zones, thus verifying the proposed approach role for zone restoration.
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5.1.3. CASE 3: Zone Restoration with Load Transfer without DG

In this case, the proposed approach achieves zone restoration with load transfer
between helped feeders during a heavy load period. A fault is assumed to occur in Zone
Za7 of Feeder “A”. The detection and isolation of the fault is the same as CASE 1. The
outage zones are Za8 to Za10 with total demand of 0.1654 p.u. FFA “A” asks HFA “C” and
HFA “D” for help; however, none of them has the required power for restoration of all
faulted zones. Thus, group restoration is not possible and zone restoration is applied. After
searching, FFA “A” restores Za8 and Za9 from feeder “D” via T3 and Za10 from feeder “C”
via T2. However, AFC of HFA “C” is not enough; thus, it sends CFH to HFA “B” for load
transfer to increase its AFC. As shown in Table 1, HFA “B” AFC is 0.1615 p.u., so it can help
in supplying Zc10 by closing T4 and opening S18. Hence, AFC of HFA “C” increases to
0.1545 p.u. and now can supply Za10 by closing T2 and opening S11.

5.1.4. CASE 4: Zone Restoration with Load Shedding without DG

In this case, the proposed approach achieves zone restoration, during a heavy load
period, while applying the option of load shedding to the least-priority zones. Table 2
shows the weight factor for Feeder “A” zones. From one to three, the zones are weighted
according to importance, i.e., zones with weight one are of least importance while those
featuring weight three are of highest importance.

Table 2. Weight factors for feeder “A” zones.

Feeder A Zone Numbers Weight Factor

Za1, Za3, Za4, Za9, Za10 3

Za2, Za7, Za8 2

Za5, Za6 1

A fault is assumed to occur in Za1 of Feeder “A”. After fault detection and isolation,
the down zones are Za2 to Za10, and they require a total demand of 0.36502 p.u. Like the
previous two cases, group restoration is not valid; thus, zone restoration is carried out.
FFA “A” builds a zone/switch table and after searching, FFA “A” restores Za2 to Za4 from
feeder “B” through T1. There are two options to restore the remaining faulted zones: the
first option is to restore Za6, Za7, Za8, and Za9, while the second option is to restore Za8,
Za9, and Za10. FFA “A” chooses the second option, as it sees that Za10’s priority is higher
than Za6 and Za7. So FFA “A” restores Za8, Za9, and Za10 from feeder D through T3. FFA
“A” decides to shed Za5, Za6, and Za7, as there are no other feasible combinations fitted
with the AFC of helped feeders and voltage limits on restored zones.



Mathematics 2022, 10, 2275 18 of 26

5.1.5. CASE 5: CASE 2 with DG

This case is similar to CASE 2, however with DG contribution. As shown in Figure 4,
three micro-grids with wind-based DG units are inserted at load points L13, L27, and L40.
An SG 6.6 MW wind turbine is employed in each micro-grid as the DG unit [34]. The
profiles of wind turbine generation and load demand within each micro-grid over 24 h are
shown in Figure 8 [35].
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Figure 8. Power profiles for the wind unit generation and loads’ demand within the micro-grid
during 24 h.

The manager agent of each micro-grid obtains information from the load and DG
agents to calculate the spare power that can be supplied by the DGs, as explained in the
previous section. Then, each helped feeder is informed by DG AFC.

After searching, FFA “A” restores Za2 and Za5 from feeder “B” via T1 and Za6 to Za10
from feeder “D” via T3. This is related to the following; as shown in Table 1, micro-grid1
DG with 0.042 p.u. AFC adds to feeder “B” AFC to have a total of 0.2 p.u. Similarly,
micro-grid3 DG of 0.035 p.u. AFC contributes to feeder “D” to have a total of 0.286 AFC.
Hence, unlike CASE 2, feeder “C” is not needed due to the DG AFC contribution, thus
reducing the number of switching operations.

To demonstrate agents’ communication, Figure 9 shows messages’ transfer between
system agents for service restoration during the considered CASE 5.
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5.1.6. CASE 6: CASE 3 with DG

This case shows same conditions of CASE 3, but with DG contribution. In CASE 3,
zone restoration is applied, but with load transfer where feeder “C” HFA transfers loads
from feeder “C” to feeder “B”. However, in the present case, DGs AFC of micro-grids 2
and 3 adds to that of feeder “C” and feeder “D” relatively. Thus, when FFA “A” builds the
zone/switch table and after searching, FFA “A” restores Za10 from feeder “C” through T2
and Za8 to Za9 from feeder “D” through T3 without the need of load transfer. Hence, the
advantage of DG penetration during service restoration is highlighted.

5.1.7. CASE 7: CASE 4 with DG

This case has the same scenario of CASE 4, yet with DG penetration. Unlike CASE 4,
in which the FFA “A” uses load shedding for Za5, Za6, and Za7, DG contribution in the
present case saved the load shed solution. DG ACF when added to the AFCs of feeders “B”,
“C”, and “D” allows FFA “A” to restore Za2, Za3, Za4, and Za5 from feeder “B” through
T1, then Za6, Za7, Za8, and Za9 from feeder “D” via T3, and Za10 from feeder “C” through
T2. This points out DG’s effect in increasing system reliability during service restoration.

5.1.8. CASE 8: Load Shedding with DG

This case is similar to CASE 7, yet with a noticeable decrease in the DGs power
due to wind energy shortage. After searching, FFA “A” restores Za2 to Za4 from feeder
“B” through T1, then Za6 to Za9 from feeder “D” through T3, and Za10 from feeder
“C” through T2. Unlike CASE 7, FFA “A” sheds Za5, which has low priority due to the
DG power shortage. Although DGs penetration in micro-grids positively affects service
restoration, the surrounding conditions still have a noticeable impact that should be taken
into consideration.

5.2. Multi-Scenario Case Study

The functionality of the proposed self-healing approach is further verified using a
multiple-scenario case study. In one simulation run, the proposed algorithm is tested
by simulating frequent situations of different fault locations, restoration cases, and DG
existence all collected in a single comprehensive case study.

Table 3 summarizes different scenarios of the considered case study. During the time
interval of each scenario, the following are listed; fault location, faulted zones total demand,
DG contribution, each helped feeder AFC and tie voltage, switching actions, minimum
voltage in restored zones, and load shed.

Table 3. Restoration results for the multi-scenario case study.

Interval Fault
Location

Faulted
Zones/Demand

DG
Contribution

AFC of DG
in p.u.

(PDG_AFC)

Total Maximum AFC
at Helped

Feeders (|AFC|max
+PDG_AFC),
Tie Voltage

Switching Actions for Service
Restoration

Minimum
Bus Voltage

Load
Shed

0.2 to 0.8 s Zone Za6 of
Feeder “A”

Za7 to Za10/
0.157 p.u. ———

Feeder C: 0.0755 p.u.,
0.9608 p.u.,

Feeder D: 0.1536 p.u.,
0.9774 p.u.

-Open S11
-Close T2, T3

-Feeder C restores Za10
-Feeder D restores Za7 to Za9

0.95 p.u.
at Za10 —-

1.2 to 2 s Zone Za2 of
Feeder “A”

Za3 to Za10/
0.33 p.u.

MG1: 0.035
MG2: 0.022
MG3: 0.022

Feeder B: 0.15 p.u.,
0.9758 p.u.,

Feeder C: 0.097 p.u.,
0.9687 p.u.,

Feeder D: 0.175 p.u.,
0.9802 p.u.

-Open S11
-Close T1, T2, T3

-Feeder B restores Za3 & Za4
-Feeder C restores Za10

-Feeder D restores Za5 to Za9

0.953 p.u.
at Za5 —-

2 to 2.5 s Zone Za2 of
Feeder “A”

Za3 to Za10/
0.33 p.u.

MG1: 0.005
MG2: 0.002
MG3: 0.002

Feeder B: 0.12 p.u.,
0.97 p.u.,

Feeder C: 0.077 p.u.,
0.959 p.u.,

Feeder D: 0.155 p.u.,
0.976 p.u.

-Open S6, S11
-Close T1, T2, T3

-Feeder B restores Za3 & Za4
-Feeder C restores Za10

-Feeder D restores Za6 to Za9

0.95 p.u. at
Za10 Za5
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At the beginning, the fault occurs at 0.2 s in Za6, so the upstream zone Za5 is under
fault and the downstream faulted zones are Za7 to Za10, with a total demand of 0.157 p.u.
FFA “A” identifies the fault and isolates it by opening S6, S7, and FCB-1. Then, FFA “A”
starts restoration by closing FCB-1 to re-energize Za5 and making negotiations with feeders
“C” and “D” to restore the downstream zones. During this period, DG does not share any
spare power. After making the zone/switch table, feeder “C” can restore Za10 by closing
T2 and opening S11, and feeder “D” can restore Za7, Za8, and Za9 by closing T3. At time
0.8 s, the fault is cleared and the switches are returned to their initial status.

At 1.2 s, a fault takes place in Za2; thus, the faulted zones are Za3 to Za10, with a total
demand of 0.33 p.u. FFA “A” isolates the fault by opening S1, S2, S5, and FCB-1. Next, FFA
“A” starts service restoration by closing FCB-1 and sending CFH to feeders “B”, “C”, and
“D”. At this time, each DG has spare power and shares it with the HFAs. After constructing
the zone/switch table, feeder “B” can restore Za3 and Za4 by closing T1, feeder “C” can
restore Za10 by closing T2 and opening S11, and feeder “D” can restore Za5, Za6, Za7, Za8,
and Za9 by closing T3.

At 2 s, the power shared from the DG sources has decreased, thus reducing its contri-
bution in the AFC of helped feeders “B”, “C”, and “D”. After building the zone/switch
table, feeder “B” restores Za3 and Za4 by closing T1, feeder “C” restores Za10 by closing
T2 and opening S11, and feeder “D” restores Za6, Za7, Za8, and Za9 by closing T3 and
opening S6. FFA “A” sheds Za5 due to the insufficient AFC of the helping feeders. At time
2.5 s, the fault is cleared and the switches are back to normal conditions.

To verify that restoration performance of the proposed approach goes with the re-
sponse discussed above, a specimen is demonstrated in Figure 10 which shows the voltage
and current waveforms at Za5. Confirming the above results, it can be noticed that Za5 is
in service till the fault occurs in Za6 at 0.2 s. From 0.25 till 0.3 s, the fault is isolated and the
current in Za5 is zero during this interval. At 0.3 s, service restoration starts when FFA “A”
sends a signal to FCB-1 to reclose and energize the upstream part of the faulted feeder so
ZA5 is back to service. From 0.8 to 1.2 s, the fault is cleared and Za5 is back in service with
the initial switching actions. At 1.2 s, another fault occurs in Za2; however, Za5 is restored
by feeder “D” from 1.3 till 2 s. At 2 s, the least priority Za5 is shed due to the decrease in
DG power. Finally, at 2.5, the fault is cleared and Za5 is back in service.
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Figure 10. Za5 waveforms in the multiple-scenario case study; (a) voltage, (b) current.

6. Discussion

To summarize the proposed work, this paper introduces a MAS approach capable of
achieving self-healing objectives (fault locating, isolation, and restoration) according to the
operational constraints, as well as allowing DG penetration during restoration.
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According to the proposed MAS design, the applied agents’ roles are as follows. First,
the zone agents monitor the status of the corresponding zone voltage, current waveforms,
and calculate its current usage. Second, the feeder agents lead the negotiations with each
other, and third, the micro-grids’ agents provide the required data about DGs capacity. The
proposed methodology is thoroughly explained to list the procedure principle and steps.
This is implemented via communication between agents to restore the outage zones using
group restoration, zone restoration, zone restoration with load transfer, or load shedding.

As demonstrated from the simulation results, the proposed approach successfully
functioned in all restoration cases with and without DGs contribution. However, as
concluded from Tables 1 and 3, DG existence is quite useful for reducing the switching
actions, load shedding, load transfer, and improving voltage profile at restored zones,
especially during convenient environmental conditions.

For further validation of the superiority of the proposed approach, the capabilities
and limitations of other self-healing MAS frameworks in the literature [4,14–23], versus
the proposed approach’s capabilities, are given in Table 4. Regarding DG penetration, it
was only considered in [4,14–17], yet they still show some deficiencies when compared to
the proposed approach. In [17–23], all self-healing objectives of fault detection, locating,
isolation, and service restoration were successfully accomplished, unlike [4,14–16], where
the service-restoration task was solely achieved without the capability of fault locating
and isolation. Moreover, all studies considered the voltage and current limits as well as
load priorities in their MAS design, except for [17,18,20,21], which did not consider load
priorities, and [19,21], which did not consider voltage and current constraints. As for their
applicability in large-data systems, [17–19,21] lacked this property. Moreover, [17–19,22]
did not consider validating their developed algorithms using different cases of restoration
and load shedding. The proposed work is developed to overcome the limitations of these
studies by designing a self-healing MAS approach that achieves all functions of fault iden-
tification, isolation, and service-restoration, taking into account operational constraints
and load priorities as well as zones priorities. It is applicable in large systems and stud-
ies DG penetration in smart grids in details to achieve the required energy management.
Additionally, it involves multiple scenarios and multi-fault case studies to test the pro-
posed approach validity during different zone and group restorations and load shedding
and transfers.

Table 4. The proposed algorithm versus other MAS self-healing algorithms in related work.

PAPERS Fault Location
and Isolation

Service
Restore

Voltage and
Current

Constraints

Load
Priorities

Suitable
for Large
Systems?

Multi-Case
Study

DG
Penetration

Main
Agents

Applied Computer Resources
Complexity Restoration

SpeedSystem
Design

Agents
Design

[4] Feeder, Switch, Zone, and
DG Agents

MATLAB–
NETLOGO
Extension

NETLOGO High Low

[14] Zone Agent MATLAB JADE Low High

[15] Zone Agent Undefined Low High

[16] Initiator and Zone Agents MATLAB JADE Average Average

[17]
Load, Section,

Restoration, and
Generator Agents

MATLAB JADE High Low

[18] Facilitator and
Bus Agents Undefined Average Average

[19] Generator,
Switch, and Load Agents VTB JADE High Low

[20] Switch Agent Undefined JADE Low High

[21]
Recloser,

Feeder Section,
and Smart Switch Agents

MATLAB JADE Average Average

[22] Generator, Switch, and
Load Agents Undefined High Low

[23] Substation, Line, and
Device Agents SMAs JADE High Low

Proposed

Zone and Feeder Main
Agents

+ additional
Micro-grid Agent

MATLAB JADE Average Average
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Regarding algorithm implementation complexity and restoration speed, they are
affected by a number of factors as follows. First, applied agents’ number and type greatly
affect the algorithm performance. Some agents are high in number as they depend on
certain components which are numerously placed in the network such as load agents,
switch agents, etc., unlike other agents which are lower in number, such as feeder and
zone agents. Moreover, the communication method between agents is another key factor
where the hybrid approach features more communication operations between agents rather
than the hierarchical communication. In addition, algorithm-required tasks, the size of
the power system for which the algorithm is designed, and the size of the information
carried by every agent can also affect system performance. Accordingly, the considered
self-healing approaches can be further classified with respect to their complexity and speed.
As concluded from Table 4, the authors in [4,17,19,22,23] introduced self-healing algorithms
which employed more than two agent types, which, in turn, increased implementation
complexity and reduced its speed, especially in the case of agents scattered around the
system in high number, such as load agents, switch agents, or device agents. When these
agents communicate together, they experience huge data transfers which add to system
complexity. Although in [21], three types of agents were applied, this algorithm is hierarchal
in its architecture, i.e., no communication between switch agents, which results in moderate
speed and complexity. In [16,18], the authors proposed self-healing algorithms featuring
two agent types as well as hierarchal architectures with determined tasks for each agent. So,
these algorithms are classified as average in complexity and speed. Regarding algorithms
introduced in [14,15,20], only one agent type is employed. Hence, they are simple in
implementation and fast in restoration. However, in these algorithms, all information are
captured in one agent type, which may affect the decentralized architecture in case of this
agent failure; thus, a backup plan is mandatory. In the proposed work, two main agents are
employed, the zone agent and feeder agent, with hierarchal architecture since zone agents
communicate with feeder agents only and not together. Additional micro-grid agents
are employed to control DG penetration, yet they are not large in number and work in
hierarchal nature. Hence, the proposed algorithm is classified to feature average complexity
and speed.

7. Conclusions

In this paper, an efficient self-healing approach which allows DG penetration is pro-
posed. It features a decentralized MAS design that can locate and isolate the fault and
then restore faulted zones while considering system objectives and operational constraints.
Moreover, its ability to control DG contribution during restoration helps maintain continu-
ous power supply, even at heavy load periods.

The proposed MAS design, agents and procedure steps are thoroughly explained.
The zone agent collects information from measuring devices then sends it to the feeder
agent, which makes simple calculations and negotiates with other feeder agents to restore
the outage zones, while the micro-grid agents control the DG penetration to secure a
robust power supply in smart grids. Employing a hierarchal communication architecture,
the proposed approach features moderate implementation complexity and satisfactory
restoration response.

The proposed approach is tested on a large distribution system modeled using MAT-
LAB/Simulink, while the MAS is implemented in JADE. The results of eight simulation
cases of different fault locations, load demands, and DG existences verified the proposed
approach effectiveness in realizing different restoration scenarios. The latter is further
verified using a multi-scenario case-study. Simulation results highlighted the DG role in
the restoration process, especially under convenient environmental conditions. Finally,
when compared to other approaches in related work, the proposed approach’s superiority
is verified.
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Nomenclature
The following abbreviations are used in this work:
AFC Available feeding capacity
ANSI American National Standards Institute
BDI Belief–desire–intention
CC Central controller
CFH Call for help
DG Distributed generator
FA Feeder agent
FCB Feeder circuit breaker
FFA Faulted feeder agent
FZA Faulted zone agent
HFA Helped feeder agent
HZA Helped zone agent
JADE Java Agent Developing Framework
LT Load transfer
MAS Multi-agent system
RES Renewable energy source
VTB Virtual test bed
ZA Zone agent
The following symbols are used in this work:
HFZn Total number of HFAs
Ic Maximum spare capacity of the restoration path with respect to the current limit constraint
Imax Maximum line current

IS
Maximum spare capacity of the restoration path without violating both current and
voltage operating constraints.

Is(j) Available spare capacity of each zone before it gets overloaded

Iv
Maximum spare capacity in the restoration path with respect to the voltage
limit constraint

IZC Zone current change
IZJ Current usage of zone j
Li Load at the ith bus
Nbr,Nbus Total number of branches and buses respectively
NDG, NL Total number of DG units and loads in a micro-grid respectively
NS(on)

Number of switches supplying power to a bus at any given time
nz Total number of faulted zones
PD,j Active demand required by the jth load in micro-grid
PDGAFC DG available feeding capacity
PDG,i Active power of the ith DG
PGrid Active power delivered from/to the utility grid taking into account grid losses
PL Summation of power consumption of micro-grid loads
Pm Mechanical power provided by wind turbine
R Wind turbine radius
Ri Resistance of the ith branch.
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Si
Status of ith switch in the restored network (i.e., 1 for the closed switch and 0 for
the opened one)

Si Status of the ith switch immediately after the fault has been isolated
Sj

i Demand of load j in zone i
Vi Voltage at the ith bus
Vmax, Vmin Maximum and minimum acceptable bus voltages respectively
Vo Lowest bus voltage magnitude received from the zone agent
Wi Priority of ith bus load
W f j

i Priority of load j in zone i
yi Status of ith bus load (i.e., 1 for the restored load and 0 for the unrestored one)
ZC All zone combinations possible for zone transfer
Zpath Series impedance of the restoration path
ρ Air density
v Wind speed
w Rotation speed of the wind turbine
λ Tip speed ratio of the wind turbine
β Pitch angle of the wind turbine
CP Wind energy capture coefficient
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