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Abstract

:

Laser powder bed fusion (LPBF) is an additive manufacturing technology which uses a heat source (laser) to sinter or fuse atomized powder particles together. A new layer of powder is spread over the previous layer using a roller, and then the laser power fuses them. This mechanism is repeated until the part model is completed. To reduce the time, effort, and cost, the present study incorporated the design of an experimental approach conjoined with finite element analysis (FEA) to simulate the LPBF process. A three-dimensional (3D) bi-material model was subjected to FEA with variations in temporal and spatial material characteristics. A Gaussian moving heat source model for the multi-scanning of a single layer was developed to understand the effect of process parameters, namely laser power, scan speed, and scan pattern on melt pool dimensions. Although, similar simulation models have been reported in the literature, the majority of these did not consider parametric variations. A few studies adopted multiple parameters which varied simultaneously, but the major limitation of these studies was that most of them did not consider multiple characteristics under a constrained environment. In the present research, the multi-parameter multi-level simulation study was performed to understand the process mechanism with fewer simulations. Results showed that the studied dimensions were sensitive to parameter setting, and that temperature variation within the melt pool was dependant on the material phase in the vicinity of the melt pool. This research proposed that melt pool dimensions must be accurately controlled for optimum process performance to achieve proper overlap between the adjacent scan lines and sufficient depth to complete bonding with the bottom layer. Since the involved criteria were of a conflicting nature, the problem of determining a single factor setting to obtain the desired results was solved using grey relational analysis (GRA). It was found that, among all the considered process parameters, scan velocity was the most significant one. This research recommended a maximum scan velocity i.e., v = 1.5 m/s, with a minimum laser power i.e., P = 80 W. In addition, it was also suggested that low energy density be used to melt the powder layer properly.
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1. Introduction


Additive manufacturing (AM) is a material deposition process based on the consolidation of feedstock as per the three-dimensional (3D) computer-aided design (CAD) model of the resulting part, developed using a numerically controlled material and energy deposition mechanisms [1]. As such, AM has evolved as a viable alternative to manufacturing complex functional parts with homogeneous or heterogeneous material compositions using various polymers, ceramics, metals/alloys, and consolidated products [1]. Indeed, AM is adopted in multiple applications, such as in the aerospace, automotive, medical implants, and machinery industries, and in sandwiched structures, such as panels [2]. The manufacturing of metal parts is one of the fastest growing applications of AM. Most metal AM systems utilize a powder bed fusion (PBF) process [3]. In this process, a layer of powder is spread over a table or previously solidified layer, and a laser scans the powder bed at a controlled rate for localized powder melting. The molten metal fuses with the previously deposited material to create a layered profile. After this, the build table moves downward at a distance equal to the layer thickness, and this process is repeated until the entire part is built in the controlled environment. The part densification depends upon the type of sintering mechanism, namely liquid phase sintering and complete melting [4]. Partial melting of powder occurs in the former, while, in the latter, powder is melted completely. Due to its ability to produce fully dense parts of mechanical properties equivalent to or better than forged or cast parts [5] and its suitability for processing non-ferrous pure metals and alloys [6], total melting is preferable for building AM parts. The intrinsic nature of the process results in rapid heating of a narrow region for a short period using a high intensity focused laser. Laser powder interaction results in the melting of both the powder and the material beneath it due to heat conduction. Melting is followed by the rapid cooling of the heat-affected zone. Coupled with this heating and cooling cycle are the re-melting and re-solidifying of material adjacent to the heat-affected zone, and the phase changes involved within the part and the melt zone. The amount of input energy dictates the transient and spatial temperature variation in the part and controls the melt pool growth [7]. To form a good bond, sufficient input energy must be supplied to melt the powder and the surface below it. There is a threshold limit beyond which input energy results in the evaporation of alloy constituents. The melt vapour increases the laser absorption, causing an increase in melt pool depth. The entrapped vapour may collapse during the solidification of the melt, resulting in the formation of voids [8].



In some cases, such as in high carbon steels, the formation of interfacial carbides increases the brittleness. Increasing the heat input favours the dissolution of carbides and, accordingly, homogenizes the distribution of alloying elements [9]. The input energy depends upon various factors, such as laser power, scan speed, scan pattern, layer thickness, and hatch spacing [10]. The selection of layer thickness and hatch spacing depends on the average powder particle size, scan area, and the desired resolution. Depending upon laser power and scan speed, the entire process window can be divided into four zones, as follows: total melting, over melting, incomplete melting, and overheating [11].



A porosity-free part is produced in a total melting region. Over melting causes porosity because of entrapped gases, whereas incomplete melting results in insufficient overlapping between melt regions, leading to a lack of fusion or crack formation. Excessive distortion due to overheating may hamper the part build. Due to the moving energy source, a non-symmetric melt pool can develop in the vicinity of the high energy irradiance region, which alters the cooling rate across the melt pool boundary [12]. Melt pool size affects the cooling rate and temperature gradient development and is correlated with the build part’s microstructures and properties [13]. Spatial temperature variation results in anisotropy in the microstructure [14]. The multi-component and multi-phase composition of most alloys, such as Ti6Al4V, enables the diverse microstructure patterns under non-uniform and dynamically changing temperature distribution [15]. Oxygen content in the atmosphere, laser power, layer thickness, and scan speed have a mitigating effect on the layer formation, as they affect the wetting ability of the melt [16]. Laser power, scan speed, hatch space, and scan pattern affect the melting pool’s rheology and the formation of pore structures [17]. The past activities to improve part quality are related to in-situ process monitoring and control [18]. These activities acquire and process the data in real-time to affect an on-the-fly response. The major hindrance is selecting a data acquisition device and its location inside the build chamber [19]. Such a feedback control mechanism works well when parameters are set to near optimum values, especially when there is a minimal response time, as in the AM process. Many studies utilized experimental methods to understand the influence of the process parameters [20]. The experimental studies are time-consuming, cumbersome, and costly. Most of the time, results depend upon the skills of an experimenter and the accuracy of measuring equipment, as well as the type and range of parameters selected. The interrelation between various parameters on the studied properties is difficult to determine, especially under the transient nature of the process and spatially varying properties. The alternate approach is to simulate the process. Compared to the experimental methods, the modelling and simulation (M&S) are more economical and efficient in optimizing process parameters to produce a part with improved mechanical properties [21]. The M&S approach can be implemented to detect defects, to improve part distortion, to predict residual stress in part, and to understand microstructure growth and melt pool dynamics [22,23,24,25,26]. Many of these studies incorporated a single parameter setting approach to study the chosen characteristics. A few adopted multiple parameters varied simultaneously to study their effect on the characteristics of interest. However, the major limitation of these studies was that most of them did not consider multiple characteristics under a constrained environment. The present study utilizes the M&S approach to study the LPBF process under a multi-parameter multi-response environment.



The novelty of the work lies in integrating the simulation modelling, design of experiment, and optimization technique to study the physics of the LPBF process. This research presented a multi-parameter multi-level simulation study to understand the process mechanism with fewer simulations, as previous researchers only presented the simulation model without considering variation in the considered parameters. In the present study, not only the effect of individual parameter but their interaction effects were also investigated with an aim to bridge the existing gap. In addition, this study made a successful attempt to relate scan criteria with laser power and scan speed, and also explained the relation between melt pool dimensions and scanning pattern. Lastly, the complete methodology with all necessary information is presented in Section 2 in order to provide readers and researchers with an easy understanding of how to use FEA-based software to develop models which can reproduce the desired results. Obtained results and related discussions are presented in Section 3, and the major conclusions of the study are presented in Section 4.




2. Methods and Materials


The material chosen for the part fabrication is Ti6Al4V alloy. This material is widely used in aerospace, petrochemical, biomedical, and other fields because of its low density, high specific strength, excellent corrosion resistance, and good welding performance [27]. The process parameters considered are laser power (P), scan speed (v), and scanning pattern (sp). These processing parameters’ influence and interaction on the temperature distribution in the melt pool and melt pool size are studied. The study considered that the maximum temperature for complete melting must be as small as possible to prevent overheating of the melt and to prevent residual stress and thermal distortion-related problems.



Furthermore, the melt pool dimensions must be accurately controlled to achieve proper overlap between the adjacent scan lines and sufficient depth to bond with the bottom layer. These criteria are conflicting, so the problem of determining a single factor setting to achieve all the desired results is solved by Taguchi-based grey relational analysis (GRA). The generic methodology adopted in Taguchi-based GRA is depicted in Figure 1. The detail of the process can be found elsewhere in the literature [28,29,30,31,32,33,34,35]. The selection of a suitable design matrix depends upon the number of factors, their levels, and the interaction of interest. In this study, three factors, namely laser power (P), scan speed (v), and scan pattern (sp), were each considered at three levels, as shown in Table 1. In this case, P and v are quantitative factors, whereas sp is a qualitative factor. Additionally, sp is a direction along which laser moves, and is pictorially defined in Figure 2. The present study also analyzed the interaction between P, v (  P × v  ); P, sp     P × s p    , and v, sp       v × s p    . Therefore, 3 factors at 3 levels and 3 interactions result in the total degree of freedom equal to 18. Therefore, the appropriate orthogonal array for this case is the L27 array. In this array, factors are assigned per the three-level interaction graph depicted in Figure 3. In Figure 3, the column number is indicated by numeric value, and the assigned factor or interaction is written inside the parenthesis.



The problem at hand is to model a transient process consisting of a moving heat source, temperature-dependent material properties, material states, phase changes, and various heat and mass transfer mechanisms. The analysis domain is closely packed with discrete particles, having a non-uniform distribution in size and shape. The laser heat source is applied briefly at a localized area, with the intensity decaying outward from the point of application. There may be variation in the build chamber temperature during the part build. Lower melting point constituents may vaporize, resulting in composition change and, hence, a change in material properties. Spattering at a melt pool or denudation of powder near the laser movement may affect the smooth functioning of the process. In addition, several other complicated, stochastic occurrences and interlink phenomena may not be understood or identified. A large number of complications make the LPBF process simulation a challenging task. Therefore, the model adopted in most studies is a simplified version of the actual scenario [22,23,24,25,26]. The assumptions made in the simulation modelling are mentioned as follows:




	
The present study intends to understand the physics of the process by incorporating changes in the process parameters of interest. Thus, freeform or complicated geometries are neglected to reduce the complexity of the simulation. The part created is a rectangular prism situated in a three-dimensional space.



	
In the LPBF process, powder particles are small and closely packed. While spreading the powder, the re-coater blade or roller vibrates to tap the spread powder, increasing the packing density. Hence, the problem of discrete particle analysis can be simplified by considering the continuous domain of analysis. On the other hand, the effect of bed porosity is not neglected completely, and is incorporated by considering material properties of interest as a function of powder bed porosity.



	
Three heat transfer modes are involved in the process, namely conduction, convection, and radiation. Powder particles are closely packed, and their change in state from powder to the liquid and finally to solid takes place in a minimal time interval. Therefore, this time gap mode of heat transfer within the part by convection and radiation can be considered negligible.



	
Free convection is the only mode of heat loss to the surrounding, and any radiation loss is negligible. This is a fair assumption for the LPBF process, which takes place in an inert environment. The inert gas surrounding the part allows for the convective cooling of the surface of the build and becomes a dominant cause for heat dissipation.



	
Any mode of mass transfer is neglected. Therefore, heat transfer through melt mass transport is not directly simulated in this study.



	
The properties, namely thermal conductivity, specific heat capacity, and density used in this study, are temperature- and powder bed porosity-dependent, but their spatial variation is neglected. Any other material properties are constant, and are not temperature-, porosity-, or position-dependent.



	
Composition and, hence, material property change due to constituent vaporization is not considered.



	
The process is assumed to be continuous without a break, so the cooling period is neglected.



	
Build chamber temperature is assumed constant even in the vicinity of the part.



	
Changes in dimensions due to temperature-induced differences in density, phase changes, or cooling-induced shrinkage are neglected.








The essential elements in simulation modelling (using ANSYS) are as follows: defining the geometry and shape of the domain of analysis, discretizing the domain into elements of finite size, assigning material properties, applying external heat flux, and solving transient thermal analysis problems. Details of these elements are presented in the following sections.



2.1. Geometric Part Model


The part geometry used in the study is shown in Figure 4. The bottom layer is a substrate of dimension 2000 μm × 1000 μm × 150 μm, and is made of solid Ti6Al4V alloy. The powder layer of Ti6Al4V alloy deposited over the substrate is the top layer of the part geometry, as shown in Figure 4. The dimension of the top layer is 2000 μm × 1000 μm × 30 μm. It is assumed that the average particle size of the powder is 30 μm [27].




2.2. Part Mesh Model


The accuracy of the finite element-based analysis mostly depends upon the mesh size or the number of elements, and needs to be balanced with the computational time involved. In general, for the LPBF process, it is recommended that element size must be one-fourth of the spot diameter or less. In the present study, the spot diameter of the laser is 200 µm and, based on the convergence of the solution and to reduce the simulation time, the powder bed is a mapped mesh with a meshing size of 15 μm, and the substrate is a mapped mesh with a mesh size of 25 μm. For meshing the powder bed, 20-nodes-solid-90 elements are used, and for substrate meshing, 8-nodes-solid-70 elements are used [36]. Both the elements are applicable for 3D transient thermal analysis with a single degree of freedom, that is, the temperature at each node.




2.3. Material Model


The temperature in LPBF varies from hundreds to thousands of kelvin. Most of the material properties of interest within these temperature ranges, namely specific heat, thermal conductivity, and density, change drastically [37]. Additionally, the properties and behaviour of a powder material are entirely different from the bulk material [7]. For solid Ti6Al4V alloy, temperature-dependent material properties are given in mills [37]. For powder, properties are different from the bulk, and mainly depend upon the porosity, entrapped gases, and phase change from powder to the liquid and finally to solid [38]. Empirical relations relating powder and solid material properties used in the present study are given in Equation (1) for effective powder density (   ρ e   ), Equation (2) for adequate powder-specific heat (   C e   ), and Equation (3) for effective powder thermal conductivity (   K e   ).


   ρ e  =         1 − ∅    ρ s          1 + ∅ × (   T −  T  s o l     / (  T  l i q   −  T  s o l   ) ) − ∅    ρ s         ρ s           T o  ≤ T ≤  T  s o l                                      T  s o l   < T <  T  l i q         T ≥  T  l i q          



(1)






   C e  =         1 − ∅    C s  + ∅  C a         C s  + 2  L f  × (   T −  T  s o l   ) /      T  l i q   −  T  s o l      2           C s  + 2  L v  ×   T −  T  l i q     /      T v  −  T  l i q      2           T o  ≤ T ≤  T  s o l                                      T  s o l   < T <  T  l i q         T ≥  T  l i q          



(2)






   K e  =                                                 0.1  K s                                                                         T o  ≤ T ≤  T  s o l              K s  l i q   −  K s  s o l        T  l i q   −  T  s o l           T −  T  s o l     + 0.1  K s  s o l          K s                                                                                                                  T ≥  T  l i q                          T  s o l   < T <  T  l i q      



(3)







In these equations,    K s   ,    C s   , and    ρ s    are thermal conductivity, specific heat, and density of solid material, respectively. Additionally, T is the temperature at any instant during the simulation, and To, Tsol, Tliq, and Tv are initial, solidus, liquidus, and material evaporation temperatures, respectively. Latent heat fusion is Lf, and Lv is the latent heat of evaporation. The powder bed porosity is  ∅ , and    C a    is the temperature-dependent specific heat of air. Finally,    K s  s o l     and    K s  l i q     are the thermal conductivity of bulk material at liquidus and solidus temperature, respectively.




2.4. Heat Source Model


In the LPBF process, the laser beam scans the powder layer’s top surface. The powder distribution may result in irregularity and voids, which may cause multiple reflections of an incident ray attenuating the amount of the incident energy, and partial absorption of a laser. When the powder particles are small and fairly distributed, most of the laser energy is absorbed by the skin of the uppermost powder particles. Only a small amount is transferred downward because of the 3D nature of laser reflection. The most common mode of energy transfer between the powder particles and the surface beneath is conduction [8]. Thus, the laser beam’s intensity is considered the surface heat flux. This surface heat flux depends upon the laser power and beam radius, and follows the Gaussian distribution of the fundamental mode given by the following Equation (4) [7]:


  q   x , y , t   = α  P  π  r o 2    exp   − 2       x −  v x  t    2  +     y −  v y  t    2     r o 2       



(4)




where q is the surface heat flux,  α  is the laser absorptivity, P is the laser power, ro is the beam radius, t is the time, and vx and vy are scan speed components along the x and y directions, respectively, defined as    v x  = v c o s θ     and    v y  = v s i n θ  . Furthermore, v is the scan speed, and  θ  is the angle of inclination of scan direction with the x-axis. In the present study, for X the scan pattern   θ = 0 ,   for Y the scan pattern   θ =   90  o   , and for XY the scan pattern   θ =   45  0   .




2.5. Thermal Model


The governing equation, i.e., Equation (5) [39], used in the present analysis is a 3D heat transfer equation for isotropic material with the assumption that there is no internal heat sink or heat generation. It is shown as follows:


  ρ C   ∂ T   ∂ t   = K      ∂ 2  T   ∂  x 2    +    ∂ 2  T   ∂  y 2    +    ∂ 2  T   ∂  z 2       



(5)




where, T is the temperature and function of position and time t;  ρ , C and K are temperature-dependent density, specific heat, and thermal conductivity, respectively.



The initial condition for this second-order boundary value problem is given by Equation (6), as follows


  T   x , y , z , 0   =  T o   



(6)




where,    T o    is the powder bed preheat temperature assumed to be the same as the constant build chamber temperature.



Convection heat loss (   q c   ) from the surfaces of powder bed and substrate is represented by Equation (7), as follows.


   q c  =  h c     T  s u r f   −  T o     



(7)




where,    h c    is the convection heat transfer coefficient and    T  s u r f     is the surface temperature.




2.6. Simulation


In total, 27 simulations were conducted per the experiment plan in Table 2. The data used to calculate the material properties of powder Ti6Al4V [40] and the process parameters kept constant in the simulation are given in Table 3. The powder surface is scanned with the unidirectional movement of the laser. For the first scan line, simulation starts with an assumed initial condition. However, for successive scans, temperature distribution generated from the previous movement of the laser is taken as an initial condition.



The temperature at five points, namely A, B, C, D, and E (refer to Figure 5), is calculated for each simulation. These points are located in the middle of the layer, and are in the same vertical plane.



A melt pool is defined as a region of a heat-affected zone having a temperature more than the Tsol of the material. The dimension of the melt pool along the scan line is considered as its length (l). Melt pool width (w) is measured perpendicular to the scan direction along the line passing through the centre of heat flux application. Both the l and w of melt pool are measured in the plane of heat flux application. Depth (d) of the melt pool is also measured from the centre of heat flux, but in the downward direction perpendicular to the plane of heat flux application.



For a complete powder melting, any temperature value higher than this desired minimum is a waste of input energy, and is responsible for residual stress development and part build failure. The higher surface temperature may induce instability in the melt pool and result in a keyhole mode of heat transfer. For the complete melting of powder and proper fusion with the bottom surface, d must be greater than the layer thickness (lt). Excessive melting of bottom layers may induce residual stresses, distortion in the part, and the formation of cracks, pores, and a non-uniform microstructure. Therefore, d must be in between lt and twice lt. As no guiding principle is available, in the present case, the superior value of d is taken as equal to lt. For adequate overlapping of melt pools of successive scan lines, the ideal value of w must be more than the hatch spacing (H) [41]. This implies that the difference between w and H must be maximized.



Similarly, for sufficient overlapping of successive melt pools along a scan line and to prevent excessive heating, l is equal to the laser beam’s spot diameter (2ro). The ANOVA and main effect plots determine significant parameters, interactions, and parameter levels. The obtained results show a different set of optimum and significant parameters and interactions for each studied response, each at a different level. Therefore, to select the process setting which optimizes all the studied responses simultaneously, GRG is calculated.





3. Results and Discussion


Variation of temperature with time at five points of interest, namely A, B, C, D, and E, is shown in Figure 6. It is observed from Figure 6 that the temperature at these points increases as the laser moves closer to them and then decreases with the movement of the laser away from them. Thus, the temperature of point A is at its maximum when the laser is above it. For points B, C, D, and E, the temperature is at its maximum after a certain time lag from when the laser is vertically above them (refer to Figure 7). As shown in Figure 6, for low scan speed, the temperature rise is not gradual but takes place in small steps. For high scan speed, temperature increases gradually, showing a sudden sharp rise and falling when the laser crosses point A. After a specific time interval from when a laser crosses the middle of the layer, the temperatures of all the points A, B, C, D, and E tend towards the same value and become constant but higher than the initial temperature. In all the cases, the temperature of points above the interface (point C) is more than the liquidus temperature.



From the above discussion, it can be inferred that temperature increases as the heat source moves closer to the points of interest. This increase is greater if the heat source moves slowly, increasing the heat application time. Moreover, there is no cooling period considered; hence, temperature decreases because of the movement of the heat source away from the points. The powder has a lower thermal conductivity and, therefore, conducts less heat downward, resulting in a lower temperature in the lower portion and a time lag between the maximum temperatures of A, B, C, D, and E.



The heat-affected zone for the three-scan pattern is shown in Figure 8. It can be observed that the melt pool is slightly enlarged at the front (the direction of movement of laser) and tapers in the backward direction. Temperature variation along the length (l), width (w), and depth (d) of the melt pool are shown in Figure 9. The temperature is at its maximum at the center along the l direction but decreases on both sides from the center (Figure 9a). This decrease is sharper on the right (on the front of laser movement), whereas there is a gradual temperature decrease on the left. The temperature gradient along the w is slightly higher in the right (the unscanned region of powder layer) compared to the left (Figure 9b). The temperature decreases along with the d from top to bottom (Figure 9c).



This non-uniform temperature variation and melt pool shape is related to the excessive heat concentration because of the poor thermal conductivity of the powder on one side of the melt pool compared to the other, where the material is in a solid/liquid state. When the laser center is at location A, the maximum temperature (TA), l, w, and d are determined and presented in Table 2. The results are in agreement with the simulation work performed by Huang et al. [42] and Romano et al. [7], and the temperature predicted is within the range obtained by Verhaeghe et al. [43] experimentally. Variation of TA, l, w, and d concerning P, v, and sp is presented in Figure 10. Levels 1, 2, and 3 correspond to low, medium and high values of the selected process parameters P, v, and sp, respectively, and are given in Table 1. From Figure 11, it is observed that with an increase in P, all responses increase linearly except w, which shows a nonlinear increase. Furthermore, it is also observed that an increase in v results in a nonlinear decrease in all the studied responses. These observations are attributed to the absorbed energy density, which is proportional to    P   v      [26]. Higher energy density corresponds to more heat input into the system, resulting in excessive melting. Thus, the melt pool is large with high P or low v. The temperature variation depends upon the scan vector length and number of scan lines. A shorter scan length deposits more heat than a longer scan length. Based on the part geometry considered, the scan length and the total number of scans vary, with X-scan having considerable scan length but fewer scans, followed by Y-scan having less scan length but many scans compared to X-scan. Compared to both X and Y-scan, the XY-scan has more scans with varying scan lengths and, as a result, this scan pattern produces a more significant maximum temperature than the other two scan patterns.



Grey-Taguchi Results


The ANOVA of the experimental results presented in Table 2 is carried out, and its results are presented in Table 4. The significance of each term in the ANOVA table is considered at a 95% confidence level (α = 0.05). It is evident from Table 4 that, for TA and d, all the studied factors and their mutual interactions are significant. However, for l and w, only P, v, sp, and v × sp affect the variation of results and are significant.



The objective of the present study is to minimize TA, to maximize the difference between w and H (w-H), and to consider l and d equal to ro and lt respectively; hence, w-H, TA and l, d are normalized. These respective normalized values, namely     T ^  A    (normalized value of TA),   l ^   (normalized value of l),   w ^   (normalized value of (w-H)), and   d ^   (normalized value of d) are presented in Table 5. The normalization makes the desired value of each studied response equal to 1 or close to 1, whereas the worst value is zero or close to it. For converting these multiple responses into a single response, GRG is calculated and presented in Table 5.



The ANOVA results on the normalized values of the responses are presented in Table 6. In this table, the percentage contribution of individual terms on the studied response variation concerning factor level change was determined using Equation (8), as follows:


  %  c k  =   S  S k    S  S T    × 100  



(8)




where   %  c k    is the percentage contribution of kth term whose sum of square deviation is SSk, and SST is the total sum of a square.



From Table 6, it can be seen that v has a maximum contribution to the results, and it is the most significant parameter affecting all responses. This is followed by P for   T ^  ,   l ^  , and   d ^  , and sp for   w ^  . For    w ^  ,   P is not a significant parameter independently, but   p × v  , is significant. Additionally,   v × s p   is an essential parameter for the maximization of   w ^  . Due to constraints imposed on the normalized values, significant parameters and interactions are different compared to unconstrained responses. The main effect plots of the normalized data and GRG are presented in Figure 11. From these results, optimum factor levels, and significant factors and their interactions, are presented in Table 7



The ANOVA results for GRG and percentage contribution of each term are presented in Table 8. The main effect plot of GRG is given in Figure 11e. From Table 8 and Figure 11e, it can be concluded that scan velocity (v) significantly influences GRG variation. However, scan pattern (sp) does not significantly contribute to the variation in GRG; hence, the scan pattern can be neglected for optimum melt pool dimensions. This study recommends maximum scan velocity (v = 1.5 m/s) to maximise GRG with minimum laser power (P = 80 W). In other words, a low energy density is required to melt the powder layer.





4. Conclusions


This research explored the variation of process parameters, namely laser power, scan speed, and scan pattern, and their mutual interactions on the temperature distribution and melt pool dimensions. The novel approach proposed in this work provides a better understanding of the process mechanism and can consider multiple conflicting responses and their variation with parameter change. Furthermore, the simplicity of the proposed model makes it easy to implement, and the accuracy of results is within the expected range. Furthermore, simulation is advantageous for qualitatively explaining the LPBF process mechanism, which may be difficult to understand under actual part fabrication due to the limitations of the measuring devices and the complexity of the process itself. The major conclusions which can be drawn from the present study are as follows:




	⮚

	
The temperature at various locations in the layer keeps on changing with time. This is because it depends on the location of the point concerning the laser position at that particular moment.




	⮚

	
The powder has a poor heat dissipation capacity compared to the solid phase of the same material, which results in excessive temperature near the powder phase compared to the solidified portion.




	⮚

	
The temperature variation within the melt pool along the three principal directions considered, namely length, width and depth, is not uniform, and depends on the material phase in the vicinity of the melt pool.




	⮚

	
There may be a different set of significant process parameters for different types of responses considered. Therefore, it is difficult to have a single parameter setting that enables each response to achieve its best value.




	⮚

	
Scan velocity is the most influential parameter of all the process parameters. Therefore, an optimum scan velocity is recommended to prevent over melting and an excessive temperature gradient in the melt pool or part.




	⮚

	
The root cause of all the AM problems is excessive energy input into the system. The property of the fabricated part can be improved by inputting low energy density with a good scan pattern.
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Figure 1. Flowchart of Taguchi based grey relation analysis (GRA). 
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Figure 2. Scan pattern (a) Y-scan (b) X-scan (c) XY-scan. 
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Figure 3. Linear graph for assigning factors and interaction in L27 array. 






Figure 3. Linear graph for assigning factors and interaction in L27 array.



[image: Mathematics 10 02505 g003]







[image: Mathematics 10 02505 g004 550] 





Figure 4. Geometric model used in the present analysis (all dimensions are in μm). 
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Figure 5. Location of points where temperatures were measured (all dimensions are in µm). 
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Figure 6. Variation of temperature of A, B, C, D, E. (Tliq is liquidus temperature) (a) P = 100 W, sp = Y, v = 0.5 m/s, (b) P = 100 W, sp = Y, v = 1.0 m/s, (c) P = 100 W, sp = Y, v = 1.5 m/s. 
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Figure 7. Time at which the temperature of points A, B, C, D and E is at its maximum (P = 100 W, sp = Y, v = 0.5 m/s). 
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Figure 8. Temperature distribution at the top powder top surface for laser movement along (a) Y-scan, (b) X-scan, (c) XY-scan path. For P = 80 W, v = 1 m/s. 
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Figure 9. Variation of temperature along (a) length, (b) width, (c) depth of melt pool. For the case P = 80 W, v = 1 m/s, sp = Y. 
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Figure 10. Variation of (a) maximum temperature at A (TA), (b) length of melt pool (l), (c) width of melt pool (w), (d) depth of melt pool (d) with process parameters. 
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Figure 11. Main effect plot of normalized response of (a) Temperature (b) Length (c) w-H (d) depth and (e) Main effect plot of GRG. 
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Table 1. Factors and their levels.
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Factor

	
Symbol

	
Unit

	
Level




	
1

	
2

	
3






	
Laser power

	
P

	
W

	
80

	
100

	
120




	
Scan pattern

	
sp

	
---

	
Y

	
X

	
XY




	
Scan speed

	
v

	
m/s

	
0.5

	
1.0

	
1.5
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Table 2. L27 Orthogonal array and response data.
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Exp. No.

	
Factors

	
Response




	
P

	
sp

	
V

	
TA

	
L

	
W

	
d




	
(W)

	
---

	
(ms−1)

	
(K)

	
(µm)

	
(µm)

	
(µm)






	
1

	
80

	
Y

	
0.5

	
4864

	
400

	
210

	
60




	
2

	
80

	
X

	
0.5

	
4887

	
350

	
175

	
55




	
3

	
80

	
XY

	
0.5

	
5140

	
778

	
264

	
74




	
4

	
80

	
Y

	
1.0

	
3812

	
300

	
180

	
30




	
5

	
80

	
X

	
1.0

	
3820

	
275

	
150

	
28




	
6

	
80

	
XY

	
1.0

	
3954

	
330

	
160

	
33




	
7

	
80

	
Y

	
1.5

	
3318

	
230

	
130

	
22




	
8

	
80

	
X

	
1.5

	
3315

	
200

	
130

	
19




	
9

	
80

	
XY

	
1.5

	
3414

	
270

	
110

	
24




	
10

	
100

	
Y

	
0.5

	
5903

	
550

	
247

	
65




	
11

	
100

	
X

	
0.5

	
5922

	
450

	
225

	
70




	
12

	
100

	
XY

	
0.5

	
6256

	
800

	
321

	
90




	
13

	
100

	
Y

	
1.0

	
4582

	
400

	
180

	
35




	
14

	
100

	
X

	
1.0

	
4595

	
325

	
150

	
36




	
15

	
100

	
XY

	
1.0

	
4752

	
498

	
204

	
44




	
16

	
100

	
Y

	
1.5

	
3943

	
300

	
150

	
25




	
17

	
100

	
X

	
1.5

	
3955

	
300

	
130

	
24




	
18

	
100

	
XY

	
1.5

	
4071

	
352

	
146

	
28




	
19

	
120

	
Y

	
0.5

	
6962

	
725

	
225

	
74




	
20

	
120

	
X

	
0.5

	
6994

	
600

	
250

	
80




	
21

	
120

	
XY

	
0.5

	
7410

	
830

	
324

	
140




	
22

	
120

	
Y

	
1.0

	
5361

	
455

	
200

	
42




	
23

	
120

	
X

	
1.0

	
5377

	
425

	
175

	
40




	
24

	
120

	
XY

	
1.0

	
5574

	
584

	
208

	
50




	
25

	
120

	
Y

	
1.5

	
4580

	
400

	
175

	
28




	
26

	
120

	
X

	
1.5

	
4592

	
350

	
150

	
28




	
27

	
120

	
XY

	
1.5

	
4749

	
432

	
185

	
35
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Table 3. Material properties of Ti6Al4V alloy and constant simulation process parameters.
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	Properties
	Symbol
	Value
	Unit





	Liquidus temperature
	    T  l i q     
	1923
	K



	Solidus temperature
	    T  s o l     
	1877
	K



	Evaporation temperature
	    T v    
	3533
	K



	Latent heat of fusion
	    L f    
	   2.86 ×   10  5    
	J kg−1



	Latent heat of evaporation
	    L v    
	   9.83 ×   10  6    
	J kg−1



	Laser absorption coefficient
	A
	0.7
	---



	Ambient temperature
	To
	300
	K



	Laser spot radius
	ro
	100
	µm



	Hatch spacing
	H
	200
	µm



	Convective coefficient
	H
	10
	W m−2 K−1
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Table 4. ANOVA result for the studied responses.
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TA

	
L




	
Source

	
DF

	
SS

	
V

	
F

	
p

	
SS

	
V

	
F

	
p






	
P

	
2

	
1.2 × 107

	
6,239,436

	
552,797

	
0.000

	
171,511

	
85,755

	
96.72

	
0.000




	
v

	
2

	
2 × 107

	
9,815,951

	
869,666

	
0.000

	
409,790

	
204,895

	
231.08

	
0.000




	
sp

	
2

	
277,745

	
138,872

	
12,303.7

	
0.000

	
156,908

	
78,454

	
88.48

	
0.000




	
P × v

	
4

	
544,599

	
136,150

	
12,062.5

	
0.000

	
7752

	
1938

	
2.19

	
0.161




	
P × sp

	
4

	
5157

	
1289

	
114.23

	
0.000

	
1260

	
315

	
0.36

	
0.834




	
v × sp

	
4

	
55,199

	
13,800

	
1222.63

	
0.000

	
62,137

	
15,534

	
17.52

	
0.001




	
Error

	
8

	
90

	
11

	

	

	
7093

	
887

	

	




	
Total

	
26

	
3.3 × 107

	

	

	

	
816,451

	

	

	




	

	

	
W

	
D




	
Source

	
DF

	
SS

	
V

	
F

	
p

	
SS

	
VV

	
F

	
p




	
P

	
2

	
7790

	
3895.1

	
33.42

	
0.000

	
855.4

	
427.7

	
144.8

	
0.000




	
v

	
2

	
48,895

	
24,447.4

	
209.75

	
0.000

	
10,680

	
5339.81

	
1807.84

	
0.000




	
sp

	
2

	
9021

	
4510.3

	
38.7

	
0.000

	
692.5

	
346.26

	
117.23

	
0.000




	
P × v

	
4

	
1301

	
325.2

	
2.79

	
0.101

	
451.3

	
112.81

	
38.19

	
0.000




	
P × sp

	
4

	
1221

	
305.3

	
2.62

	
0.115

	
93.7

	
23.43

	
7.93

	
0.007




	
v × sp

	
4

	
7510

	
1877.4

	
16.11

	
0.001

	
560.1

	
140.04

	
47.41

	
0.000




	
Error

	
8

	
932.4

	
116.6

	

	

	
23.6

	
2.95

	

	




	
Total

	
26

	
76,670

	

	

	

	
13,356
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Table 5. Normalized value of simulation results and grey relation grade.
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	Exp. No.
	    T ^    
	    l ^    
	    w ^    
	    d ^    
	GRG





	1
	0.621734
	0.759036
	0.912281
	1.000000
	0.737137



	2
	0.616117
	0.819277
	0.832215
	0.941176
	0.681326



	3
	0.554335
	0.303614
	0.584416
	0.787879
	0.475345



	4
	0.878632
	0.879518
	0.861111
	0.727273
	0.696903



	5
	0.876679
	0.909639
	0.712644
	0.714286
	0.662073



	6
	0.843956
	0.843373
	0.756098
	0.747664
	0.645013



	7
	0.999267
	0.963855
	0.639175
	0.677966
	0.715869



	8
	1.000000
	1.000000
	0.639175
	0.661157
	0.734794



	9
	0.975824
	0.915663
	0.579439
	0.689655
	0.673935



	10
	0.368010
	0.578313
	0.656934
	0.933333
	0.551352



	11
	0.363370
	0.698795
	0.782609
	0.857143
	0.566747



	12
	0.281807
	0.277108
	0.42654
	0.577465
	0.382324



	13
	0.690598
	0.759036
	0.861111
	0.761905
	0.621665



	14
	0.687424
	0.849398
	0.712644
	0.769231
	0.605546



	15
	0.649084
	0.640964
	0.966667
	0.833333
	0.665777



	16
	0.846642
	0.879518
	0.712644
	0.695652
	0.636754



	17
	0.843712
	0.879518
	0.639175
	0.689655
	0.620508



	18
	0.815385
	0.816867
	0.696629
	0.714286
	0.607436



	19
	0.109402
	0.36747
	0.782609
	0.787879
	0.478752



	20
	0.101587
	0.518072
	0.642857
	0.672131
	0.437012



	21
	0.000000
	0.240964
	0.420561
	0.338843
	0.333333



	22
	0.500366
	0.692771
	1.000000
	0.816327
	0.673912



	23
	0.496459
	0.728916
	0.832215
	0.800000
	0.584471



	24
	0.448352
	0.537349
	0.931034
	0.888889
	0.620564



	25
	0.691087
	0.759036
	0.832215
	0.714286
	0.599856



	26
	0.688156
	0.819277
	0.712644
	0.714286
	0.582937



	27
	0.649817
	0.720482
	0.892086
	0.761905
	0.618475
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Table 6. The ANOVA table for    T ^   ,    l ^   ,   w ^  , and   d ^  .






Table 6. The ANOVA table for    T ^   ,    l ^   ,   w ^  , and   d ^  .





	

	

	
    T ^    

	
    l ^    




	
Source

	
DF

	
SS

	
V

	
F

	
P

	
%c

	
SS

	
V

	
F

	
P

	
%c






	
P

	
2

	
0.75966

	
0.379832

	
552,796.6

	
0.000

	
37.82

	
0.35714

	
0.178571

	
96.74

	
0.000

	
21.01




	
v

	
2

	
1.19511

	
0.597557

	
869,665.9

	
0.000

	
59.5

	
0.85337

	
0.426683

	
231.16

	
0.000

	
50.20




	
sp

	
2

	
0.01691

	
0.008454

	
12,303.71

	
0.000

	
0.84

	
0.32668

	
0.163341

	
88.49

	
0.000

	
19.22




	
P × v

	
4

	
0.03315

	
0.008288

	
12,062.48

	
0.000

	
1.65

	
0.01613

	
0.004032

	
2.18

	
0.161

	
0.95




	
P × sp

	
4

	
0.00031

	
0.000078

	
114.23

	
0.000

	
0.02

	
0.00262

	
0.000656

	
0.36

	
0.834

	
0.15




	
v × sp

	
4

	
0.00336

	
0.00084

	
1222.63

	
0.000

	
0.17

	
0.12938

	
0.032346

	
17.52

	
0.001

	
7.61




	
Error

	
8

	
0.00001

	
0.000001

	

	

	

	
0.01477

	
0.001846

	

	

	




	
Total

	
26

	
2.00852

	

	

	

	

	
1.70009

	

	

	

	




	

	

	
   w ^   

	
   d ^   




	
Source

	
DF

	
SS

	
V

	
F

	
P

	
%c

	
SS

	
V

	
F

	
P

	
%c




	
P

	
2

	
0.08522

	
0.042609

	
2.22

	
0.171

	
4.85

	
0.13072

	
0.06536

	
48.16

	
0.000

	
6.51




	
v

	
2

	
0.34716

	
0.173578

	
9.06

	
0.009

	
19.76

	
1.56634

	
0.783172

	
577.03

	
0.000

	
77.99




	
sp

	
2

	
0.23152

	
0.115758

	
6.04

	
0.025

	
13.18

	
0.1186

	
0.059299

	
43.69

	
0.000

	
5.91




	
P × v

	
4

	
0.31109

	
0.077772

	
4.06

	
0.044

	
17.71

	
0.08152

	
0.020381

	
15.02

	
0.001

	
4.06




	
P × sp

	
4

	
0.01005

	
0.002513

	
0.13

	
0.967

	
0.57

	
0.00522

	
0.001306

	
0.96

	
0.478

	
0.26




	
v × sp

	
4

	
0.61822

	
0.154555

	
8.07

	
0.007

	
35.20

	
0.09514

	
0.023786

	
17.53

	
0.001

	
4.74




	
Error

	
8

	
0.15326

	
0.019158

	

	

	

	
0.01086

	
0.001357

	

	

	




	
Total

	
26

	
1.75651

	

	

	

	

	
2.00841
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Table 7. Optimum factor level with significant factors and interactions.






Table 7. Optimum factor level with significant factors and interactions.





	Term
	    T ^    
	    l ^    
	    w ^    
	    d ^    





	P
	80 W
	80 W
	100 W
	80 W



	v
	1.5 m/s
	1.5 m/s
	1.5 m/s
	1.5 m/s



	Sp
	Y
	X
	XY
	Y



	Significant factors and interactions
	P, v, sp

P × v, P × sp, v × sp
	P, v, sp

v × sp
	v, sp

P × v, v × sp
	P, v, sp

v × sp
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Table 8. The ANOVA table for GRG.






Table 8. The ANOVA table for GRG.














	Source
	DF
	SS
	V
	F
	p
	%c





	P
	2
	0.123268
	0.061634
	51.08
	0.000
	6.51



	v
	2
	0.292462
	0.146231
	121.2
	0.000
	77.99



	sp
	2
	0.007342
	0.003671
	3.04
	0.104
	5.91



	P × v
	4
	0.015329
	0.003832
	3.18
	0.077
	4.06



	P × sp
	4
	0.002688
	0.000672
	0.56
	0.700
	0.26



	v × sp
	4
	0.009645
	0.002411
	2.00
	0.188
	4.74



	Error
	8
	0.009653
	0.001207
	
	
	



	Total
	26
	0.460386
	
	
	
	
















	
	
Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.











© 2022 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).






media/file13.jpg
5000

4000

9
2
5

2 3000
g
]
2000
L]

1000
8.90E-03 1.09E-02 1.29E-02 1.49E-02
Time (s)





media/file4.png





media/file18.png
Temperature (K)
\®)
o0
-
-

2300
1800
7.00E-04 8.00E-04 9.00E-04 1.00E-03 1.10E-03
(a) Distance (mm)
3800

Temperature (K)
\®)
o0
-
-

2300
1800
4.00E-04  4.50E-04 5.00E-04 5.50E-04 6.00E-04
(b) Distance (mm)
3800

Temperature (K)
N DO o
o o0 o
- - -
- - -

1800
0.00E+00 1.00E-05 2.00E-05 3.00E-05

(¢) Distance (mm)






media/file21.jpg





media/file3.jpg
[






media/file22.png
Factors

Factors

Factors

i
—
- =
vy
=

=
& o
iy
w3
—
=
-
P
- < =
oz L —
k>
=<
—_
w;
=
=
P
—
=3
Z % = “ A < =
= = = = = = =
(H-A\) JO IN[EA PIZI[RULION]
-
«w.. “ X
-
w;
—
=
i
- [ .
=N . Py
- 8
=
e
w;
[—]
>
1
—
P \ =
S
x® £~ bt w; -1 .3 |
[—} (—] (—] [—1 (—] [—}
=
) SUI[ JO IN[BA IZI[RULION] =
= i
-
=z
£z
§—]
-
—_

120

100

st R e =2 ot | -
= = = = = S

03

armjerdduwid ] JO IN[RA IZI CULION]

(a)

Factors

Factors

Sp

Sp

1.0

w, \
2 g 2 o8
(=] (—] (=] (=
B} 1)
a ® v
(= (= (= (=) (=)

)dap Jo anjea pazijeurioy

120

100

XY

1.0
Factor level

100

80

Factor level

(d)

O)





media/file19.jpg
)

®

Lo






media/file7.jpg





media/file10.png
' A,B
1000






media/file14.png
Temperature (K)
()
S
S
-

2000

1000

8.90E-03

1.09E-02

1.29E-02
Time (s)

1.49E-02





media/file11.jpg
Temperature (K)

290

200

1290

»
133805

SMENDL00E02

Times)

soka
Time )

op0s
B2

Lo

S02E0

GoiE0





media/file6.png
1 (P)

6 (P X sp)
3(Pxv)

5 (sp)
2(v) 8 (v X sp)





media/file15.jpg
@

®






nav.xhtml


  mathematics-10-02505


  
    		
      mathematics-10-02505
    


  




  





media/file16.png
a
CYRE
cl ' ' | ' I ' I
298 1084.24 1870.49 2656.73 3442 .97
691.122 1477.36 2263.61 3049.85 3836.09
(b)
o
T o
I - ==
298 ' 1083.32 1868.64 2653.97 3439.29
690.661 1475.98 2261.31 3046.63 3831.95
(c)
A
MH Y o
298 ' 1114.66 1931.31 2747.97 3564.62

T06.328 1322 .98 2339.64 3156.3 3972.895






media/file2.png
GRA

|
|
|
|
|
|
|
Taguchi Method : Performing experimental runs
|
|
|
|
|
|
|

Selecting an orthogonal array

'

'

Collecting response data >

ANOVA

Grey relational generation

'

Grey relation coefficient calculation

'

_i________—____—.l

Grey relational grade (GRG) calculation

ANOVA






media/file20.png
5990

5490

T, (K)

4990
4490

3990

(a)

260

220

w (Hm)

140

(c)

'Y 610

. 510
\\\\ —.—P g
~ \‘\ --®--y 410
“““ - 310
1 2 3
Levels
(b)
L 85
R 70
~ - =8 /é\
AN —o—P 255
-~ ey =
>3 40
_e 25
1 2
Levels
(d)

1 2 3
Levels
L N
~\
\
N\
\
® N - —— P
N
N
— Se
S o - _ Sp
---- ®
1 2 3
Levels





media/file5.jpg
3(Pxv)

L(P)

6 (P X sp)

2 (v)

8 (v X sp)

5 (sp)





media/file1.jpg
Selectingan orthogonal array

I

1

Collectingresponsedata [+  ANOVA

T
H
H
H
TaguchiMethod | | Performingexperimental uns
H
H
H
H
i

e e

Grey relational generation

1

Grey relation coefficient calculation

GRA

1

Grey relational grade (GRG) calculation

ANOVA

Ut ssanasusussad






media/file12.png
5290 —A —B
—C —D
g4290 —F —Tliq
&
23290
<
5,
= 2290
&
1290
290
4.00E-05 5.04E-03 1.00E-02 1.50E-02
(a) Time (s)
4290 —A —B
—C —D
g 329() —E —Tliq
&
2
<
= 2290
=¥
5
-
1290
290
2.00E-05 4.02E-03 8.02E-03
(b) Time (s)
3290 | A B
2 —C —D
O —E —Tliq
2 2290
<
5,
=¥
5
= 1290
290
1.33E-05 3.01E-03 6.01E-03
(c) Time (s)





media/file9.jpg
>
1000

lil_ <

T

Powder layer






media/file0.png





media/file8.png





media/file17.jpg
700504

3500
23300

§s0

Temper

2300

400504
®)

3500

3300

Temparsiors (K)
g

BOOEOS  900E04 LOOEO3  1LI0E03
Distance (mm)

ASOE0  SOOEO4  SSOEOY  600E04
Distance (mm)

LOOE0S 200805 30005
Distance (mm)





