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Abstract: Recycling tasks are the most effective method for reducing waste generation, protecting
the environment, and boosting the overall national economy. The productivity and effectiveness of
the recycling process are strongly dependent on the cleanliness and precision of processed primary
sources. However, recycling operations are often labor intensive, and computer vision and deep
learning (DL) techniques aid in automatically detecting and classifying trash types during recycling
chores. Due to the dimensional challenge posed by pre-trained CNN networks, the scientific commu-
nity has developed numerous techniques inspired by biology, swarm intelligence theory, physics,
and mathematical rules. This research applies a new meta-heuristic algorithm called the artificial
hummingbird algorithm (AHA) to solving the waste classification problem based on feature selection.
However, the performance of the AHA is barely satisfactory; it may be stuck in optimal local regions
or have a slow convergence. To overcome these limitations, this paper develops two improved
versions of the AHA called the AHA-ROBL and the AHA-OBL. These two versions enhance the
exploitation stage by using random opposition-based learning (ROBL) and opposition-based learning
(OBL) to prevent local optima and accelerate the convergence. The main purpose of this paper is to
apply the AHA-ROBL and AHA-OBL to select the relevant deep features provided by two pre-trained
models of CNN (VGG19 & ResNet20) to recognize a waste classification. The TrashNet dataset is
used to verify the performance of the two proposed approaches (the AHA-ROBL and AHA-OBL).
The effectiveness of the suggested methods (the AHA-ROBL and AHA-OBL) is compared with that of
12 modern and competitive optimizers, namely the artificial hummingbird algorithm (AHA), Harris
hawks optimizer (HHO), Salp swarm algorithm (SSA), aquila optimizer (AO), Henry gas solubility
optimizer (HGSO), particle swarm optimizer (PSO), grey wolf optimizer (GWO), Archimedes op-
timization algorithm (AOA), manta ray foraging optimizer (MRFO), sine cosine algorithm (SCA),
marine predators algorithm (MPA), and rescue optimization algorithm (SAR). A fair evaluation
of the proposed algorithms’ performance is achieved using the same dataset. The performance
analysis of the two proposed algorithms is applied in terms of different measures. The experimental
results confirm the two proposed algorithms’ superiority over other comparative algorithms. The
AHA-ROBL and AHA-OBL produce the optimal number of selected features with the highest degree
of precision.

Keywords: waste classification; deep features; artificial hummingbird algorithm; swarm intelligence;
wrapper feature selection
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1. Introduction

Modern consumption and manufacturing have made trash a global problem. The
world manufactured 8.3 billion metric tons of plastic between 1950 and 2015, and 6.3 billion
tons of plastic was dumped. 9% of garbage is recycled, 14% is burned, and 79% is correctly
disposed of, according to research [1]. Plastic decomposes in 400 years. A million-year-
old glass bottle will decompose. Recycling garbage (plastic, glass, and metal) harms the
environment too much to be taken lightly. Each trash item dumped in oceans, farms, or
other essential regions endangers all life. The economy suffers [2].

Recycling and reusing garbage is common. Many countries have launched legal re-
cycling studies. This has affected each country’s social-economic culture [3]. Recycling
is key to saving resources. Waste categorization is critical and time-consuming for calcu-
lating recyclable waste. Historically, trash was sorted manually. With more urban trash,
untrained sorters are engaged [4]. Because of these difficulties, recycling trash became
necessary [5]. Municipalities, ministries, and non-profits require a fast, straightforward
trash classification system.

CNNs enhance rubbish classification accuracy and resource recycling
efficiency [6–8]. Deeper representations yield more semantically rich characteristics. Link-
ing network layers has shown tremendous features; Convolution kernels or filters extract
features. Therefore, a receptive field should cover the accuracy and efficiency. However,
multiple studies revealed that this technique lacks context. CNNs are feed-forward artifi-
cial neural networks inspired by the animal visual cortex. Deep learning algorithms are
considered the most dependable. Their implementation is suitable for modern real-time
applications [9].

Real-world problems contain a lot of data, making processing tough. Datasets have
attributes/features. Data extraction doesn’t require all features. Redundant features
might reduce a model’s performance. Feature reduction reduces each dataset’s size while
maintaining accuracy. Feature reduction involves feature selection. Feature extraction adds
new features from existing datasets, whereas feature selection selects needed features.

Optimization and meta-heuristic algorithms are currently two of the hottest topics
in computer science due to their presence in several domains, such as feature selection
problems [10–12], facial recognition [13,14], opinion mining [15,16], the identification of pa-
rameters in photovoltaic applications [17,18], economic load dispatch problems [19,20], bin
packing problems [21,22], software cost estimations [23], traveling salesman problems [24],
constrained engineering problems [25], and continuous optimization problems [26,27].
According to the no free lunch (NFL) theory [28], no algorithm can discover the optimal
solution to all problems; hence, numerous optimization approaches exist in the literature.
In other words, if an algorithm can determine the optimal answer for a particular problem,
it will fail for other types. Most of previous theorem permits researchers to build and
enhance current methods.

Based on their sources of inspiration, meta-heuristic algorithms can be separated into
three subcategories, namely swarm-based (biogeography-based [29], social network [30],
and biology-based), physics-based, and differential-evolution-based [31] optimizers.

Swarm-inspired meta-heuristics include algorithms that replicate the social and bio-
logical characteristics of organisms, such as mating, labor division, foraging, navigation,
and self-organization. Examples of social network optimizers include the multi-swarm
whale optimization algorithm [32], genetic algorithm [33], multitracker optimization algo-
rithm [34], and parallel multiobjective evolutionary algorithm [35].

Moreover, examples of biogeography-based optimizers include the evolutionary opti-
mization algorithms (EOAs) [36], cuckoo search algorithm (CSA) [37], krill herd algorithm
(KHA) [38], hybrid PSO-GA algorithm [39], shuffled frog leaping algorithm (SFLA) [40],
swarm intelligence optimization algorithms (SIOAs) [41], Laplacian biogeography-based opti-
mization algorithm (LBOA) [42], biogeography-based optimization algorithm (BOA) [43],
and population-based algorithms (PBAs) [44].
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There are also different modified versions of BBOs, such as modified versions of BBOs
using migration-based modifications [45–47], mutation-based modifications [29,48,49], and
others [50,51]. Furthermore, there are different modified versions of BBO-based hybridization,
such as hybridizations with local search algorithms [52–54] and hybridizations with other
population-based algorithms [55–57].

Examples of biology-based optimizers include the grey wolf optimizer (GWO) [58],
whale optimization algorithm (WOA) [59,60], firefly algorithm (FA) [61], Salp swarm
algorithm (SSA) [62–64], emperor penguin colony optimizer [65], squirrel search algo-
rithm [66,67], slime mold algorithm (SMA) [68], barnacles mating optimizer (BMO) al-
gorithm [69], tunicate swarm algorithm (TSA), and artificial hummingbird algorithm
(AHA) [70].

The second category, physics-inspired meta-heuristics, contains algorithms influenced
by scientific facts or principles. Examples include simulated annealing [71], big bang
BigCrunch [72], and the gravitational search algorithm (GSA) [73], lightning search algo-
rithm [74], black hole algorithm [75], sine cosine algorithm (SCA) [76], artificial electric
field algorithm [77], arithmetic optimization algorithm (AOA) [78], multi-verse optimizer
(MVO), and Henry gas solubility optimizer [79].

The third category, differential evolution algorithms, is motivated by concepts of
biological evolution, such as the genetic algorithm (GA) [80], evolutionary program-
ming [81], biogeography-based optimization [82], memetic algorithm [83], multipopulation
differential evolution algorithm (MPDE) [84], self-adaptive mutation differential evolution
(SaMDE) [85], fitness-adaptive differential evolution (FiADE) [86], modified differential
evolution (MDE) and MDE with a pbest crossover (MDE-pBX) [87], teaching-and-learning-
based self-adaptive differential evolution (TLBSaDE) [88], modified differential evolution
algorithm (MDE) [89], adaptive differential evolution [90], and differential evolution with
a crossover rate repair [91].

Moreover, hybrid differential evolution algorithms use recent swarm intelligence
algorithms, such as hybrids of differential evolution and the artificial bee colony (ABC)
algorithm [92], differential evolution and the ant colony optimizer (ACO) [93], differential
evolution and the bacterial foraging-based optimizer (BFO) [94], differential evolution
and the gravitational search algorithm (GSA) [95], differential evolution and the invasive
weed optimizer (IWO) [96], differential evolution and the firefly algorithm (FFA) [97], and
differential evolution and the fireworks algorithm (FWA) [98].

The previously proposed meta-heuristics for the feature selection (FS) problem all
suffer from a slow convergence, poor scalability [99,100], and lack of precision and consis-
tency. These limitations motivated the current study, which suggests a novel AHA-based
algorithm for FS tasks.

Therefore, in this study, we propose a modification to the current optimization method
known as the AHA, which is an innovative bioinspired meta-heuristic algorithm. The AHA
simulates wild hummingbirds’ incredible flight capabilities and cunning feeding strategies.
An adaptive opposition strategy is proposed to enable the original algorithm to achieve
more precise results with more hard challenges using two operators (ROBL and OBL).

The main contributions of this paper can be summarized as follows:

• In this study on solving the feature selection problem, the AHA is enhanced for the
first time.

• An enhanced version of the AHA is proposed based on two operators: random
opposition-based learning (ROBL) and opposition-based learning (OBL).

• The two proposed models are compared with the original algorithm and 12 different
algorithms.

• The study applies the modified algorithms AHA-ROBL and AHA-OBL to the TrashNet
database by using two pre-trained networks: VGG19 and ResNet.

• The two proposed algorithms each demonstrate a greater robustness and stability
than other recent algorithms.
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Our paper is structured as follows: Section 2 conducts a literature review, while
Section 3 discusses the fundamentals of the AHA-ROBL optimization technique for pre-
trained neural networks. Section 4 summarizes the acquired results regarding fitness,
accuracy, and feature selection.

2. Literature Review

In recent years, considerable research has been conducted on garbage image classifica-
tion. This paper will present the work of domestic and international scholars in the fields
of image recognition and waste classification

2.1. Waste Recycling Using Traditional Machine-Learning Algorithms

Different machine-learning algorithms have been applied to the TrashNet data. Yang et al.
achieved an accuracy rate of 63% [101] using the SVM algorithm and Costa et al. achieved
an accuracy of 88% using the kNN algorithm [102]. Satvilkar classified garbage images from
the TrashNet dataset with a 62.61% accuracy [103] using the RF algorithm and classified
garbage images from the TrashNet dataset using the XGBoost algorithm with an accuracy
of 70.1%.

2.2. Waste Recycling Using Deep-Learning Algorithms

Deep- and machine-learning models have been combined to classify trash types.
Researchers in [103] conducted an experiment in which they examined solely recyclable
waste material classified into five distinct categories. The CNN, k-nearest neighbor (kNN),
random forest (RF), and SVM models were all used, with the CNN model achieving the
highest classification accuracy of 89.91%. [104] evaluated the kNN, RF, SVM and VGG16
models in combination. A processed dataset was created using photos of four distinct
recycling materials with a success rate of 93%. Zhu et al. [105] established an identification
approach for plastic solid waste (PSW) chemicals classified into six types based on near-
infrared (NIR) reflectance spectroscopy, principal component analysis (PCA), and the
support vector machine (SVM) model with a 97.5% classification accuracy. Zkan et al. [106]
classified garbage into plastic and non-plastic categories.

2.3. Waste Recycling Using Deep-Transfer Learning

In the following section, detailed descriptions of this dataset are provided. Several
studies utilizing the TrashNet dataset to evaluate proposed solutions to the trash classifica-
tion problem are summarized in [3,8,107].

First, Aral et al. classified trash from the TrashNet dataset using different transfer
learning models. According to the experimental findings, the DenseNet121 model had the
highest accuracy, achieving 95% [107].

Then, Ruiz et al. used different CNN models and achieved an average accuracy of
88.66% for the TrashNet dataset, producing the best performance results. This method,
which ResNet Ruiz denotes, was reimplemented in our experiments [8].

Several well-known CNN models for image classification, such as ResNext [108],
ImageNet [109], VGG [110], ResNet [111], and DenseNet [112], can also be used as base
models for trash classification. This study determined that among the CNN models listed
above, ResNext is the best model for transfer learning to classify trash.

AHA demonstrates an extremely competitive performance. It demonstrates an ef-
fectiveness in optimization issues. Moreover, this algorithm has an advantage over other
algorithms. Its straightforward procedure, low computational cost, significant convergence
speed, relatively close solutions, independence from problems, and gradient-free nature
make it a desirable algorithm [113–116]. In the present paper, enhanced AHA algorithms
are used to select the most optimal features in the waste classification problem. We pro-
pose two new enhanced approaches based on AHA for FS, namely the AHA-ROBL and
AHA-OBL, based on the kNN classifier.
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3. Procedure and Methodology

Figure 1 illustrates the proposed framework for an improved artificial humming-
bird algorithm using random opposition-based learning for solving waste classification
problems based on feature selection, which contains seven significant steps:

Figure 1. The design framework of the AHA-ROBL based on FS for waste classification.
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• Data collection
• Data pre-processing
• Feature extraction techniques using pre-trained deep-learning models (VGG19 and

Resnet20)
• Waste classification with the AHA-ROBL using AHA initialization followed by AHA

scoring and AHA updating using an exploration mode and the AHA and an exploita-
tion mode using ROBL

• Prediction and evaluation metrics

3.1. Dataset Description

The dataset used and implemented in this research is the TrashNet dataset. The
TrashNet dataset includes 2527 images classified into six categories: cardboard, glass, metal,
paper, plastic, and rubbish. This study supplemented the original dataset to build a huge
dataset. The dataset augmentation resulted in 2527 images of horizontal flipping, 2527
images of vertical flipping, and 2527 random 25° rotations, resulting in 10,108 waste images.
Additionally, this study compared the outcomes using 2527 photos and 10,108 photographs.
The dataset was partitioned, with 90% and 10% of each class randomly assigned to training
and testing sets, respectively [117]. Figure 2 shows examples of each category.

(a) (b)

(c) (d)

(e) (f)
Figure 2. TrashNet dataset with one example of each class: (a) metal, (b) glass, (c) cardboard,
(d) paper, (e) plastic, and (f) trash.
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3.2. Feature Extraction Using Pre-Trained CNN

The process of feature extraction using a pre-trained CNN is introduced in this section.
CNNs are composed of three layers: convolutional, pooling, and fully connected layers. The
most critical layers are the convolutional and pooling layers. By convolving an image area
with numerous filters, a convolution layer is utilized to extract features. Due to the higher
layer count, a CNN can interpret the features in its input image more precisely. The pooling
layer compresses the output mapping of the convolution. Four pre-trained networks
can be used in computer vision tasks, such as image generation, image classification,
image captioning, and many others. The four types are VGG19, Inception V3, GoogLeNet,
ResNet50, and AlexNet.

In this research, two of these pre-trained networks were used: VGG19 and ResNet50.
Their benefits contributed to an improved prediction performance while avoiding over-
fitting traditional ANN models. The following section will explain the two pre-trained
models used in this paper.

3.2.1. VGG19

The VGG neural network is a 19-layer convolutional neural network. Simonyan and
Zisserman developed and trained it in 2014 at the University of Oxford. The details
can be found in their 2015 paper “Very Deep Convolutional Networks for Large-Scale
Image Recognition”. Additionally, the VGG19 network was trained using images from the
ImageNet collection totaling more than 1 million images. Naturally, you may import the
model with training weights from ImageNet. Up to 1000 items can be classified using this
pre-trained network. The network was trained using colorful images with a resolution of
224 × 224 pixels (Figure 3 [118]).

Figure 3. VGG19 architecture.

3.2.2. ResNet50

ResNet50 is a 50-layer convolutional neural network. As with VGG19, it can classify up
to 1000 objects and was trained on 224 × 224 pixel colored images. Additionally, this model
was trained on over 1 million photos from the ImageNet collection. Microsoft developed
and trained the model in 2015, and the model’s performance results are available in their
publication titled “Deep Residual Learning for Image Recognition”.

Figure 4 illustrates a ResNet residual block. As illustrated in the figure, stacked layers
execute residual network mapping by establishing shortcut connections that perform the
identity mapping (x). Their outputs are added to the residual function F of the stacked
layers (x).

An error gradient was determined and propagated to the shallow layers during the
deep network’s backpropagation training. This inaccuracy became smaller and smaller as
one progressed deeper into the levels until it eventually vanished. This phenomenon is
referred to as the gradient vanishing problem in really deep networks. As illustrated in
Figures 4 and 5, the problem can be handled via residual learning [119].
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Figure 4. ResNet residual block.

Figure 5. Original residual unit.

The initial residual branch, or unit l, is depicted in Figure 5 within the residual network.
Weights, batch normalization (BN), and a corrected linear unit are depicted in the figure
(ReLU). The following equations were used to determine the input and output of a residual
unit (Equation (1)):

yl = h(xl) + F(xl + Wl)

xl+1 = f (yl)
(1)

where h(xl) represents the identity mapping, F represents the residual function, xl repre-
sents the input, and Wl represents the weight coefficient. The identity mapping, which is
denoted by h(xl) = xl , is the foundation of the ResNet architecture. The residual networks



Mathematics 2022, 10, 2675 9 of 34

were created for networks with layer counts of 34, 50, 101, and 152. ResNet50 was employed
in this investigation. The network is made up of 50 layers.

3.3. Artificial Hummingbird Algorithm (AHA)

The AHA is a brand new bioinspired meta-heuristic algorithm. The AHA simulates
the amazing flying abilities and intelligent feeding methods of hummingbirds in the
wild. The technique uses three flight-capability foraging strategies: axial, diagonal, and
omnidirectional. In addition, foraging strategies (directed, territorial, and migratory) and a
visiting table are employed to simulate the memory function of hummingbirds concerning
food sources. The technique is straightforward and has few pre-defined parameters that
can be modified. Each hummingbird in the AHA is assigned a unique food source from
which it can be nourished. A hummingbird can memorize the location and rate of nectar
replenishment of this particular food source. It can also recall the time between visits to
each food source. These exceptional skills afford the AHA an exceptional capability for
locating ideal solutions.

This section describes the steps of the AHA Algorithm 1, which simulate the behavior
of hummingbirds. There are three types of flight skills referred to as axial, diagonal, and
omnidirectional flights; these skills are employed in foraging strategies [120]. In addition,
there are various types of search strategies, such as guided foraging, territorial foraging,
and migratory foraging; a visiting table is also created to simulate the memory function of
hummingbirds. As aforementioned, the AHA is a new bioinspired optimizer proposed by
Mirjalili for solving optimization problems [70]. This algorithm was inspired by the unique
flight capabilities and intelligent foraging strategies of hummingbirds.

Algorithm 1 AHA pseudo-code.

Define Npop = n= The size of the population
Define Niter,max
Define upper and lower population limits
Initialize the population using Equation (2)
while (tp ≤ Niter,max) do

for (each population determine direction change vector D) do
if (rand ≤ 1/3) then

Implement the diagonal flight Equation (5)
else

if (rand ≤ 2/3) then
Implement the omnidirectional flight using Equation (6)

else
Implement the axial flight using Equation (4)

end if
end if

end for
for Each population foraging behavior update do

if rand ≤ 0.5 then . Exploration operation
Implement the guided foraging using Equation (7)

else . Exploitation operation
Implement the territorial foraging using Equation (9)

end if
if tp = 2n then

Implement the migration foraging using Equation (10)
end if

end for
Update positions
Return the highest value for fitness
tp = tp + 1

end while
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The mathematical formulation of the AHA is illustrated by constructing the initial
population of X hummingbirds out of N individuals, as shown in Equation (2)

Xi = L + r× (U − L), i = 1, 2, . . . , N (2)

where L and U, respectively, represent the upper and lower bounds for a D dimension. r
is a random vector in the range of [0, 1]. Additionally, a visited table of food sources is
created using Equation (3):

VTij =

{
0 if i 6= j

null i = j
, i = 1, . . . , N, j = 1, . . . , N, (3)

where for i = j, the value of VTi,j becomes null and stands for the food taken by a
hummingbird at its specific food source. Additionally, when i 6= j and VTi,j becomes zero,
they stand for hummingbird i visiting food source j.

3.3.1. Guided Foraging

In this stage, three flight skills are utilized during foraging, including omnidirectional,
diagonal, and axial flight.

The axial flight is defined using Equation (4):

D(i) =

{
1, if i = randi([1, d]) i = 1, . . . , d
0, else

(4)

The diagonal flight can be expressed using Equation (5):

D(i) =


1, if i = Pp(j), j ∈ [1, k]

, Pp = randperm(Kp)
, Kp ∈ [2, [r1 · (d− 2)] + 1]

0, else i = 1, . . . , d

(5)

The omnidirectional flight is represented using Equation (6):

Di = 1 i = 1, . . . , d (6)

where randi ([1, d]) represents a random integer between 1 and d, randperm (k) represents
a random permutation of the integers between 1 and k, and r1 ∈ [0, 1] represents a random
number. Formulating the guided foraging behavior using using Equation (7):

Vi(t + 1) = Xi,t(t) + a× D× (Xi(t)− Xi,t(t)), a ∈ N(0, 1) (7)

where Xi,t(t) denotes the source of food i at iteration t. Xi,t(t) is the target food source that
ith hummingbirds visit. The value of Xi can be updated using Equation (8):

xi(t + 1)

=

{
xi(t), if f (xi(t)) ≤ f (vi(t + 1))
vi(t + 1), if f (xi(t)) > f (vi(t + 1))

(8)

where f is the fitness value.

3.3.2. Territorial Foraging

A hummingbird is more likely to search for a new food source after visiting its target
food source when flower nectar has been consumed as opposed to visiting other present
food sources. Consequently, a hummingbird might readily travel to a nearby location
within its area, where a possibly superior food supply could be identified. The modeling is
given using Equation (9):
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Vi(t + 1) = Xi,t(t) + b× D× Xi(t), b ∈ N(0, 1) (9)

3.3.3. Migration Foraging

In the last phase, the AHA algorithm determines the migration coefficient. If a hum-
mingbird’s preferred feeding location runs out of food, it migrates to a more distant feeding
location. This hummingbird will abandon the previous food source in favor of the new one,
causing the visit table to be modified. The following is a description of a hummingbird’s
migration from a nectar source with the lowest nectar-refilling rate to one with a random
rate of nectar production (see Equation (10)):

Xw(t + 1) = L + r× (U − L), (10)

Here, xw represents the food source with the lowest fitness value.
A crucial component of the AHA algorithm is the visiting table. Using Equations (11)–(13),

the visiting table is updated for each hummingbird.

VTi,k = VTi,k + 1, if k 6= i&k 6= target , k = 1, 2, . . . hn (11)

VTi, target = 0 (12)

VTi,k = max
L 6=i&L∈hn

(VTi,L) + 1, if k 6= i, k = 1, 2, . . . hn (13)

This visiting table indicates the length of time since the same hummingbird’s last visit
to each food source. A long interval between visits indicates a high frequency of visits.

3.4. Opposition-Based Learning (OBL)

In the first proposed approach (the AHA-OBL), OBL is applied.
OBL is an effective search strategy for avoiding stagnation in possible solutions [121].

OBL, which was proposed by Tizhoosh, improves the exploitation capability of a search
mechanism [122]. In meta-heuristic algorithms, a convergence occurs rapidly when initial
solutions are relatively close to an optimal location; otherwise, a late convergence is
predicted. Here, the OBL strategy generates new solutions by considering search regions
that may be nearer to the global optimal solution.

To better understand the OBL, assume the opposite of the real number x ∈ [lb, ub]
can be calculated as Opp = (ub + lb)− x, where Opp is the variable opposite var. Conse-
quently, for N-dimensional real numbers, the previous formulation can be generalized as
demonstrated by Equation (14):

−−→
Oppi = (

−→
ubi +

−→
lbi)−

−→
Xi (14)

3.5. Random Opposition-Based Learning (ROBL)

In the second approach, ROBL [123] is applied to enhance the exploitation ability of a
search mechanism and improve the convergence speed. Different from the original OBL,
this paper utilizes this improved OBL strategy [123], which is defined using Equation (15):

x̂j = lj + uj − rand×xj, j = 1, 2, . . . , n (15)

where xj is the opposite solution, lj and uj are the lower and upper bounds of the problem
in the jth dimension, and rand is a random number within (0, 1).

3.6. AHA-ROBL- and AHA-OBL-Based FS for Waste Classification

In this study, we used two improved versions of the AHA to select the most optimal
features based on ROBL and OBL based on the kNN classifier for selecting an optimal set
of features. To improve the exploitation phase of the original AHA method and avoid a
convergence to local minima, we developed the two new approaches. The first approach,
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the AHA-ROBL, incorporates ROBL. The second approach, the AHA-OBL, incorporates
OBL. These operators ensure a more balanced approach to exploration and exploitation.
The incorporation of OBL and ROBL with the AHA provides a good solution to escape from
local optima. The design of waste classification based on the AHA-ROBL and AHA-OBL is
depicted in Figure 1, and it contains five basic processes, which are detailed as follows:

1. Pre-processing data

This stage consists of loading the TrashNet dataset, which is divided into k-folds. All
images must be resized to 224× 224 ×3 for ResNet and VGG19.

2. Deep feature extraction

In this stage, two pre-trained CNNs are used to extract trainable features, which
are more efficient than other descriptors. AlexNet extracts 4096 features while ResNet
extracts 2048.

3. Initialization

As is the case for the majority of computational algorithms, the AHA begins by gener-
ating an initial population of N objects; each object has the dimension Dim in the search
space that is constrained by the higher and lower bounds of a population and the maximum
number of iterations, as defined by Equation (2). The process of FS requires converting the
real values into binary using a sigmoidal function, defined by the following equations:

xIt+1
i =

{
0, if rand < Sig

(
xIt

i
)

1, if rand ≥ Sig
(

xIt
i
) (16)

where
Sig(xIt

i ) =
1

1 + e(−10∗(xIt
i −0.5))

. (17)

Any solution is represented as a one-dimensional vector; the number of deep features
specifies the length. Any cell may have one of two values, 0 or 1, where 1 indicates that the
appropriate feature has been selected and 0 indicates that it has not been selected.

4. Score evaluation

Generally, the feature selection seeks to decrease the number of features and the
classification error rate. In other words, classification accuracy is maximized by deleting
superfluous and redundant traits and maintaining only the most pertinent ones. The kNN
classifier was used in this investigation due to its ease in evaluating the score. Thus, the
score for each object was evaluated by using the following:

Sc = 0.99× (1− Cr) + 0.01×
|Sel f |
|Tot f |

(18)

where Cr and Sel f are the accuracy obtained by using kNN (k = 5) and the size of selected
deep features, respectively. Tot f is the total number of trainable features provided by
AlexNet/ResNet.

5. Updating process

First, the AHA seeks to update the guided foraging by using the three flight skills,
namely omnidirectional, diagonal, and axial flight, using Equations (4)–(6), respectively.
In case of r ≤ 1/3, follow diagonal flight using Equation (5). In case of r ≤ 2/3, follow
omnidirectional flight using Equation (4); otherwise, follow axial flight using Equation (6).

Second, the updating of objects is realized by using the exploration mode (when
r ≤ 0.5), which applies the adjustment of acceleration using Equation (7). Otherwise, follow
territorial foraging using Equation (9) (exploitation operation). The migration foraging is
applied when tp = 2n by using Equation (10).

The exploitation mode is realized by the integration of ROBL or OBL, which ensures a
good balance between the exploration and exploitation modes using Equations (14) and
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(15). This integration deeply enhances the convergence to the global solution. The third
step consists of evaluating the score for each object using Equation (18) to find the best
candidate. The evaluating and updating stages are repeated indefinitely until a termination
condition is satisfied. This condition is utilized in this study to determine the quality of the
suggested approach for locating the optimal subset of features within the given number of
iterations.

3.7. The Computational Complexity of the Two Proposed Algorithms (the AHA-OBL and
AHA-ROBL)

This section explains the time and space costs maintained by the proposed methods.

3.7.1. Time Complexity

First, the two proposed approaches (the AHA-OBL and AHA-ROBL) produce N
number of search agents, each with size D so that the initialization complexity can be
represented as the O(N × D) time complexity. Moreover, the AHA-OBL and AHA-ROBL
calculate the fitness of each search agent with the complexity of O(tmax × N × D), where
tmax indicates the cumulative number of iterations. In addition, the AHA-OBL and AHA-
ROBL need theO(T) time complexity to perform T number of its main operations (phase 1,
phase 2, and phase 3; memory saving; and OBL or ROBL). Hence, the total time complexity
of the two proposed approaches (the AHA-OBL and AHA-ROBL) can be represented by
O(tmax × T × N × D).

3.7.2. Space Complexity

Space complexity determines the total amount of space occupied by the two proposed
algorithms. The AHA-OBL and AHA-ROBL use the space complexity of O(N × D).

4. Experimental Results

In order to conduct a fair analysis, the effectiveness of the AHA-ROBL and AHA-OBL
was compared to that of different and recent computational algorithms, namely AHA, HHO,
SSA, AO, HGSO, PSO, GWO, AOA, MRFO, SCA, MPA, and SAR. The performance was
tested on the TrashNet dataset under identical conditions utilizing two deep descriptors,
namely VGG19 and ResNet20. In this section, the comparison between the results of the
two developed FS approaches and the other 12 methods is performed. Overall, 90% of the
dataset was used for training the classification algorithm and 10% of the dataset was used
for the validation. As a classification algorithm, kNN was used.

In this study, we set the maximum number of iterations to 200. Due to the stochastic
nature of the computational algorithms, each algorithm was run 30 times separately. The
computer’s CPU was an Intel Core i7-5500U processor running at 2.40 GHz, and the RAM
was 32 GB.

4.1. Parameter Settings for the Comparative Algorithms

This section defines the parameters for each optimizer. To ensure a fair comparison, it
is necessary to list the waste recognition algorithms that were implemented. The suggested
two methods (the AHA-ROBL and AHA-ROBL) and other 12 computational algorithms
are specified in Table 1.
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Table 1. Parameter settings of the AHA-ROBL and other computational algorithms.

Algorithm Parameter Settings

Common Settings
Max no. of iterations: (ItMax = 200)

Number of runs: 30
Size of population: N = 30

Problem dimensions: Dim = 3 and
B = 0.1

Social effect parameter: SE = 0.05
Maximal limit: Fixed to 1
Minimal limit: Fixed to 0

AHA [70] r = rand, r range [0, 1],
migration coefficient = 2n

HHO [124] β = 1.5 (default)

SSA [61] c1 = 2 ∗ exp(−4t/ItMax)
2, c2 = rand, and c3 = rand

AO [125] U = 0.00565; r1 = 10; ω = 0.005; α = 0.1; δ = 0.1;
G1 ∈ [−1, 1]; and G2 = [2, 0]

HGSO [126] Clusters number = 2,
M1 = 0.1, M2 = 0.2, α = β = 1, K = 1,

l1 = 5× 10−3, l2 = 1× 102, and l3 = 1× 10−2

PSO [127] Wmax = 0.9, Wmin = 0.2,
c1 = 2, and c2 = 2

GWO [128] a ∈ [2, 0]

AOA [129] c1 = 2, c2 = 6,
λ = 0.9, and µ = 0.1

MRFO [130] b = 1 and a decreases linearly from −1 to −2 (default)
Maximum count of iterations: 100

SCA [76] Pa ∈ [0, 1]

MPA [129] FADs = 0.2 and
P = 0.5

SAR [131] MU = 2 × D for infeasible solutions
and MU = 30 × D for feasible solutions

4.2. Performance Metrics

The following evaluation metrics and measurements were computed for the proposed
method (the AHA-ROBL) developed for waste-analysis-based FS. Consequently, the met-
rics’ correct rate of waste classification involves mean accuracy (µAcc), recall (Re), precision
(Pr), F-score (Fsc), score, sensitivity, specificity, average execution time, and selection ratio.
Consequently, all metrics are expressed in terms of the mean and standard deviation, which
are characterized by using the following:

• Mean accuracy (µAcc): The µAcc metric is calculated as Equation (19):

µAcc =
1
M

1
Ns

M

∑
k=1

Ns

∑
r=1

(Cr == Lr) (19)

where M represents the number of runs, Ns represents the number of samples in the
test dataset, and Cr and Lr represent the classifier output label and the reference label
class of sample r, respectively.

• Mean fitness value (µFit): The fitness value metric, which evaluates the performance
of algorithms, is expressed as in Equation (20):
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µFit =
1
M

M

∑
k=1

Fitk
∗ (20)

where M is the number of runs and Fitk
∗ is the best fitness value for the kth run.

• Average recall (µRe): This indicates the percentage of predicted positive patterns that
is defined as in Equation (21):

Re =
Trp

Trp + Fan
(21)

The µRe is calculated from the best object (Obest) using Equation (22):

µRe =
1

30

30

∑
r=1

Rebest
r (22)

• Average precision (µPr): This indicates the frequency of true expected samples as
in Equation (23):

Pr =
Trp

Fap + Trp
(23)

The mean precision (µPr) can be calculated by using Equation (24):

µPr =
1

30

30

∑
r=1

Prbest
r (24)

• Mean F-score (µFScore): This metric is already in use for balanced data, which can be
calculated using Equation (25):

FScore = 2× Re× Pr
Re + Pr

(25)

The mean F-score can be calculated using Equation (26):

µFScore =
1
30

30

∑
r=1

FScore−best
r (26)

• Mean features selection size (µSize): This indicates the average size of the selected
attributes and is expressed as in Equation (27):

µSize =
1
M

M

∑
k=1

dk
∗ (27)

4.3. Results and Discussion

• Fitness: Table 2 displays the results of comparing the two proposed models (the
AHA-ROBL and AHA-OBL) and competing algorithms. Based on the obtained results,
it is evident that our AHA-ROBL model provides superior results, followed by the
AHA-OBL. Two pre-trained CNN models (VGG19 and ResNet20) and the TrashNet
dataset were chosen. The deep analysis of the dataset that was used revealed that
the quantitative results obtained by using the proposed AHA-ROBL approach per-
formed better with the two pre-trained CNN models (VGG19 and ResNet20) than the
optimization algorithms, namely the basic AHA, HHO, SSA, AO, HGS, PSO, GWO,
AOA, MRFO, SCA, MPA, and SAR. The results of the proposed VGG19 method are
significantly superior to those of ResNet20. The AHA-OBL followed this with the
lowest fitness value. The standard deviation was computed to evaluate the stability of
the fitness value for each FS method. According to the standard deviation results, the
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traditional AHA-ROBL, AHA, and PSO approaches are more stable than other algo-
rithms. HGS is the worst possible algorithm. It is important to note that the AHA-OBL
obtained the second-best position using VGG19. In addition, for the ResNet20 deep
features, the AHA-OBL was ranked second compared to the remaining 12 algorithms.

Table 2. Comparison of the performance of deep features models of the AHA-ROBL with other recent
optimizers versus avg. fitness.

Fitness VGG19 ResNet

Algorithm Best Mean STD Best Mean STD

AHA-ROBL 0.0129 0.0219 0.0045 0.0533 0.0720 0.0085
AHA-OBL 0.0148 0.0257 0.007707 0.0643 0.0842 0.01407

AHA 0.0250 0.0391 0.0053 0.0972 0.1120 0.0072
HHO 0.0291 0.0459 0.0051 0.1089 0.1280 0.0065
SSA 0.0475 0.0532 0.0033 0.1067 0.1246 0.0090
AO 0.0401 0.0485 0.0053 0.0968 0.1267 0.0109

HGS 0.0517 0.0612 0.0045 0.1222 0.1407 0.0080
PSO 0.0476 0.0508 0.0020 0.1104 0.1241 0.0043

GWO 0.0522 0.0590 0.0031 0.1288 0.1404 0.0065
AOA 0.0478 0.0568 0.0041 0.1264 0.1393 0.0070

MRFO 0.04079 0.0322 0.0047 0.1142 0.1002 0.0088
SCA 0.00195 0.0553 0.0475 0.0043 0.1302 0.1103
MPA 0.0378 0.0300 0.0049 0.1051 0.0935 0.0082
SAR 0.0513 0.0457 0.0025 0.1220 0.1155 0.0040

• Accuracy: The following observations can be drawn from the data presented in Table 3.
First, the results demonstrated that the two proposed approaches (the AHA-ROBL
and AHA-OBL) outperformed the optimization algorithms, namely the basic AHA,
HHO, SSA, AO, HGS, PSO, GWO, AOA, MRFO, SCA, MPA, and SAR, in terms of
quantitative results using the two pre-trained CNN models (VGG19 and ResNet20).
The results of the proposed VGG19 method were significantly superior to those of
ResNet. Compared to the 12 optimization algorithms, the MPA achieved the highest
accuracy value.

Table 3. Comparison of the performance of deep feature models of the AHA-ROBL with other recent
optimizers versus accuracy.

Accuracy VGG19 ResNet

Algorithm Best Mean STD Best Mean STD

AHA-ROBL 0.9881 0.9791 0.0045 0.9486 0.9295 0.0085
AHA-OBL 0.9860 0.9770 0.0007 0.9369 0.9180 0.0133

AHA 0.9763 0.9626 0.0052 0.9051 0.8909 0.0070
HHO 0.9723 0.9559 0.0049 0.8933 0.8750 0.0064
SSA 0.9565 0.9510 0.0034 0.8972 0.8791 0.0091
AO 0.9605 0.9536 0.0050 0.9051 0.8755 0.0109

HGS 0.9526 0.9430 0.0045 0.8814 0.8627 0.0080
PSO 0.9565 0.9535 0.0020 0.8933 0.8796 0.0044

GWO 0.9526 0.9445 0.0035 0.8775 0.8631 0.0072
AOA 0.9565 0.9474 0.0042 0.8775 0.8655 0.0064

MRFO 0.9762 0.9695 0.0047 0.9288 0.9025 0.0087
SCA 0.9684 0.9591 0.0045 0.8932 0.8749 0.0078
MPA 0.9802 0.9710 0.0049 0.9288 0.9080 0.0079
SAR 0.9644 0.9582 0.0026 0.8972 0.8880 0.0041

• Recall and precision: Tables 4 and 5 list the recall and precision of the two proposed
methods (the AHA-ROBL and AHA-OBL) with the 12 wrapper FS algorithms employ-
ing the two deep descriptors (VGG19 and ResNet20). By examining the average recall
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and precision values for the TrashNet dataset, it is evident that the AHA-ROBL out-
performed all advanced competitor algorithms based on both deep features (VGG19
and ResNet20). Moreover, the average recall and precision obtained by using the
AHA-ROBL based on VGG19 were superior to those obtained by the AHA-ROBL
based on ResNet20. It can be seen that the AHA-ROBL based on deep descriptors
has a strong stability for the TrashNet dataset due to the lower values of the standard
deviation in terms of the precision and recall metrics. In addition, the AHA-OBL based
on the deep VGG19 descriptor ranked in the second position in terms of average recall
and precision for the TrashNet dataset. In addition, the MPA based on the deep VGG19
descriptor ranked in the third position in terms of average recall and precision for the
TrashNet dataset. It can be seen that the AHA-ROBL based on the deep descriptors
has a strong stability for the TrashNet dataset due to the lower values of the standard
deviation in terms of the precision and recall metrics.

Table 4. Comparison of the performance of deep feature models of the AHA-ROBL with other recent
optimizers versus avg. recall.

Recall VGG19 ResNet

Algorithm Best Mean STD Best Mean STD

AHA-ROBL 0.9861 0.9774 0.0048 0.9418 0.9022 0.0172
AHA-OBL 0.9853 0.9744 0.0077 0.9365 0.8980 0.0272

AHA 0.9740 0.9595 0.0068 0.8866 0.8588 0.0128
HHO 0.9703 0.9506 0.0081 0.8774 0.8402 0.0150
SSA 0.9546 0.9440 0.0062 0.8682 0.8440 0.0140
AO 0.9613 0.9471 0.0080 0.8623 0.8362 0.0161

HGS 0.9469 0.9344 0.0061 0.8528 0.8247 0.0142
PSO 0.9548 0.9470 0.0039 0.8716 0.8444 0.0126

GWO 0.9447 0.9352 0.0061 0.8622 0.8261 0.0163
AOA 0.9564 0.9388 0.0065 0.8471 0.8228 0.0132

MRFO 0.9771 0.9674 0.0069 0.9229 0.8717 0.0171
SCA 0.9650 0.9533 0.0075 0.8609 0.8338 0.0136
MPA 0.9809 0.9683 0.0068 0.9226 0.8755 0.0194
SAR 0.9615 0.9533 0.0044 0.8797 0.8580 0.0125

Table 5. Comparison of the performance of deep feature models of the AHA-ROBL with other recent
optimizers versus avg. precision.

Precision VGG19 ResNet

Algorithm Best Mean STD Best Mean STD

AHA-ROBL 0.9909 0.9756 0.0080 0.9520 0.9167 0.0155
AHA-OBL 0.9875 0.9732 0.0101 0.9430 0.9075 0.0251

AHA 0.9752 0.9544 0.0086 0.9008 0.8757 0.0125
HHO 0.9663 0.9478 0.0076 0.8733 0.8560 0.0087
SSA 0.9499 0.9393 0.0047 0.8970 0.8640 0.0147
AO 0.9591 0.9449 0.0070 0.8902 0.8563 0.0170

HGS 0.9453 0.9303 0.0061 0.8657 0.8439 0.0103
PSO 0.9476 0.9368 0.0052 0.8747 0.8502 0.0116

GWO 0.9445 0.9344 0.0041 0.8642 0.8476 0.0115
AOA 0.9458 0.9346 0.0054 0.8776 0.8471 0.0128

MRFO 0.9789 0.9630 0.0073 0.9195 0.8865 0.0156
SCA 0.9699 0.9544 0.0082 0.9045 0.8632 0.0168
MPA 0.9827 0.9660 0.0071 0.9219 0.8948 0.0140
SAR 0.9554 0.9468 0.0045 0.8876 0.8692 0.0096

• Sensitivity and specificity: Tables 6 and 7 list the sensitivity and specificity of the
two proposed methods (the AHA-ROBL and AHA-OBL) with the 12 wrapper FS
algorithms employing the two deep descriptors (VGG19 and ResNet20). By examining
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the average sensitivity and specificity values for the TrashNet dataset, it is evident
that the AHA-ROBL outperformed all advanced competitor algorithms based on both
deep features (VGG19 and ResNet20). Moreover, the average sensitivity and precision
obtained by using the AHA-ROBL based on VGG19 are superior to those obtained
by using the AHA-ROBL based on ResNet20. It can be seen that the AHA-ROBL
based on the deep descriptors has a strong stability for the TrashNet dataset due to
the lower values of the standard deviation in terms of the sensitivity and specificity
metrics. In addition, the AHA-OBL based on the deep VGG19 descriptor ranked in
the second position in terms of the average sensitivity and specificity for the TrashNet
dataset. Moreover, the AHA based on the deep VGG19 descriptor ranked in the
second position in terms of the average sensitivity and specificity for the TrashNet
dataset. It can be seen that the AHA-ROBL based on the deep descriptors has a strong
stability for the TrashNet dataset due to the lower values of the standard deviation in
terms of the sensitivity and specificity metrics.

Table 6. Comparison of the performance of deep feature models of the AHA-ROBL with other recent
optimizers versus avg. sensitivity.

Sensitivity VGG19 ResNet

Algorithm Best Mean STD Best Mean STD

AHA-ROBL 0.9922 0.9879 0.0030 0.8874 0.8836 0.0026
AHA-OBL 0.9885 0.9869 0.0011 0.8980 0.8876 0.0073

AHA 0.9740 0.9595 0.0068 0.8866 0.8588 0.01285
HHO 0.9703 0.9506 0.0081 0.8774 0.8402 0.0150
SSA 0.9546 0.9440 0.0062 0.8682 0.8440 0.0140
AO 0.9613 0.9471 0.0080 0.8623 0.8362 0.01612

HGS 0.9469 0.9344 0.0061 0.8528 0.8247 0.0142
PSO 0.9548 0.9470 0.0039 0.8716 0.8444 0.01262

GWO 0.9445 0.9352 0.00612 0.8622 0.8261 0.0163
AOA 0.9564 0.9388 0.0065 0.8471 0.8228 0.0132

MRFO 0.9772 0.9675 0.0069 0.9230 0.8718 0.0171
SCA 0.9650 0.9534 0.0075 0.86093 0.8338 0.01365
MPA 0.9809 0.9684 0.0068 0.9226 0.8755 0.0195
SAR 0.9616 0.9533 0.0045 0.8797 0.8581 0.0126

Table 7. Comparison of the performance of deep feature models of the AHA-ROBL with other recent
optimizers versus avg. specificity.

Specificity VGG19 ResNet

Algorithm Best Mean STD Best Mean STD

AHA-ROBL 0.9980 0.9971 0.0006 0.9934 0.9922 0.0008

AHA-OBL 0.9967 0.9963 0.0002 0.9882 0.9873 0.0006
AHA 0.9951 0.9925 0.0010 0.9805 0.9775 0.0015
HHO 0.9945 0.9912 0.0010 0.9782 0.9742 0.0014
SSA 0.9914 0.9903 0.0007 0.9788 0.9750 0.0019
AO 0.9922 0.9907 0.0010 0.9805 0.9744 0.0022

HGS 0.9907 0.9887 0.0009 0.9756 0.9717 0.0017
PSO 0.9915 0.9908 0.0004 0.9780 0.9752 0.0009

GWO 0.9906 0.9906 0.0008 0.9748 0.9717 0.0015
AOA 0.9915 0.9896 0.0008 0.9749 0.9722 0.0013

MRFO 0.9953 0.9939 0.00095 0.9854 0.9799 0.0018
SCA 0.9939 0.9917 0.0009 0.9780 0.9742 0.0016
MPA 0.9959 0.9942 0.0010 0.9854 0.98105 0.00166
SAR 0.9929 0.9917 0.0005 0.9788 0.9770 0.0009
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• F-score: In terms of the F-score, Table 8 reveals that the two proposed methods
(the AHA-ROBL and AHA-OBL) were based on the pre-trained CNNs (VGG19 and
ResNet20) and outperformed all the other competitors. In addition, fierce competition
existed between the MPAs based on ResNet20 and VGG19 for the third position.
Moreover, the GWO based on the deep features achieved lower F-score values.

Table 8. Comparison of the performance of deep features models of the AHA-ROBL with other recent
optimizers versus F-score.

F-score VGG19 ResNet

Algorithm Best Mean STD Best Mean STD

AHA-ROBL 0.9883 0.9759 0.0063 0.9418 0.9076 0.0153
AHA-OBL 0.9860 0.9720 0.0098 0.9375 0.8995 0.0268

AHA 0.9736 0.9555 0.0072 0.8846 0.8648 0.0118
HHO 0.9660 0.9477 0.0075 0.8708 0.8448 0.0110
SSA 0.9503 0.9397 0.0052 0.8756 0.8507 0.0130
AO 0.9582 0.9445 0.0069 0.8723 0.8426 0.0154

HGS 0.9451 0.9304 0.0059 0.8486 0.8306 0.0114
PSO 0.9481 0.9429 0.0029 0.8680 0.8495 0.0097

GWO 0.9426 0.9329 0.0044 0.8569 0.8330 0.0128
AOA 0.9474 0.9346 0.0055 0.8508 0.8310 0.0118

MRFO 0.9768 0.9642 0.0068 0.9193 0.8765 0.0150
SCA 0.9625 0.9526 0.0065 0.8619 0.8435 0.0125
MPA 0.9814 0.9662 0.0065 0.9192 0.8822 0.0158
SAR 0.9572 0.9484 0.0041 0.8771 0.8609 0.0097

• Selection ratio: According to the results of Table 9, which depict the mean rate of
the selection ratio and its standard deviation, the AHA-ROBL exhibited excellent
performance in selecting relevant deep features from the TrashNet dataset. In addition,
we can observe that the proposed AHA-ROBL method provided an excellent behavior
for selecting the optimal set of relevant deep features. The deep analysis of the
dataset that was used revealed that the quantitative results obtained by using the
proposed AHA-ROBL approach performed better with the two pre-trained CNN
models (VGG19 and ResNet20) than the optimization algorithms, namely the basic
AHA, HHO, SSA, AO, HGS, PSO, GWO, and AOA. Clearly, the proposed VGG19
approach produces significantly superior results to ResNet20. It is important to
mention that the second-best place was obtained by the AHA using VGG19.

• Average execution time: Table 10 reveals that the two proposed methods (the AHA-
ROBL and AHA-OBL) based on the pre-trained CNNs (VGG19 and ResNet20) outper-
formed 75% of the other competitors. In addition, the AHA outperformed most of the
other competitors.
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Table 9. Comparison of the performance of deep feature models of the AHA-ROBL with other recent
optimizers versus number of selected features.

Number of
Selected Features VGG19 ResNet

Algorithm Best Mean STD Best Mean STD

AHA-ROBL 94.0000 117.9000 18.7458 138.0000 224.9000 40.8034
AHA-OBL 73.0000 237.9000 90.5882 218.0000 385.5667 79.8156

AHA 80.0000 210.8333 70.7487 294.0000 404.1333 61.8952
HHO 99.0000 223.3667 70.9844 193.0000 425.5667 126.6580
SSA 439.0000 464.2000 18.2575 449.0000 482.7667 14.1998
AO 98.0000 260.5333 98.0597 232.0000 339.4667 59.3498

HGS 422.0000 469.4333 21.9430 437.0000 475.6000 19.5141
PSO 445.0000 471.6333 16.5143 455.0000 488.9000 16.1295

GWO 222.0000 413.6667 121.3977 273.0000 491.7333 119.3106
AOA 442.0000 477.2333 18.8634 463.0000 609.7333 128.2274

MRFO 89.0000 210.2333 61.4142 250.0000 376.8333 71.0110
SCA 36 69.6 27.80 86 135.3 46.81
MPA 78.0000 135.7000 41.3139 105.0000 251.0333 95.6839
SAR 411.0000 437.2000 16.0675 440.0000 469.2667 18.1278

Table 10. Comparison of the performance of deep feature models of the AHA-ROBL with other
recent optimizers versus avg. time.

Time VGG19 ResNet

Algorithm Best Mean STD Best Mean STD

AHA-ROBL 235.5352 342.9767 66.5081 364.7488 475.6399 58.0576
AHA-OBL 179.1031 335.8094 75.5996 297.8248 428.1630 59.2680

AHA 175.2588 313.5663 55.8632 342.3833 434.8414447 47.3143
HHO 339.1078 536.8270 121.4785 477.5016 902.9543 242.9377
SSA 465.2132 487.6391 16.6067 474.1626 500.4554 12.7761
AO 518.7569 601.9692 39.6790 531.2182 588.2628 30.3227

HGS 5.4335 12.7695 4.9629 5.4464 13.0864 6.9104
PSO 488.9208 499.3343 5.5008 492.8176 506.3241 5.2705

GWO 401.2708 579.5520 90.2559 429.0840 640.4219 100.0631
AOA 855.3195 915.3140 27.9433 906.2781 955.8382 25.4345

MRFO 519.2461 687.2089 70.7906 669.6235 842.0057 70.53934
SCA 70.3634 100.0193 29.2336 103.6779 153.3768 38.5945
MPA 303.4597 372.0496 52.9391 395.3910 564.2305 100.2369
SAR 463.6103 478.8563 6.7850 482.5578 499.3555 7.5595

4.4. The Wilcoxon Test

A statistical analysis was necessary to compare the efficiency of the AHA-ROBL and
AHA-OBL to the efficiency of other competitive algorithms. Thus, the Wilcoxon rank
sum test was used to compare the accuracy values acquired by using the two proposed
approaches (the AHA-ROBL and AHA-OBL) and those obtained by using the other algo-
rithms, namely the basic AHA, HHO, SSA, AO, HGSO, PSO, GWO, AOA, MRFO, SCA,
MPA, and SAR for the TrashNet dataset in the cases of the VGG19 and ResNet20 deep
descriptors. Table 11 contains the results of the Wilcoxon signed-rank test, which was
used to evaluate the statistical performance differences between the two proposed algo-
rithms and the other 12 algorithms. A p-value of less than 0.05 indicated a statistically
significant difference between the two compared algorithms. Following this criterion, the
AHA-ROBL outperformed all the other algorithms to varying degrees, indicating that the
AHA-ROBL benefits from extensive exploitation. In general, the AHA-ROBL based on the
deep descriptor VGG19 had a statistically significant p-value in comparison with 85.7% of
the algorithms.
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Table 11. Wilcoxon rank sum statistical test.

AHA-ROBL TrashNet Dataset

vs. VGG19 ResNet

AHA 7.44 ×10−11 2.65 ×10−11

HHO 2.44 ×10−11 2.39 ×10−11

SSA 1.76 ×10−11 2.63 ×10−11

AO 2.12 ×10−11 2.64 ×10−11

HGS 2.04 ×10−11 2.60 ×10−11

PSO 8.45 ×10−11 2.21 ×10−11

GWO 1.75 ×10−11 2.60 ×10−11

AOA 2.02 ×10−11 2.60 ×10−11

MRFO 3.04 ×10−11 3.720 ×10−11

SCA 3.852 ×10−11 3.942 ×10−11

MPA 2.52 ×10−11 2.73 ×10−11

SAR 2.08 ×10−11 2.70 ×10−11

4.5. Graphical Analysis

Figure 6 depicts the fitness curves derived by using the various optimizers based
on VGG19 and ResNet20 for the TrashNet dataset. By analyzing the behavior of the
convergence of the two proposed algorithms (the AHA-ROBL and AHA-OBL) for the
TrashNet dataset based on the VGG19 deep descriptor, a speed convergence was illustrated
by increasing the number of iterations compared to the other 12 algorithms.

For the TrashNet dataset, we can see that the AHA-OBL and the conventional AHA
based on the VGG19 descriptor highlighted a great competition in the first iterations. Still,
after 20 iterations, the AHA-ROBL and AHA-OBL became more efficient. This behavior
can be interpreted through the use of operators, which allows for deeply enhancing the
exploitation process.

(a)

Figure 6. Cont.
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(b)

Figure 6. (a) Convergence curve of the AHA-ROBL and AHA-OBL versus other algorithms using
VGG19 and (b) convergence curve of the AHA-ROBL and AHA-OBL versus other algorithms using
RESNET20.

Additionally, as shown in Figure 7, we plotted a boxplot of the two proposed methods
(the AHA-ROBL and AHA-OBL) against the 12 other algorithms, namely the conventional
AHA, HHO, SSA, AO, HGS, PSO, GWO, AOA MRFO, SCA, MPA and SAR, in terms of
accuracy. As illustrated in the figure, the two suggested methods, the AHA-ROBL and AHA-
OBL, based on the deep features achieved greater mean and median accuracy values than
the other advanced algorithms for the TrashNet dataset. The collected results demonstrate
the proposed methods’ efficacy in maintaining the highest classification accuracy, especially
for the VGG19 deep features.

To summarize the results, Figures 8–11 display the mean values for accuracy, fitness,
precision, recall, F-score, sensitivity, specificity, and average execution time for the two
proposed approaches (the AHA-ROBL and AHA-OBL) based on the pre-trained CNNs
(VGG19 and ResNet20) and various computational methods, namely the AHA, HHO,
SSA, AO, HGS, PSO, GWO, AOA, MRFO, SCA, MPA, and SAR, for the TrashNet dataset.
The results indicate that the two suggested approaches, the AHA-ROBL and AHA-OBL,
have a superior performance and outperform all the competitors. As shown in Figures 8
and 9, the AHA-ROBL and AHA-OBL approaches based on the deep features produced
higher mean and median accuracy, recall, precision, and fitness values than the other
advanced algorithms for the TrashNet dataset. Moreover, as shown in Figures 10 and 11,
the AHA-ROBL and AHA-OBL approaches based on the deep features produced higher
mean sensitivity and specificity values and higher average execution times than the other
advanced algorithms for the TrashNet dataset.

In terms of average accuracy, Figure 8 shows that the two proposed approaches, the
AHA-ROBL and AHA-OBL, outperformed the 12 other optimization techniques, namely
the basic AHA, HHO, SSA, AO, HGS, PSO, GWO, AOA, MRFO, SCA, MPA, and SAR,
utilizing the two pre-trained CNN models (VGG19 and ResNet20).

In terms of average fitness, in Figure 8, the results indicate that the two proposed
approaches, the AHA-ROBL and AHA-OBL, have a superior performance and outperform
all the competitors.
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(a)

(b)

Figure 7. (a) Boxplot of the AHA-ROBL and AHA-OBL approaches versus other swarm intelligence
algorithms using VGG19 and (b) boxplot of the AHA-ROBL and AHA-OBL approaches versus other
swarm intelligence algorithms using ResNet20.

Regarding the average precision and recall, Figure 9’s values for the TrashNet dataset
show that it is clear that the two proposed approaches, the AHA-ROBL and AHA-OBL,
exceed all advanced rival techniques based on both the deep features and the average recall
and precision values (VGG19 and ResNet20). Additionally, the average recall and precision
values obtained by using the two proposed approaches using VGG19 are superior to those
obtained using ResNet20.

In terms of the average F-score, Figure 10 demonstrates that the two suggested
techniques, the AHA-ROBL and AHA-OBL, based on the pre-trained CNNs (VGG19 and
ResNet20) beat all the other alternatives.

In terms of average sensitivity and specificity, in Figures 10 and 11, the results
indicate that the two proposed approaches, the AHA-ROBL and AHA-OBL, have a superior
performance and outperform all the competitors.

In terms of average execution time, in Figure 11, the results indicate that the two
suggested approaches, the AHA-ROBL and AHA-OBL, have a superior performance and
outperform 75% of the other competitors.
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(a)

(b)

Figure 8. (a) Avg. accuracy of the proposed approaches versus other algorithms using VGG19 and
ResNet20 and (b) avg. fitness of the proposed approaches versus other algorithms using VGG19 and
ResNet20.
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(a)

(b)

Figure 9. (a) Avg. precision of the proposed approaches versus other algorithms using VGG19 and
ResNet20 and (b) avg. recall of the proposed approaches versus other algorithms using VGG19
and ResNet20.
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(a)

(b)

Figure 10. (a) Avg. F-score of the proposed approaches versus other algorithms using VGG19 and
ResNet20 and (b) avg. sensitivity of the proposed approaches versus other algorithms using VGG19
and ResNet20.
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(a)

(b)

Figure 11. (a) Avg. specificity of the proposed approaches versus other algorithms using VGG19 and
ResNet20 and (b) avg. execution time of the proposed approaches versus other algorithms using
VGG19 and ResNet20.
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5. Comparative Study with the Existing Works

Previous studies on waste classification focused on applying different traditional/non-
traditional mining techniques. This section summarizes all the previous studies’ results
for the TrashNet dataset (from 2016 to 2022). In order to demonstrate the efficiency of the
suggested techniques (the AHA-ROBL and AHA-OBL), numerous algorithms from the
literature were chosen for a fair comparison, including machine-learning and deep-learning
algorithms. Table 12 illustrates the proper rate of classification’s performance across the
TrashNet dataset.

Many state-of-the-art algorithms used pre-trained networks [8,102,107] or fine-tuned
pre-trained networks [102,107,132,133]. However, their methods did not achieve a good
performance with the classification problem. In our research, we focused more on how to
improve the performance of these pre-trained networks by using modified optimization
techniques. However, our two proposed methods, the AHA-ROBL and AHA-OBL, which
depend on using pre-trained networks (i.e., VGG19 and ResNet) and apply some feature
selection methods, achieved higher results than WasNet method. The proposed methods’
results reached 98.81% and 98.60%, respectively.

Table 12. A comparative study of the AHA-ROBL based on pre-trained CNNs with existing algo-
rithms for TrashNet dataset.

Article Methodology Accuracy

[134] Self-monitoring ResNet module 95.80%
[135] WasNet 96%
[136] Mb Xception 94.34%

[8] Inception ResNet 88.60%
[107] Fined-tuned DenseNet121 95%
[107] DenseNet121 89%
[107] Inception-ResNet V2 89%
[102] Fine-tuned VGG16 93%
[102] Fine-tuned AlexNet 91%
[102] ResNet 88.66%
[137] Inception-ResNet 88.34%

[8] Inception 87.71%
[133] Fine-tuned OscarNet 88.42%
[102] Modified kNN 88%
[132] Fine-tuned MobileNet 87.20%
[103] Modified XGB 70.10%
[103] Modified RF 62%
[117] Modified SVM 63%

Our Proposed Model AHA-ROBL(VGG19 and
ResNet) 98.81%

AHA-OBL (VGG19 and ResNet) 98.60%

6. Conclusions and Future Work

Waste classification has been a difficult task overall. However, the high number of
attributes produced by pre-trained CNNs prompted us to integrate meta-heuristics to select
the optimal set of deep-learning attributes. The majority of meta-heuristics suffer from
the problem of exploitation. We solved this problem at the level of the AHA algorithm by
using ROBL and OBL and applying them to waste classification using the two pre-trained
CNN networks VGG19 and ResNet20. By analyzing the obtained results, we noted that
the proposed AHA-ROBL and AHA-OBL algorithms manage to improve the performance
of waste classification and are more competitive than other algorithms, namely the AHA,
HHO , SSA, AO, HGSO, PSO, GWO, AOA, MRFO, SCA, MPA and SAR, in terms of
accuracy, recall, precision, fitness, F-score, and statistical tests for the TrashNet dataset.

In the future, self-checking the parameters of the AHA algorithm may be considered.
Moreover, the processing of large datasets and the choice of a different architecture may be
taken into consideration.
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107. Aral, R.A.; Keskin, Ş.R.; Kaya, M.; Hacıömeroğlu, M. Classification of trashnet dataset based on deep learning models. In
Proceedings of the 2018 IEEE International Conference on Big Data (Big Data), Seattle, WA, USA, 10–13 December 2018; pp. 2058–
2062.

108. Xie, S.; Girshick, R.; Dollár, P.; Tu, Z.; He, K. Aggregated residual transformations for deep neural networks. In Proceedings of
the IEEE Conference on Computer Vision and Pattern Recognition, Honolulu, HI, USA, 21–26 July 2017; pp. 1492–1500.

109. Krizhevsky, A.; Sutskever, I.; Hinton, G.E. Imagenet classification with deep convolutional neural networks. Adv. Neural Inf.
Process. Syst. 2012, 25. [CrossRef]

110. Simonyan, K.; Zisserman, A. Very deep convolutional networks for large-scale image recognition. arXiv 2014, arXiv:1409.1556.
111. He, K.; Zhang, X.; Ren, S.; Sun, J. Deep residual learning for image recognition. In Proceedings of the IEEE Conference on

Computer Vision and Pattern Recognition, Las Vegas, NV, USA, 27–30 June 2016; pp. 770–778.
112. Huang, G.; Liu, Z.; Van Der Maaten, L.; Weinberger, K.Q. Densely connected convolutional networks. In Proceedings of the IEEE

Conference on Computer Vision and Pattern Recognition, Honolulu, HI, USA, 21–26 July 2017; pp. 4700–4708.
113. Hamida, M.A.; El-Sehiemy, R.A.; Ginidi, A.R.; Elattar, E.; Shaheen, A.M. Parameter identification and state of charge estimation

of Li-Ion batteries used in electric vehicles using artificial hummingbird optimizer. J. Energy Storage 2022, 51, 104535. [CrossRef]
114. Abid, M.S.; Apon, H.J.; Morshed, K.A.; Ahmed, A. Optimal Planning of Multiple Renewable Energy-Integrated Distribution

System with Uncertainties Using Artificial Hummingbird Algorithm. IEEE Access 2022, 10, 40716–40730. [CrossRef]
115. Ramadan, A.; Kamel, S.; Hassan, M.H.; Ahmed, E.M.; Hasanien, H.M. Accurate Photovoltaic Models Based on an Adaptive

Opposition Artificial Hummingbird Algorithm. Electronics 2022, 11, 318. [CrossRef]
116. Sadoun, A.M.; Najjar, I.R.; Alsoruji, G.S.; Abd-Elwahed, M.; Elaziz, M.A.; Fathy, A. Utilization of improved machine learning

method based on artificial hummingbird algorithm to predict the tribological behavior of Cu-Al2O3 nanocomposites synthesized
by in situ method. Mathematics 2022, 10, 1266. [CrossRef]

117. Yang, M.; Thung, G. Classification of trash for recyclability status. CS229 Proj. Rep. 2016, 2016, 3.
118. Zheng, Y.; Yang, C.; Merkulov, A. Breast cancer screening using convolutional neural network and follow-up digital mammogra-

phy. In Computational Imaging III; International Society for Optics and Photonics: Bellingham, WA, USA, 2018; Volume 10669,
p. 1066905.

119. He, K.; Zhang, X.; Ren, S.; Sun, J. Identity mappings in deep residual networks. In Proceedings of the European Conference on
Computer Vision, Amsterdam, The Netherlands, 11–14 October 2016; Springer: Berlin/Heidelberg, Germany, 2016; pp. 630–645.

120. Zayed, M.E.; Zhao, J.; Li, W.; Elsheikh, A.H.; Abd Elaziz, M. A hybrid adaptive neuro-fuzzy inference system integrated with
equilibrium optimizer algorithm for predicting the energetic performance of solar dish collector. Energy 2021, 235, 121289.
[CrossRef]

121. Aarts, E.; Aarts, E.H.; Lenstra, J.K. Local Search in Combinatorial Optimization; Princeton University Press: Princeton, NJ, USA, 2003.
122. Tizhoosh, H.R. Opposition-based learning: A new scheme for machine intelligence. In Proceedings of the International

Conference on Computational Intelligence for Modelling, Control and Automation and International Conference on Intelligent
Agents, Web Technologies and Internet Commerce (CIMCA-IAWTIC’06), Sydney, Australia, 28 November–1 December 2005;
Volume 1, pp. 695–701.

123. Long, W.; Jiao, J.; Liang, X.; Cai, S.; Xu, M. A random opposition-based learning grey wolf optimizer. IEEE Access 2019,
7, 113810–113825. [CrossRef]

124. Heidari, A.A.; Mirjalili, S.; Faris, H.; Aljarah, I.; Mafarja, M.; Chen, H. Harris hawks optimization: Algorithm and applications.
Future Gener. Comput. Syst. 2019, 97, 849–872. [CrossRef]

125. Abualigah, L.; Yousri, D.; Abd Elaziz, M.; Ewees, A.A.; Al-Qaness, M.A.; Gandomi, A.H. Aquila optimizer: A novel meta-heuristic
optimization algorithm. Comput. Ind. Eng. 2021, 157, 107250. [CrossRef]

126. Hashim, F.A.; Houssein, E.H.; Mabrouk, M.S.; Al-Atabany, W.; Mirjalili, S. Henry gas solubility optimization: A novel physics-
based algorithm. Future Gener. Comput. Syst. 2019, 101, 646–667. [CrossRef]

127. Poli, R.; Kennedy, J.; Blackwell, T. Particle swarm optimization. Swarm Intell. 2007, 1, 33–57. [CrossRef]
128. Mirjalili, S.; Mirjalili, S.M.; Lewis, A. Grey wolf optimizer. Adv. Eng. Softw. 2014, 69, 46–61. [CrossRef]
129. Hashim, F.A.; Hussain, K.; Houssein, E.H.; Mabrouk, M.S.; Al-Atabany, W. Archimedes optimization algorithm: A new

metaheuristic algorithm for solving optimization problems. Appl. Intell. 2021, 51, 1531–1551. [CrossRef]
130. Zhao, W.; Zhang, Z.; Wang, L. Manta ray foraging optimization: An effective bio-inspired optimizer for engineering applications.

Eng. Appl. Artif. Intell. 2020, 87, 103300. [CrossRef]
131. Shabani, A.; Asgarian, B.; Salido, M.; Gharebaghi, S.A. Search and rescue optimization algorithm: A new optimization method

for solving constrained engineering optimization problems. Expert Syst. Appl. 2020, 161, 113698. [CrossRef]

http://dx.doi.org/10.1016/j.aiepr.2019.04.001
http://dx.doi.org/10.1016/j.wasman.2014.09.030
http://www.ncbi.nlm.nih.gov/pubmed/25453316
http://dx.doi.org/10.1145/3065386
http://dx.doi.org/10.1016/j.est.2022.104535
http://dx.doi.org/10.1109/ACCESS.2022.3167395
http://dx.doi.org/10.3390/electronics11030318
http://dx.doi.org/10.3390/math10081266
http://dx.doi.org/10.1016/j.energy.2021.121289
http://dx.doi.org/10.1109/ACCESS.2019.2934994
http://dx.doi.org/10.1016/j.future.2019.02.028
http://dx.doi.org/10.1016/j.cie.2021.107250
http://dx.doi.org/10.1016/j.future.2019.07.015
http://dx.doi.org/10.1007/s11721-007-0002-0
http://dx.doi.org/10.1016/j.advengsoft.2013.12.007
http://dx.doi.org/10.1007/s10489-020-01893-z
http://dx.doi.org/10.1016/j.engappai.2019.103300
http://dx.doi.org/10.1016/j.eswa.2020.113698


Mathematics 2022, 10, 2675 34 of 34

132. Rabano, S.L.; Cabatuan, M.K.; Sybingco, E.; Dadios, E.P.; Calilung, E.J. Common garbage classification using mobilenet. In
Proceedings of the 2018 IEEE 10th International Conference on Humanoid, Nanotechnology, Information Technology, Commu-
nication and Control, Environment and Management (HNICEM), Baguio City, Philippines, 29 November–2 December 2018;
pp. 1–4.

133. Kennedy, T. OscarNet: Using transfer learning to classify disposable waste. CS230 Report: Deep Learning; Stanford University:
Stanford, CA, USA, 2018.

134. Zhang, Q.; Zhang, X.; Mu, X.; Wang, Z.; Tian, R.; Wang, X.; Liu, X. Recyclable waste image recognition based on deep learning.
Resour. Conserv. Recycl. 2021, 171, 105636. [CrossRef]

135. Yang, Z.; Li, D. WasNet: A Neural Network-Based Garbage Collection Management System. IEEE Access 2020, 8, 103984–103993.
[CrossRef]

136. Shi, C.; Xia, R.; Wang, L. A Novel Multi-Branch Channel Expansion Network for Garbage Image Classification. IEEE Access 2020,
8, 154436–154452. doi: 10.1109/ACCESS.2020.3016116. [CrossRef]

137. Szegedy, C.; Ioffe, S.; Vanhoucke, V.; Alemi, A.A. Inception-v4, inception-resnet and the impact of residual connections on learning.
In Proceedings of the Thirty-First AAAI Conference on Artificial Intelligence, San Francisco, CA, USA, 4–9 February 2017.

http://dx.doi.org/10.1016/j.resconrec.2021.105636
http://dx.doi.org/10.1109/ACCESS.2020.2999678
http://dx.doi.org/10.1109/ACCESS.2020.3016116

	Introduction
	Literature Review
	Waste Recycling Using Traditional Machine-Learning Algorithms
	Waste Recycling Using Deep-Learning Algorithms
	Waste Recycling Using Deep-Transfer Learning

	Procedure and Methodology
	Dataset Description
	Feature Extraction Using Pre-Trained CNN
	VGG19
	ResNet50

	Artificial Hummingbird Algorithm (AHA)
	Guided Foraging
	Territorial Foraging 
	Migration Foraging

	Opposition-Based Learning (OBL)
	Random Opposition-Based Learning (ROBL)
	AHA-ROBL- and AHA-OBL-Based FS for Waste Classification 
	The Computational Complexity of the Two Proposed Algorithms (the AHA-OBL and AHA-ROBL)
	Time Complexity
	Space Complexity


	Experimental Results
	 Parameter Settings for the Comparative Algorithms
	Performance Metrics
	Results and Discussion
	The Wilcoxon Test
	Graphical Analysis

	Comparative Study with the Existing Works
	Conclusions and Future Work
	References

