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Abstract

:

The reliable mathematical model construction of dye-sensitized solar cells (DSSCs) using the triple-diode model (TDM) is proposed but it is a challenge due to its complexity. This work implements a novel method incorporating a recent meta-heuristic optimizer called the heterogeneous marine predators algorithm (H-MPA) to identify the nine parameters of the triple-diode equivalent circuit of DSSCs. In the optimization procedure, the nine unknown parameters of TDM are employed as decision variables, but the objective function to be minimized is the root mean square error (RMSE) between the experimental data and the estimated data. To prove the superiority of the H-MPA, the obtained results are compared with the slime mold algorithm (SMA), Transient search optimizer (TSO), Manta-Ray Foraging Optimization algorithm (MRFO), Forensic-Based Investigation (FBI), Equilibrium optimizer (EO), and Artificial ecosystem-based optimizer. The primary findings demonstrated the superiority of the proposed strategy in building a consistent model of the triple-diode model of DSSCs.
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1. Introduction


In comparison with the other types of third generation solar cells, DSSCs are expected to be a highly attractive solar cell technology for the next-generation solar cells having the advantage of low-cost fabrication, energy consumption, tunable transparency, and colorization [1,2,3,4]. They demonstrate high efficiency values not only under diffuse light [5] but also under low illumination situations [6], together with a reduced angular dependence of efficiency [7]. A typical DSSC is a photoelectrochemical device consisting of the photoanode, which contains high porosity nanocrystalline nanoparticles (titanium dioxide (TiO2), zinc oxide (ZnO) [8], or hybrid materials TiO2/ZnO [9]) sensitized by dye molecules (photosensitizer of organic [10,11,12] or inorganic nature [1,13,14]), the counter electrode (CE) [1], and the electrolyte, either liquid or solid [15], involving a redox system. In the DSSCs, the photocurrent is generated at a junction between the dye-anchored metal oxide semiconductor and the hole-conducting electrolyte upon light absorption. The counter electrode has two main jobs: it back transfers electrons arriving from the external circuit to the redox system, and it catalyzes the reduction of the charge mediator [1].



DSSCs are very hopeful for large-scale applications in both economic and technical faces. They are cost effective, relatively easy to fabricate on large scales and as panels, flexible and lightweight. They also offer transparency and color variety in comparison with the first two generations of solar cells [16,17,18]. Due to their unique transparency [19], they can easily be integrated into building-integrated photovoltaics (BIPVs) and air improvement photovoltaic AIPVs; but the outdoor long-term stability still needs a lot of research work to be achieved.



DSSCs consist of four main components namely the photosensitizer (dye) acting as light capturing antenna and electron injector, the electrolyte for regeneration of the dye, the working electrode (a mesoporous TiO2 thin film) for electrons conduction and collection as well as the counter electrode (Pt) for redox couple renewal (Figure 1) [20,21,22,23,24,25,26,27,28].



Creating a consistent mathematical model of DSSCs based on the triple-diode model (TDM) is a challenge due to its complexity. Several attempts have been made [29]; however, the previous optimization algorithms offered high convergence speed and global search. These algorithms have some drawbacks; for example, most of these algorithms diverged their accuracy between the single diode model (SDM) and the double diode model (DDM). Nevertheless, it is challenging to accomplish consistent accuracy. Consequently, the precision and consistency in PV parameter determination are yet to be conducted. Few research studies are concentrated on TDM because it has nine parameters that increase the difficulty of the optimization process. Therefore, in the current research work, the TDM has been studied to model the DSSCs applying a heterogeneous marine predators algorithm (H-MPA). The obtained results are compared with slime mold algorithm (SMA) [30], Transient search optimization algorithm (TSO) [31], Manta-Ray Foraging Optimization algorithm (MRFO) [32], Forensic-Based Investigation (FBI) [33], Equilibrium optimizer (EO) [34] and Artificial ecosystem-based optimization (AEO) [35].



The contributions of the current research work are outlined as follows:




	
Applying the TDM for DSSCs to obtain best estimated parameters and performance simulation for the first time.



	
A new application of the heterogeneous marine predators algorithm to identify the TDM parameters for DSSCs.



	
The obtained results by the heterogeneous marine predators algorithm are compared with the other methods.



	
The accuracy and superiority of the heterogeneous marine predators algorithm in defining parameters of the TDM are proved.








The flow chart of the planned research is shown in Figure 2 while the remainder of the work is given as follows: Section 2 presents the experimental work. The mathematical representation of the TDM has been explained in Section 3. The suggested methodology to determine the model parameters is discussed in Section 4. The heterogeneous marine predators algorithm is described in Section 5. The obtained results are presented and discussed in Section 6. Lastly, Section 7 outlines the main findings of the paper.




2. Triple Diode Model for PV


The triple diode model (TDM) recorded more significant performance than the regular single diode model (SDM) and double diode models (DDM) by emulating the comparatively complex non-linearity of PV cells. Moreover, the TDM is considered a worthy model for simulating the physical performance of different PV modules where the grain boundaries influence, and high leakage current in the PV solar modules materials is considered in the TDM [29].



The electrical equivalent scheme of TDM is modeled by a photocurrent source,    I  p v    , three parallel diodes with saturation currents    I  01    ,    I  02    , and    I  03    , that paralleled with a resistance    R p    then the total circuit is connected in series resistance    R s   . The scheme of TDM is depicted in Figure 3. Considering the electric scheme of Figure 1, the produced current by TDM can be expressed as below:


  I =  I  i r r   −  I  01     e x p     V +  I  o u t    R s     a 1   V t      − 1   −  I  02     e x p     V +  I  o u t    R s     a 2   V t      − 1   −  I  03     e x p     V +  I  o u t    R s     a 3   V t      − 1   −   V +  I  o u t    R s     R p       



(1)




where    I  i r r     is a photocurrent, while the I01, I02 and I03 are the three diodes D1, D2, and D3 reverse saturation currents. The    a 1   ,    a 2   , and    a 3    symbols of the ideality factors of the three diodes,    V t    refers to the constant of thermal voltage, it can be calculated via      K b  ∗  T q    ,   where   q     and     T   are the electron’s charge and the absolute temperature, respectively, and    K b      is the Boltzmann’s constant. The   V   and   I   represents the total output voltage and current. Based on Equation (1), it is required to determine nine variables that are namely;    a 1  ,    a 2  ,    a 3  ,    R s  ,    R p  ,    I  01   ,    I  02   ,    I  03   ,    I  p v     to represent the physical behavior of the PV cell.




3. Experimental Work


The dye-sensitized solar modules in this study were purchased from Brite Solar and their characteristics are as follows, Mechanical Specifications: Length, Width and Thickness are 475 mm, 380 mm, and 6.4 mm, respectively. The solar module’s total area and active area are 0.181 m2 and 1012 cm2 and its transparency is 55%. The Number of Cells per module is 22 cells each cell length is 46 cm and its width is 1 cm. Short Circuit Current (Isc) is 0.248 A, Maximum Power Current (Imp) is 0.156 A, Open Circuit Voltage (Voc) is 16.23 V, Maximum Power Voltage (Vmp) is 10.62 V, maximum power (Pmax) is 1.66 W.



To evaluate the performance of the DSSCs panel used in this study, the photovoltaic characteristics of the panel were measured in the sunlight during the day. The panel was facing south and tilted 30°. The photovoltaic characteristics of the panel (Isc, Voc, FF, PCE) were calculated by current–voltage (I–V) measurements. Current–voltage relationships were measured via linear sweep voltammetry (LSV) on an Autolab PG-STAT-30 potentiostat and with a 20 mV/s as a scanning rate (Figure 4). The I–V curves were registered through the operating range of the cell. The sun’s radiation was measured with an Ealing Electro-Optics Research radiometer.



The photovoltaic characteristics of the panel were measured for five hours (from 11:00 to 16:00) and the environmental conditions (T, H%) prevailing during these hours were recorded. The results are presented in Table 1 and Figure 5.




4. The Proposed Methodology for Identifying the Model Parameters


For implementing the TDM to emulate the PV cell, the model’s unknown nine parameters must be determined. To model the non-linear equation of Equation (1) as an optimization problem, the RMSE between the measured and the estimated PV characteristic on the basis of the identified TDM parameters is formulated as an objective function. The minimum value of the RMSE is an indicator of the high accuracy of the estimated parameters [29]. The estimated current can be easily computed based on the estimated parameters via applying the Newton–Raphson function to solve the non-linear equations of the PV model as expressed below:



The fitness function:


      O b  j f   M  =    1 M    ∑   i = 1  K       I  m e a  s i    −  I  e s  t i       V  m e a  s i  ,   M         2          



(2)




where K denotes the number of dataset points, and Imeas and Iest are the measured and estimated current. The estimated current is determined using the Newton–Raphson method of Equation (3) and the identified parameters.


       I  e s t   =  I  e s t   −   d I   d  I ′     



(3)




where   d I   denotes the difference function of I. The     d I  ′    symbols are the first derivative of   d I   with respect to I.




5. Heterogeneous Marine Predators Algorithm


The marine predators algorithm (MPA) has been recently developed by Faramarzi [36]. The MPA was investigated by several researchers due to its simplicity and flexibility. At the same time, it has a significant drawback as the number of iterations is divided between the main core phases of the algorithm (exploration and exploitation). Therefore, in this work, this issue is solved by using the heterogeneous concept. In the heterogeneous concept, the exploration and exploitation have different groups; each modified its position throughout the total iteration numbers. After each iteration, these groups are recombined for best the solution determination so far to guide the others. The overview of the basic MPA and the main structure of the heterogeneous marine predators algorithm (H-MPA) is described in detail as follows.



5.1. Marine Predators Algorithm


The Marine predator’s algorithm (MPA) is an optimization technique innovated by the authors in [36]. The core concept of MPA is inspired by the relationship between marine prey and predator. Based on this concept, MPA initiates the optimization process by a set of random solutions.


   M  i , j   = L  B j  + r a n d   U  B j  − L  B j    ,               i = 1 , 2 , … , N ,   j   1 , 2 , 3 , … , d  



(4)




where rand is random numbers [0, 1].   U b ,   L B    are   the   upper   and   lower    limits of the search area, respectively. Next, two matrices, one for the best solution obtained so far and the other for the candidates’ positions as expressed below:


    M  b e s t   =        M  11  1       M  12  1      … .      M  1 d  1         M  21  1       M  22  1      … .      M  2 d  1        … .     … .     … .     … .        M  n 1  1       M  n 2  1      … .      M  N d  1          ,   M =        M  11        M  12       … .      M  1 d          M  21        M  22       … .      M  2 d         … .     . . . .     . . . .     . . . .        M  n 1        M  n 2       … .      M  N d           



(5)




where    M  b e s t   ,   M     are the best and the solutions matrices.



MPA updates the solutions using the following phases.



	
Phase 1: Exploration phase (High-speed ratio): in this stage, it is assumed that the predator is slower than the prey. Such a stage is yielded throughout the first third of the iterations. Then, the prey uses the following mathematical relation to update its position.


   S i  =  R B  ×    M  b e s t   −  R B  ×  M i    , i = 1 , 2 , … N  



(6)






   M i  =  M i  + P · R ×  S i   



(7)




where R ϵ [0, 1] is a vector formed from random numbers, P = 0:5. RB is the Brownian motion vector.



	
Phase 2: Transition phase (unity speed ratio): in this stage, the speed of the prey and predator is identical; therefore, it is implemented in the middle of the optimization process. In this stage, the predator and prey use the Brownian approach and levy flight approach, respectively, while updating their positions. The population is divided into two subgroups; the first one uses Equations (8) and (9) and the other section uses Equations (10) and (11) to modify the locations.


     S i  =  R L  ×    M  b e s t   −  R L  ×  M i    ,   i = 1 , 2 , … ,  N 2   



(8)






   M i  =  M i  + P · R ×  S i   



(9)




where RL is a randomly generated variable by the Levy distribution.


   S i  =  R B  ×    R B  ×  M  b e s t   −  M i    ,   i =   N + 1  2  , … , N    



(10)






     M i  =  M  b e s t   + P · C F ×  S i  ,   C F =     1 −  t   t  m a x         2  t   t  m a x        



(11)




where t and tmax denote the present and maximum no. of iterations, respectively.



	
Phase 3 Exploration phase (low-speed ratio): in this part, the predator moves faster than the prey to be able to catch it. This phase is yielded in the last third of iterations. Equation (12) shows the relation for the location modification:


   S i  =  R L  ×    R L  ×  M  b e s t   −  M i    ,   i = 1 , 2 , … , N  



(12)






   M i  =  M  b e s t   + P · C F ×  S i  ,   C F =     1 −  t   t  m a x         2  t   t  m a x        



(13)




Important points that Faramarzi et al. [36] have accounted for in the MPA are:



	
Eddy formation and the effect of fish aggregating devices (FADS): The eddy formation and FADS have an impact on the predator performance; therefore, the algorithm developer is considered while implementing the MPA. Their mathematical equation can be expressed as below:


   M i  =        M i  + C F      M  m i n   + R   ⊗   (  M  m a x   −  M  m i n     ]   ⊗   B          r 2  ≤ F A D s        M i  +   F A D s     1 − r   + r          M  r 1   −  M  r 2                          r 2  > F A D s        



(14)




where B is the binary solution. FAD = 0:2. r ϵ [0, 1]. r1 and r2 denote the random index of the prey.






Marine memory: A marine predator remembers its position everywhere its productivity in foraging is efficient. Accordingly, the MPAs developed considered this behavior while implementing this algorithm. Therefore, the MPA saves the previous optimal solution in memory for comparison with the new location of food. Based on the previous descriptions, the flowchart of the MPA can be depicted in Figure 6 as below:




5.2. Heterogeneous Marine Predators Algorithm Based PV Modeling


This section summarizes the strategies that are followed to enhance the motion of the search agents while discovering and exploiting the optimal solutions. The basic MPA used the number of iterations as a transition condition between exploration (phase 1), transition (phase 2) and exploitation (phase 3) phases, hence each phase does not have an adequate number of tries to discover the search area and converge to the best solutions. Therefore, in the enhanced MPA, this issue is solved by considering the exploration and transition phases as separate processes, where the candidates are divided into two subgroups, and each group is implemented for the same number of iterations. The first group (g1) can be implemented via Equations (6) and (7) while the second group (g2) is followed by Equations (8)–(11). The generated solutions of both g1 and g2 are combined; then a non-uniform mutation is applied to the solutions. In the last stage, Equations (12)–(14) are performed on the solutions. The non-uniform mutation is illustrated in Algorithm 1.





	Algorithm 1 Pseudo code of the non-uniform mutation



	1: for Each agent i (i = g1 + 1,…,n) do

2: for Each dimension j (j = 1,…,d) do

3: if rand < 0.1 then

4: a = rand1(1,D);    N  d x d     = diag(a);

5: if round (rand2) = 0 then

6:  Update the agent position according    U  i j   =  U  i j   +  N  d x d     U  B j  −  U  i j           1 −  t  M a x T      2   

7: else if round (rand3) = 1 then

8:  Update the particle position according     U  i j   =  U  i j   +  N  d x d      U  i j   − L  B j          1 −  t  M a x T      2   

9: end if

10: end if

11: end for

12: end for






The main steps of the heterogeneous marine predators’ algorithm (H-MPA) while identifying the triple diode parameters can be listed as below:




	
Step 1: Generally, the H-MPA starts with a set of random solutions as shown in Equation (15):


   M  i , j   = L  B j  +  r 1  ×   U  B j  − L  B j    , j = 1 , 2 , … d    



(15)




where   U  B j  ,    and    L  B j  ,   denote the upper and lower limits, respectively. For TDM, the d = 9.



	
Step 2: Calculate the initial objective function (  O b  j f   ). Next, build the    M  b e s t     matrix (top predator) and search agents’ matrix as in Equation (5).



	
Steps 3: For the total number of iterations, the search agents are split into two subgroups   g 1 =  1 3  N ,   g 2 =  2 3  N  . The first group follows Equations (6) and (7) while the second one follows Equations (8)–(11).



	
Step 4: The subgroups are combined, and the non-uniform mutation of Algorithm 1 is applied to the solutions.



	
Step 5: The solutions are modified using Equations (12) and (13)



	
Step 6: Evaluation of the new solutions and upgrade the top predator    M  b e s t    .



	
Step 7: The memory saving process then the FADs for each predator of Equation (14) are applied.



	
Step 8: Repetition of the previous steps until the maximum number of iterations is met.










6. Results and Discussions


In this part, the parameters of the triple diode model are identified based on the proposed H-MPA using several measured datasets for the dye-sensitized solar dye module with 22 cells in series at different levels of irradiation and temperature, as reported in Table 2. For evaluating the H-MPA performance, numerous recently registered meta-heuristic algorithms in the literature are implemented using the same population size (50) and the number of iterations (500). The performed algorithms include slime mold algorithm (SMA), transient search optimization (TSO) algorithm, manta-ray foraging optimization (MRFO) algorithm, forensic-based investigation (FBI), equilibrium optimizer (EO), and artificial ecosystem optimizer (AEO). For unbiased analysis, 30 independent runs were used to implement all the algorithms. Finally, several statistical analyses and non-parametric tests of the Wilcoxon rank test and Friedman rank test are performed to justify the performance of the proposed optimizer. The upper and lower boundaries of the triple diode model parameters are adjusted as LB = [1, 1, 1, 0.001, 10, 1 × 10−12, 1 × 10−12, 1 × 10−12, 0] and UB = [2, 2, 2, 100, 10,000, 1 × 10−6, 1 × 10−6, 1 × 10−6, 0.5] for vector of unknown parameters [   a 1  ,  a 2  ,  a 3  ,  R s  ,  R p  ,  I  01   ,  I  02   ,  I  03   ,  I  p v    ]. A MATLAB environment is used to perform both simulation and analysis.



The identified parameters by the proposed algorithm (H-MPA) and the other counterparts for the six studied cases are presented in Table 3 with the corresponding fitness function (RMSE). Regarding the tabulated results in Table 3, the proposed H-MPA succeeded in extracting the optimal parameters of the dye-sensitized solar TDM circuit with the best RMSE of 1 × 10−4, 2 × 10−4, 2.99 × 10−4, 9.57 × 10−4, 9.22 × 10−4, and 1.45 × 10−3 for the studied cases, respectively. On the other hand, the MRFO comes in the last rank achieving the worst errors of 9.396 × 10−3, 8.61 × 10−3, 2.78 × 10−2, 3.45 × 10−3, and 3.99 × 10−2 for cases 1, 3, 4, 5, and 6, respectively, while in case 2 EO comes in the last rank achieving error of 2.21 × 10−4 case 2.



It can be said that the proposed H-MPA outperformed the others in all studied cases, achieving the best RMSE; this means it succeeded in constructing a reliable model that converges with the real one.



Table 4 displays the results of a set of statistical analyses, including minimum, maximum, mean, and median values of the RMSE throughout a group of independent runs beside the standard deviation (STD) and non-parametric test-based Wilcoxon sign-rank test and non-hypothesis test. Regarding the statistical analysis for case 1 given in Table 4, one can see that the proposed H-MPA achieved the best performance with the lowest variance and STD of 8.57 × 10−21 and 9 × 10−11. respectively. However, in that case, the TSO comes in the last rank with values of 8.66 × 10−6 and 0.002943 for STD and variance, respectively. By inspecting the reported data and the values of RMSE, one can detect that the H-MPA has remarkable performance in providing more accurate and consistent results than the other counterparts in all studied cases. The STDs obtained by H-MPA have values in a range of     10   − 11     to     10   − 4   .     In contrast, the MPA scored lower STD values. Furthermore, the resultant number of ranks where the H-MPA outperforms the other algorithm (R+) and the p-values of the Wilcoxon sign-rank test provides evidence of existing significant differences in favor of H-MPA in most of the studied cases. To justify the superiority of the proposed H-MPA statistically, the Friedman test was applied to illustrate the rank of the proposed optimizer versus the other competitors. The Friedman test reports the final rank of the optimizers over the six cases as 1, 4.3334, 7, 4.6667, 4, 3.3334, 3.66667 for the H-MPA, SMA, TSO, MRFO, FBI, EO and AEO, respectively. It is obvious that the H-MPA has the first rank while the closer optimizer for the H-MPA is EO with an average rank of 3.3334, accordingly, the H-MPA is the superior optimizer as indicated from Friedman’s ANOVA table in Table 5. The reported p-value for the chi-square statistic of Table 5 of 0.0004 reveals the significant difference between the MPA and other optimizers, statistically.



The acceleration convergence speed of the H-MPA is the second sector that should be studied. As a result, the mean convergence curves are plotted as shown in Figure 7 for H-MPA versus the other counterparts. The proposed optimizer has superior performance than the SMA, MRFO, TSO, FBI, EO, and AEO in converging for highly qualified solutions in a smooth acceleration response.



Based on the previous discussions, the H-MPA proves its efficiency; therefore, the current-voltage relationship (I-V) and power-voltage relationship (P-V) curves based on the estimated parameters by H-MPA are depicted in Figure 8. The curves reveal a good fitting for the experimental datasets; however, it includes several outlays.



The obtained results and the statistical analyses conducted in this work confirmed the competence of the proposed H-MPA in achieving a reliable and efficient TDM model for dye-sensitized solar cells operated under different conditions.




7. Conclusions


In this study, a heterogeneous marine predators algorithm was applied to determine the nine unknown parameters model of dye-sensitized solar cells based on the triple-diode model. Six experimental datasets have been considered during the identification process. A set of statistical analyses, including minimum, maximum, mean, and median values of the RMSE throughout a group of independent runs, in addition to the standard deviation and non-parametric test-based Wilcoxon sign-rank test and non-hypothesis test, were used to evaluate the H-MPA. The results were compared with slime mold optimizer (SMA), Transient search optimizer (TSO), Manta-Ray Foraging Optimization algorithm (MRFO), Forensic-Based Investigation (FBI), Equilibrium optimizer (EO) and Artificial ecosystem-based optimization (AEO). The comparison of results demonstrated the superiority of the H-MPA based-strategy in identifying the unknown parameters of the triple-diode model of dye-sensitized solar cells. The Friedman test was applied to illustrate the rank of the proposed optimizer versus the other competitors. The Friedman test reports the final rank of the optimizers over the six cases as 1, 4.3334, 7, 4.6667, 4, 3.3334, 3.66667 for H-MPA, SMA, TSO, MRFO, FBI, EO and AEO, respectively. It is obvious that the H-MPA has the first rank while the closer optimizer for the H-MPA is EO with an average rank of 3.3334, accordingly the H-MPA is the superior optimizer as indicated in Friedman’s ANOVA test. The reported p-value for the chi-square statistic of 0.0004 reveals the significant difference between the MPA and other optimizers statistically.
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Figure 1. DSSC structure: FTO/TiO2/Dye/Electrolyte/Pt/FTO (FTO: fluorine-doped tin oxide on glass). 
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Figure 2. The flow chart of the planned research. 
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Figure 3. Electrical circuit of TDM. 
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Figure 4. Experimental setup of the dye-sensitized panel characteristics determination. 
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Figure 5. Experimental characteristic (a) I–V curves of the DSSCs panel in the sunlight.and (b) I–V curves of the DSSCs panel in the sunlight. 
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Figure 6. Flowchart of MPA algorithm. 






Figure 6. Flowchart of MPA algorithm.



[image: Mathematics 10 03143 g006]







[image: Mathematics 10 03143 g007a 550][image: Mathematics 10 03143 g007b 550] 





Figure 7. The mean convergence curve by the proposed H-MPA, and the other counterparts for the implemented cases. 
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Figure 8. The characteristics of the DSSCs module under different environmental conditions (a) I-V relationships, and (b) P-V relationships. 
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Table 1. PV characteristics of the dye-sensitized panel in the sunlight.
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	Isc (A)
	Voc (V)
	FF
	I × Vmax (W)
	PCE (%)
	Radiation (sun)
	Temperature (°C)
	Humidity
	Time





	0.108
	15.947
	0.624
	1.074
	1.432
	0.75
	17.2
	63%
	11



	0.113
	15.630
	0.575
	1.016
	1.563
	0.65
	18
	64%
	12



	0.094
	15.823
	0.623
	0.927
	1.749
	0.53
	16.5
	71%
	13



	0.017
	14.800
	0.684
	0.172
	1.147
	0.15
	16
	80%
	14



	0.012
	14.653
	0.700
	0.123
	1.025
	0.12
	16
	80%
	15



	0.006
	14.140
	0.637
	0.054
	0.600
	0.09
	16
	77%
	16
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Table 2. The considered cases throughout the analysis.
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Cases

	
Dye Module 22 Cells




	
Case 1

	
Case 2

	
Case 3

	
Case 4

	
Case 5

	
Case 6






	
Operating condition

	
   0.09 S u n ,   

   16   ° C   

	
   0.12 S u n ,   

   16   ° C   

	
   0.15 S u n ,   

   16   ° C   

	
   0.53 S u n ,   

   16.5   ° C   

	
   0.65 S u n ,   

   18   ° C   

	
   0.75 S u n ,   

   17.2   ° C   




	
Data length

	
580

	
601

	
607

	
648

	
641

	
653
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Table 3. The estimated parameters for the studied cases with the related fitness function.
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Alg

	
     a 1       

	
     a 2     

	
     a 3     

	
     R s     

	
     R p     

	
     I  o 1      

	
     I  o 2      

	
     I  o 3      

	
     I  p v      

	
    R M S E    






	
Case 1




	
H-MPA

	
2

	
1.312906

	
2

	
0.001

	
9331.853

	
1.00 × 10−12

	
1.00 × 10−12

	
1.00 × 10−12

	
0.006034

	
1.11 × 10−4




	
SMA

	
1.87371

	
1.312969

	
2

	
0.001

	
9357.868

	
1.01 × 10−12

	
1.00 × 10−12

	
1.07 × 10−12

	
0.006031

	
1.12 × 10−4




	
TSO

	
2

	
2

	
2

	
100

	
1055.108

	
1.74 × 10−9

	
1.08 × 10−7

	
2.79 × 10−9

	
0.018149

	
1.15 × 10−4




	
MRFO

	
1.95613

	
1.317048

	
1.972676

	
3.101047

	
9585.56

	
4.23 × 10−12

	
1.04 × 10−12

	
2.61 × 10−11

	
0.006018

	
9.39 × 10−3




	
FBI

	
1.98657

	
1.788469

	
1.316744

	
0.640291

	
8981.432

	
8.34 × 10−12

	
9.53 × 10−12

	
1.04 × 10−12

	
0.006082

	
1.16 × 10−4




	
EO

	
2

	
2

	
1.312906

	
0.001

	
9331.863

	
1.00 × 10−12

	
1.00 × 10−12

	
1.00 × 10−12

	
0.006034

	
1.12 × 10−4




	
AEO

	
1.9928

	
1.794201

	
1.312701

	
0.024604

	
9401.73

	
1.42 × 10−12

	
1.02 × 10−12

	
1.00 × 10−12

	
0.006031

	
1.12 × 10−4




	
Case 2




	
H-MPA

	
2

	
2

	
1.26301

	
0.001

	
5019.877

	
1.00 × 10−12

	
1.00 × 10−12

	
1.00 × 10−12

	
0.012704

	
2.00 × 10−4




	
SMA

	
1.83376

	
1.262949

	
1.999999

	
0.001388

	
5012.791

	
1.00 × 10−12

	
1.00 × 10−12

	
1.00 × 10−12

	
0.01271

	
2.01 × 10−4




	
TSO

	
2

	
2

	
2

	
100

	
10000

	
1.19 × 10−12

	
1.19 × 10−12

	
1.19 × 10−12

	
0

	
2.13 × 10−4




	
MRFO

	
1.73744

	
1.267442

	
1.748563

	
1.109173

	
5412.81

	
1.38 × 10−11

	
1.05 × 10−12

	
1.20 × 10−12

	
0.012577

	
1.15 × 10−2




	
FBI

	
1.96425

	
1.274629

	
1.865305

	
0.00166

	
5318.889

	
8.76 × 10−12

	
1.24 × 10−12

	
5.47 × 10−12

	
0.01262

	
2.07 × 10−4




	
EO

	
1.26301

	
2

	
2

	
0.001

	
5019.871

	
1.00 × 10−12

	
1.00 × 10−12

	
1.00 × 10−12

	
0.012704

	
2.21 × 10−4




	
AEO

	
1.26503

	
1.998716

	
1.999982

	
0.002194

	
5020.296

	
1.04 × 10−12

	
1.70 × 10−12

	
2.98

	
0.012704

	
2.01 × 10−4




	
Case 3




	
H-MPA

	
1.24480

	
2

	
2

	
3.700106

	
3528.718

	
1.00 × 10−12

	
1.00 × 10−12

	
1.00 × 10−12

	
0.017597

	
2.99 × 10−4




	
SMA

	
1.76675

	
1.640477

	
1.244831

	
3.495255

	
3570.569

	
1.00 × 10−12

	
1.04 × 10−12

	
1.00 × 10−12

	
0.017574

	
3.10 × 10−4




	
TSO

	
2

	
2

	
2

	
100

	
10000

	
3.91 × 10−8

	
2.32 × 10−8

	
2.20 × 10−8

	
0.017237

	
3.26 × 10−4




	
MRFO

	
1.83011

	
1.365374

	
1.856156

	
0.539077

	
3702.036

	
1.28 × 10−11

	
7.64 × 10−12

	
1.97 × 10−11

	
0.01751

	
8.61 × 10−3




	
FBI

	
1.30427

	
1.985198

	
1.817253

	
2.009648

	
3630.261

	
2.86 × 10−12

	
1.70 × 10−11

	
4.81 × 10−12

	
0.0176

	
3.17 × 10−4




	
EO

	
2

	
2

	
1.244805

	
3.699138

	
3528.718

	
1.00 × 10−12

	
1.00 × 10−12

	
1.00 × 10−12

	
0.017597

	
3.00 × 10−4




	
AEO

	
1.24705

	
1.622492

	
1.880856

	
2.547788

	
3517.038

	
1.02 × 10−12

	
5.32 × 10−12

	
1.10 × 10−12

	
0.017598

	
3.02 × 10−4




	
Case 4




	
H-MPA

	
1.99986

	
2

	
1.146347

	
25.94871

	
970.0795

	
1.00 × 10−12

	
1.00 × 10−12

	
1.00 × 10−12

	
0.095557

	
9.57 × 10−4




	
SMA

	
1.70210

	
1.979539

	
1.15372

	
26.1502

	
943.5553

	
1.01 × 10−12

	
6.78 × 10−11

	
1.15 × 10−12

	
0.0959

	
9.72 × 10−4




	
TSO

	
2

	
2

	
2

	
100

	
55.45626

	
8.01 × 10−8

	
2.21 × 10−8

	
9.95 × 10−9

	
0.5

	
1.07 × 10−4




	
MRFO

	
1.84053

	
1.387589

	
1.892043

	
22.60254

	
1018.001

	
1.45 × 10−11

	
8.11 × 10−11

	
3.28 × 10−11

	
0.09495

	
2.78 × 10−4




	
FBI

	
1.98376

	
1.248233

	
1.958628

	
25.04409

	
1103.465

	
1.25 × 10−9

	
7.50 × 10−12

	
4.58 × 10−10

	
0.094746

	
1.06 × 10−3




	
EO

	
1.99722

	
1.999692

	
1.146347

	
25.95048

	
970.391

	
1.00 × 10−12

	
1.05 × 10−12

	
1.00 × 10−12

	
0.095554

	
9.68 × 10−4




	
AEO

	
1.16281

	
1.858254

	
1.663483

	
25.45343

	
973.0291

	
1.43 × 10−12

	
7.09 × 10−12

	
2.40 × 10−11

	
0.095502

	
9.68 × 10−4




	
Case 5




	
H-MPA

	
1.99999

	
1.999558

	
1.143375

	
28.58851

	
612.1623

	
1.00 × 10−12

	
1.00 × 10−12

	
1.00 × 10−12

	
0.118766

	
9.22 × 10−4




	
SMA

	
1.39923

	
1.145091

	
1.777844

	
29.4859

	
684.2879

	
1.00 × 10−12

	
1.00 × 10−12

	
7.27 × 10−12

	
0.1175

	
1.02 × 10−3




	
TSO

	
1.19353

	
1.193531

	
1.193531

	
28.71537

	
3369.432

	
1.16 × 10−12

	
1.16 × 10−12

	
1.16 × 10−12

	
0.107205

	
1.05 × 10−3




	
MRFO

	
1.72139

	
1.728965

	
1.345923

	
25.97808

	
618.1347

	
3.61 × 10−11

	
8.41 × 10−11

	
4.53 × 10−11

	
0.118412

	
3.45 × 10−3




	
FBI

	
1.93853

	
1.356867

	
1.943156

	
26.04019

	
634.2831

	
1.17 × 10−11

	
5.49 × 10−11

	
4.70 × 10−12

	
0.117975

	
1.04 × 10−3




	
EO

	
1.99991

	
1.999998

	
1.143387

	
28.59711

	
612.6716

	
1.00 × 10−12

	
1.00 × 10−12

	
1.00 × 10−12

	
0.118756

	
9.23 × 10−4




	
AEO

	
1.22356

	
1.988529

	
1.984162

	
27.73371

	
630.2098

	
5.19 × 10−12

	
4.66 × 10−10

	
1.24 × 10−10

	
0.118291

	
9.71 × 10−4




	
Case 6




	
H-MPA

	
1.99999

	
1.999984

	
1.146699

	
21.38051

	
720.4836

	
1.01 × 10−12

	
1.00 × 10−12

	
1.00 × 10−12

	
0.110508

	
1.45 × 10−3




	
SMA

	
1.37834

	
1.982046

	
1.147096

	
21.21725

	
736.0237

	
1.01 × 10−12

	
1.00 × 10−12

	
1.01 × 10−12

	
0.110187

	
1.46 × 10−3




	
TSO

	
2

	
2

	
2

	
42.57457

	
10,000

	
5.41 × 10−8

	
2.22 × 10−7

	
3.92 × 10−7

	
0.115355

	
1.58 × 10−3




	
MRFO

	
1.79514

	
1.499348

	
1.307265

	
19.26484

	
728.8479

	
4.00 × 10−11

	
1.01 × 10−11

	
2.21 × 10−11

	
0.110253

	
3.99 × 10−2




	
FBI

	
1.97615

	
1.338705

	
1.958092

	
18.7042

	
755.9954

	
1.43 × 10−10

	
3.82 × 10−11

	
2.78 × 10−10

	
0.109742

	
1.61 × 10−3




	
EO

	
1.99735

	
1.999897

	
1.146704

	
21.38888

	
721.4573

	
1.00 × 10−12

	
1.00 × 10−12

	
1.00 × 10−12

	
0.110493

	
1.46 × 10−3




	
AEO

	
1.57109

	
1.183908

	
1.726226

	
21.23674

	
776.0867

	
2.61 × 10−12

	
2.24 × 10−12

	
2.23 × 10−12

	
0.109669

	
1.51 × 10−3
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Table 4. The statistical analyses and non-parametric tests for H-MPA versus other counterparts.
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Alg

	
Best

	
Mean

	
Max

	
Median

	
Variance

	
STD

	
R+

	
R-

	
p-Value

	
H






	
Case 1




	
H-MPA

	
1.11 × 10−4

	
1.11 × 10−4

	
0.000111

	
0.000111

	
8.57 × 10−2

	
9.26 × 10−11

	
-

	
-

	
-

	
-




	
SMA

	
1.12 × 10−4

	
1.13 × 10−4

	
0.000142

	
0.000111

	
3.36 × 10−11

	
5.80 × 10−6

	
465

	
0

	
1.73 × 10−6

	
1




	
TSO

	
1.15 × 10−4

	
1.96 × 10−2

	
0.026109

	
0.020136

	
8.66 × 10−6

	
0.002943

	
465

	
0

	
1.73 × 10−6

	
1




	
MRFO

	
9.39 × 10−3

	
1.3 × 10−4

	
0.000147

	
0.00013

	
9.07 × 10−11

	
9.52 × 10−6

	
465

	
0

	
1.73 × 10−6

	
1




	
FBI

	
1.16 × 10−4

	
1.41 × 10−4

	
0.000212

	
0.000137

	
3.26 × 10−10

	
1.81 × 10−5

	
465

	
0

	
1.73 × 10−6

	
1




	
EO

	
1.12 × 10−4

	
6.79 × 10−4

	
0.005789

	
0.000111

	
3.00 × 10−6

	
0.001733

	
461

	
4

	
0.070356

	
1




	
AEO

	
1.12 × 10−4

	
1.24 × 10−4

	
0.000159

	
0.000116

	
2.57 × 10−10

	
1.60 × 10−5

	
465

	
0

	
1.73 × 10−6

	
1




	
Case 2




	
H-MPA

	
2.00 × 10−4

	
2.00 × 10−4

	
0.000201

	
0.000201

	
1.29 × 10−22

	
1.14 × 10−11

	
-

	
-

	
-

	
-




	
SMA

	
2.01 × 10−4

	
2.12 × 10−4

	
0.000389

	
0.000203

	
1.16 × 10−9

	
3.41 × 10−5

	
465

	
0

	
1.73 × 10−6

	
1




	
TSO

	
2.13 × 10−4

	
2.17 × 10−2

	
0.034909

	
0.022248

	
1.90 × 10−5

	
0.004362

	
465

	
0

	
1.73 × 10−6

	
1




	
MRFO

	
1.15 × 10−4

	
2.53 × 10−4

	
0.000312

	
0.000253

	
4.63 × 10−10

	
2.15 × 10−5

	
465

	
0

	
1.73 × 10−6

	
1




	
FBI

	
2.07 × 10−4

	
2.59 × 10−4

	
0.000307

	
0.000259

	
6.71 × 10−10

	
2.59 × 10−5

	
465

	
0

	
1.73 × 10−6

	
1




	
EO

	
2.21 × 10−4

	
2.22 × 10−4

	
0.000228

	
0.000201

	
2.16 × 10−12

	
1.47 × 10−6

	
366

	
99

	
0.006035

	
1




	
AEO

	
2.01 × 10−4

	
2.42 × 10−4

	
0.000337

	
0.000228

	
1.38 × 10−9

	
3.71 × 10−5

	
465

	
0

	
1.73 × 10−6

	
1




	
Case 3




	
H-MPA

	
2.99 × 10−4

	
0.000299

	
0.000299

	
0.000299

	
2.00 × 10−19

	
4.47 × 10−10

	
-

	
-

	
-

	
-




	
SMA

	
3.10 × 10−4

	
0.000317

	
0.000446

	
0.000306

	
8.83 × 10−10

	
2.97 × 10−5

	
465

	
0

	
1.73 × 10−6

	
1




	
TSO

	
3.26 × 10−4

	
0.021849

	
0.029763

	
0.02298

	
1.79 × 10−5

	
0.004235

	
465

	
0

	
1.73 × 10−6

	
1




	
MRFO

	
8.61 × 10−4

	
0.000367

	
0.000413

	
0.000365

	
6.72 × 10−10

	
2.59 × 10−5

	
465

	
0

	
1.73 × 10−6

	
1




	
FBI

	
3.17 × 10−4

	
0.000379

	
0.000517

	
0.00038

	
1.59 × 10−9

	
3.98 × 10−5

	
465

	
0

	
1.73 × 10−6

	
1




	
EO

	
3.00 × 10−4

	
0.000302

	
0.000309

	
0.000302

	
8.08 × 10−12

	
2.84 × 10−6

	
415

	
50

	
0.000174

	
1




	
AEO

	
3.02 × 10−4

	
0.000342

	
0.000419

	
0.000338

	
1.01 × 10−9

	
3.18 × 10−5

	
465

	
0

	
1.73 × 10−6

	
1




	
Case 4




	
H-MPA

	
9.57 × 10−4

	
0.001066

	
0.001377

	
0.001004

	
1.90 × 10−8

	
0.000138

	
-

	
-

	
-

	
-




	
SMA

	
9.72 × 10−4

	
0.001497

	
0.00267

	
0.0014

	
2.45 × 10−7

	
0.000495

	
423

	
42

	
8.92 × 10−5

	
1




	
TSO

	
1.07 × 10−4

	
0.041922

	
0.046378

	
0.042826

	
1.78 × 10−5

	
0.004214

	
465

	
0

	
1.73 × 10−6

	
1




	
MRFO

	
2.78 × 10−2

	
0.001238

	
0.001336

	
0.001237

	
4.08 × 10−9

	
6.39 × 10−5

	
418

	
47

	
0.000136

	
1




	
FBI

	
1.06 × 10−3

	
0.001145

	
0.001284

	
0.00113

	
2.76 × 10−9

	
5.26 × 10−5

	
350

	
115

	
0.015658

	
1




	
EO

	
9.68 × 10−4

	
0.001162

	
0.001382

	
0.001194

	
2.48 × 10−8

	
0.000157

	
347

	
118

	
0.018519

	
1




	
AEO

	
9.68 × 10−4

	
0.00124

	
0.002255

	
0.001214

	
5.15 × 10−8

	
0.000227

	
402

	
63

	
0.00049

	
1




	
Case 5




	
H-MPA

	
9.22 × 10−4

	
0.001162

	
0.001441

	
0.001239

	
3.48 × 10−8

	
0.000187

	
-

	
-

	
-

	
-




	
SMA

	
1.02 × 10−3

	
0.003313

	
0.006351

	
0.002498

	
4.47 × 10−6

	
0.002115

	
452

	
13

	
6.34 × 10−6

	
1




	
TSO

	
1.05 × 10−3

	
0.04312

	
0.051199

	
0.047975

	
0.000179

	
0.013374

	
465

	
0

	
1.73 × 10−6

	
1




	
MRFO

	
3.45 × 10−3

	
0.003131

	
0.00565

	
0.001355

	
4.32 × 10−6

	
0.002078

	
424

	
41

	
8.19 × 10−5

	
1




	
FBI

	
1.04 × 10−3

	
0.001169

	
0.001306

	
0.001171

	
4.42 × 10−9

	
6.65 × 10−5

	
250

	
215

	
0.718888

	
0




	
EO

	
9.23 × 10−4

	
0.001496

	
0.005333

	
0.001355

	
7.21 × 10−7

	
0.000849

	
362

	
103

	
0.007731

	
1




	
AEO

	
9.71 × 10−4

	
0.002163

	
0.005479

	
0.001261

	
3.28 × 10−6

	
0.001811

	
305

	
160

	
0.135908

	
0




	
Case 6




	
H-MPA

	
1.45 × 10−3

	
0.001537

	
0.001951

	
0.001458

	
2.02 × 10−8

	
0.000142

	
-

	
-

	
-

	
-




	
SMA

	
1.46 × 10−3

	
0.003149

	
0.006141

	
0.002068

	
3.88 × 10−6

	
0.001971

	
448

	
17

	
9.32 × 10−6

	
1




	
TSO

	
1.58 × 10−3

	
0.047476

	
0.052469

	
0.048544

	
1.36 × 10−5

	
0.003687

	
465

	
0

	
1.73 × 10−6

	
1




	
MRFO

	
3.99 × 10−2

	
0.002419

	
0.006065

	
0.001868

	
1.69 × 10−6

	
0.001301

	
462

	
3

	
2.35 × 10−6

	
1




	
FBI

	
1.61 × 10−3

	
0.001725

	
0.001889

	
0.001715

	
5.12 × 10−9

	
7.16 × 10−5

	
445

	
20

	
1.24 × 10−5

	
1




	
EO

	
1.46 × 10−3

	
0.002337

	
0.006045

	
0.001806

	
2.35 × 10−6

	
0.001534

	
411

	
54

	
0.000241

	
1




	
AEO

	
1.51 × 10−3

	
0.001702

	
0.002033

	
0.001695

	
1.61 × 10−8

	
0.000127

	
407

	
58

	
0.000332

	
1
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Table 5. Friedman’s ANOVA table.






Table 5. Friedman’s ANOVA table.





	Source  SS    df    MS    Chi-sq    Prob>Chi-sq



	Columns 114.667   6    19.1111  24.57     0.0004



	Error  53.333   30    1.7778



	Total  168    41
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