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Abstract

:

Vehicular ad hoc networks (VANETs) create an advanced framework to support the intelligent transportation system and increase road safety by managing traffic flow and avoiding accidents. These networks have specific characteristics, including the high mobility of vehicles, dynamic topology, and frequent link failures. For this reason, providing an efficient and stable routing approach for VANET is a challenging issue. Reinforcement learning (RL) can solve the various challenges and issues of vehicular ad hoc networks, including routing. Most of the existing reinforcement learning-based routing methods are incompatible with the dynamic network environment and cannot prevent congestion in the network. Network congestion can be controlled by managing traffic flow. For this purpose, roadside units (RSUs) must monitor the road status to be informed about traffic conditions. In this paper, an intersection-based routing method using Q-learning (IRQ) is presented for VANETs. IRQ uses both global and local views in the routing process. For this reason, a dissemination mechanism of traffic information is introduced to create these global and local views. According to the global view, a Q-learning-based routing technique is designed for discovering the best routes between intersections. The central server continuously evaluates the created paths between intersections to penalize road segments with high congestion and improve the packet delivery rate. Finally, IRQ uses a greedy strategy based on a local view to find the best next-hop node in each road segment. NS2 software is used for analyzing the performance of the proposed routing approach. Then, IRQ is compared with three methods, including IV2XQ, QGrid, and GPSR. The simulation results demonstrate that IRQ has an acceptable performance in terms of packet delivery rate and delay. However, its communication overhead is higher than IV2XQ.
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1. Introduction


Intelligent transportation system (ITS) plays an important role in improving modern life in a digital world. In 2017, the global demand for connected vehicles reached 63,026 million dollars, and an annual growth rate of almost 17.1% is expected for this demand in 2018–2025 to reach 225,158 million dollars in 2025 [1]. ITS can provide comprehensive and innovative services to improve traffic management in the future. This system builds smart vehicles through wireless communication technology [2,3]. Vehicles, along with road infrastructure, make a new wireless network known as vehicular ad hoc network (VANET) [4,5]. The initial purpose of this network was drivers’ safety and comfort in vehicular environments [6,7,8]. However, this view is slowly changing because the network is now used as an infrastructure for the intelligent transportation system and supports vehicles and any activity that require Internet in the smart city ecosystem. VANET is a subset of the mobile ad hoc network (MANET) [9,10]. It uses wireless technology for providing communication links between vehicles and fixed road infrastructures. In VANET, communications are classified into two groups, including vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I). In V2V communications, each vehicle exchanges traffic information such as road status, accidents, intention to rotate with neighboring vehicles. On the other hand, in V2I communications, the trusted authority (TA) shares road information through a graphical user interface and helps drivers to make an informed decision under special conditions to prevent accidents [1,11]. Figure 1 shows a vehicular ad hoc network.



VANETs have special features such as high-speed vehicles, dynamic topology, and scalability in terms of the number of nodes [11,12]. In the data transmission process, there are two main challenging issues: (1) Short connection time of the nodes and (2) frequent link failures. For this reason, considering low delay when transmitting messages and forming reliable communications are important factors in the data transfer process for VANETs. Given the specific features of these networks, it is very challenging to provide an efficient and stable routing protocol for ITS [13,14]. Therefore, the routing protocols presented for other wireless networks should be suitable for the vehicular ad hoc network. Over the past decade, many researchers have tried to enhance the performance of routing protocols in VANET. Various types of routing techniques in vehicular ad hoc networks include topology-based routing protocols [14,15], position-based routing protocols [14,15], geographic routing protocols [16,17], and hybrid routing protocols [16,17]. In recent years, many researchers have tried to solve the challenges of these networks [18,19,20]. They have used machine learning (ML) techniques to learn the routing process in VANETs adaptively and autonomously [21,22]. Reinforcement learning (RL) is the most common machine learning algorithm, which has a significant contribution to the deployment of the routing algorithms in VANETs [23]. This algorithm is popular because it uses a trial and error technique when designing protocols. In a reinforcement learning-based routing method, the agent explores the network environment by taking appropriate actions to achieve an optimized routing policy for the system [24,25,26]. For this purpose, the agent finds the best route between each source-destination pair based on the optimization criteria. Usually, this process uses local information about nodes to decide on routes, which result in low energy consumption and better network connectivity. However, the agent needs to identify the whole system in order to achieve an optimal routing technique.



In this paper, we present an Intersection-based Routing method using Q-learning (IRQ) for vehicular ad hoc networks. IRQ considers two global and local views in the routing process. The central server must create the global view because vehicles exhibit specific movement patterns every day, for example, during regular visits to certain places and relatively stable vehicle density in various areas. Moreover, buses and taxis travel predictable and certain paths in urban areas. The global view gives us a general picture of traffic on urban roads. We use this view in our routing process. According to this view, a Q-learning-based routing technique is designed to predict the best routes between intersections. In addition, IRQ utilizes a local view to design a greedy strategy on each road segment to find the best next-hop node. The local view includes information about the vehicle status, including location, distance, connection time, and delay for all available vehicles in that road segment. Therefore, our contributions include the following points:




	
IRQ presents a dissemination mechanism of traffic status information to provide both global and local views in the network. The purpose of this mechanism is to update traffic information constantly and inform the network server relative to traffic status in the network at any moment. According to this mechanism, beacon messages are periodically disseminated on the network and sent to the central server by roadside units (RSUs). This information is stored in the central server. IRQ utilizes this information in the global view-based routing process and the local view-based routing process.



	
In IRQ, the central server executes a global view-based routing algorithm to calculate various paths between different intersections based on the traffic status information. In this process, the agent (central server) trains a Q-table based on traffic status information such as node density, connection time, and delay in road segments. In this method, Q-value indicates how much is each intersection suitable for sending data packets to the destination. Furthermore, the central server constantly evaluates the created paths to penalize paths with high congestion and improves the packet delivery rate properly.



	
In IRQ, each vehicle uses a local view-based routing algorithm to find the best route in any road segment. This method applies a greedy routing technique to reach the destination.








The rest of the paper is as follows: Section 2 presents the related works. In Section 3, the Q-learning algorithm is described because the proposed method utilizes this learning technique in the routing process. Section 4 expresses the network model used in the proposed routing approach. In Section 5, we introduce the intersection-based routing method using Q-learning (IRQ) for vehicular ad hoc networks. In Section 6, the proposed method is implemented to evaluate its performance in terms of packet delivery rate, end-to-end delay, hop count, and routing overhead. Finally, Section 7 concludes the paper.




2. Related Works


Ji et al. [27] have suggested a reinforcement learning-based hybrid routing protocol (RHR) in VANET. It refreshes routing information using the RL algorithm. Additionally, RHR is not dependent on one route and uses multiple routes. It utilizes a packet-carry-on feedback system to give a positive reward to the paths, which improve the packet transmission process, and penalizes the routes that require high control messages and suffer from packet loss. In RHR, the routing table is periodically refreshed according to information extracted from the received packets to select the optimal route from this table. To reduce the routing overhead, RHR utilizes a conditional routing approach. The routing overhead is high when the agent has to evaluate many states. Thus, RHR considers only a fixed number of states to reduce the routing overhead.



Saravanan et al. [28] have presented the VANET routing protocol using deep reinforcement learning (VRDRT). This approach utilizes deep reinforcement learning (DRL) to calculate the movement pattern of vehicles in the road segments. In VRDRT, the authors’ argument is that a routing algorithm must predict road segments with the highest density to decrease the store-carry-forward (SCF) mechanism. Thus, it applies DRL to forecast road traffic status at a certain time. In this routing approach, each roadside unit (RSU) is responsible for collecting and storing traffic information about vehicles in each road segment to forecast road traffic using DRL. In VRDRT, DRL calculates delay and the destination location. VRDRT uses a clustering process to divide roads into several clusters. In the clustering process, the density of vehicles is considered. This parameter is calculated based on the ratio of the number of vehicles available in each road segment to the total number of vehicles in the network. VRDRT consists of two phases: Routing selection and route creation. The task of the first phase is to search for the optimal path from discovered paths. Moreover, the task of the second phase is to find various paths. Both phases utilize DRL to achieve the desired result. The DRL agent selects the best path based on previous experiences. As a result, this method is regarded as a supervised learning scheme.



Wu et al. [29] have introduced the Q-learning-based traffic-aware routing (QTAR) protocol in VANETs. This method utilizes geographic routing strengths and successfully uses RSUs to forward packets to the desired vehicle. In QTAR, Q-learning is used in two modes: the data transmission between vehicles (or V2V routing mode) and the data transmission between RSUs (or R2R routing mode). In the V2V routing mode, data packets are considered as the agent, and vehicles are regarded as the state space. In the R2R routing mode, packets are also considered as the agent, and neighboring RSUs indicate the state space. In QTAR, there are two Hello packets, namely HelloV2V and HelloR2R, which are used for V2V and R2R routing modes, respectively. In this method, the authors consider two factors, namely the minimum end-to-end delay and high connection reliability, for determining Q-value in each state. QTAR assumes that each road segment is managed by an RSU. Furthermore, QTAR is an urban routing approach, which is dependent on road intersections.



Yang et al. [30] have proposed the heuristic Q-learning-based VANET routing (HQVR) protocol for vehicular ad hoc networks. This method calculates link reliability to select intermediate nodes based on this factor. HQVR is a decentralized algorithm so that the learning process is executed based on the information obtained from the exchanged beacon messages. HQVR ignores the road width when designing the routing process. Furthermore, the Q-learning algorithm in VANET depends on the beacon message rate, which mainly slows down convergence speed. HQVR utilizes a heuristic procedure to speed up the convergence speed in the learning algorithm. It determines the learning rate based on the link connection time. Note that the learning rate determines the convergence speed. HQVR applies a strategy to improve the route exploration process. In this strategy, the delay information is saved in packets. Thus, if a node finds out that the new route has less delay compared to the previous route, it updates the old route. Feedback messages travel various paths to reach the destination. Thus, the best route section process by the source node is flexible.



Wu et al. [31] have suggested the Q-learning-based VANET delay-tolerant routing protocol (QVDRP). It utilizes gateways to send packets from the source vehicle to the cloud server. QVDRP uses a position forecasting technique. Moreover, this method considers RSUs as gateways to connect with the servers. The purpose of QVDRP is to send the data generated by vehicles to RSUs. This method reduces delay and maximizes the packet delivery rate. In QVDRP, the network is the learning environment, and vehicles are the learning agents. In the learning process, the selection of the next-hop node is an action. Vehicles hold a Q-table for storing Q-values corresponding to nodes. Q-table must be updated by exchanging Hello messages periodically. If the transmitter vehicle is directly communicated with the destination, it will be rewarded. If a previous-hop node hears packets from a node before a threshold time, it obtains a discounted positive reward. Otherwise, Q-value is equal to 0.75. The collision probability forecasts the input and output directions in each road segment to reduce the duplicated packets.



Karp and Kung in [32] have presented the greedy perimeter stateless routing (GPSR) for ad hoc networks. In greedy schemes, vehicles use the information of single-hop neighboring nodes in the routing decisions to send data to the next-hop node closest to the destination. It is a geographic routing approach that utilizes both techniques, namely the greedy and perimeter forwarding. However, GPSR uses beacon messages to update the neighboring table. GPSR has low delay and acceptable routing overhead. However, GPSR does not consider parameters such as delay, the velocity of nodes, or the motion direction in the routing process. This has limited this method in VANETs.



Li et al. in [33] have offered the Q-learning and grid-based routing protocol (QGrid) for VANETs. In this approach, the network environment is partitioned into several grids. Then, Q-learning learns the features of traffic flow in these grids and chooses the optimal grid. Next, the greedy method and the second-order Markov chain prediction technique are used to select the relay node in this grid. QGrid has also addressed the packet delivery issue from the vehicle to a fixed destination. In the inter-gird routing process, this protocol always selects an optimal sequence of grids with the largest Q-values. However, if the number of packets increases in the network, this method does not offer any mechanism for controlling network congestion. Additionally, obstacles such as intersections and buildings may affect the data transmission process. However, QGrid ignores this issue. In this scheme, Q-table is designed using an off-line method and is fixed throughout the simulation process. This scheme does not consider load in the routing process.



Lou et al. [34] have proposed the intersection-based V2X routing via Q-learning (IV2XQ) for VANET. It is a hierarchical routing method. A Q-learning-based routing algorithm is designed at the intersection level. This algorithm uses historical traffic information to discover the network environment and select the best routes between intersections. In this learning process, road intersections are considered as the state space, and the road segments are regarded as the action space. This reduces the number of states in Q-learning algorithm and improves its convergence speed. Furthermore, a greedy strategy is used for selecting the next-hop node at road segments. It utilizes the position of vehicles in the road segments. In addition, in this method, RSUs are responsible for monitoring network status in a real-time manner to manage the network load and prevent congestion in the network. In IV2XQ, no control packet is exchanged to discover routes. This reduces routing overhead and improves delay. IV2XQ only uses historical traffic information to learn the network environment. However, relying on fresh information is essential to making correct routing decisions.



The advantages and disadvantages of the methods mentioned in this section are summarized in Table 1.




3. Basic Concepts


In this section, the Q-learning algorithm is briefly described because IRQ utilizes this learning technique to find the best route between intersections in the data transmission process in VANET. Reinforcement learning (RL) is an important and useful tool in machine learning (ML). It has two main components, namely the agent and environment. The agent is responsible for performing a set of actions (A) and continually interacting with the environment to explore it. The agent decides on an action based on the Markov decision process (MDP) to get an optimal solution for the desired problem [35,36]. MDP is a framework for modeling various decision issues, and can randomly manage this process. MDP is defined by four parameters   S , A , p , r  . S and A indicate the finite state and action sets, respectively. Furthermore, P represents the transition function, meaning that the current state (s) changes to the next state (  s   ′   ) after taking the action a. Moreover, r is the reward value given to the agent by the environment after taking the action   a t   in the state   s t   at the moment t. According to Figure 2, the agent searches for its current state (  s t  ) in the time t and performs the action   a t  . Based on the performed action and the current state, the learning environment allocates the reward r and the next state (  s  t + 1   ) to the agent. In the reinforcement learning process, the main purpose is to achieve the optimal policy ( π ) and receive the maximum reward from the environment [37]. In the long term, the agent seeks to maximize the expected discounted reward (  max    ∑  t = 0  T    δ  r t    s t  , π   s t       ), so that   δ ∈  0 , 1    is known as the discount factor. Discount factor indicates the importance of the reward and is the effort of the agent to discover the environment. The value of this factor is limited to   0 , 1  . When this value is close to one, the agent uses previous experiences more. However, when this value approaches zero, the agent only benefits from the latest reward. Based on the reward value, when the transition probabilities are determined, the Bellman equation called the Q-function is formed to perform the next action (  a  t + 1   ) using MDP. The Q-function is calculated based on Equation (1):


  Q   s t  ,  a t   =  1 − α  Q   s t  ,  a t   + α  r + δ  max Q   s  t + 1   ,  a t      



(1)







 α  is the learning rate and   0 < α ≤ 1  . This parameter determines the agent’s attention to new and old information. When  α  approaches close to zero, the agent does not pay attention to the new information in the learning process. In contrast, when this parameter approaches one, the agent only pays attention to the latest information and does not consider old information in the learning process.



Q-learning is a type of free model RL algorithm. The learning agent uses this algorithm for exploring the environment and learning the optimal strategy using a trial and error technique. In this algorithm, state-action pairs and Q-values are maintained in the Q-table. The purpose of this algorithm is to adjust the action selection strategy based on the reward received from the environment to maximize Q-value by selecting the best action in the future. Q-values are updated in each iteration using Equation (1). Then, the agent starts the exploitation process by taking actions that maximize Q-values. This policy is known as  ε -greedy. In this policy, the agent begins the exploration or exploitation process based on the probability value ( ε ) [38,39].




4. Network Model


In IRQ, the network includes several intersections that connect to each other through two-line road segments. The network supports two types of communication, namely vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I). There are three main entities in the network: central server, roadside units (RSUs), and vehicles. The network model is shown in Figure 3. Note that each component in the network, including road segments, intersections, central server, RSUs, and vehicles has a unique identification. In the following, each entity in the network is described in detail:




	
Central server: This server uses traffic status messages to achieve a global view of the whole network. This robust and high-energy node plays the agent role in the global view-based routing process to discover the VANET environment. The central server learns the best routing strategy between intersections by interacting with the network environment using the Q-learning algorithm. Finally, this node sends the Q-table to RSUs in the network.



	
Roadside units (RSUs): These entities are directly connected to the central server and are at intersections. These nodes are responsible for monitoring the network, sending traffic status messages to the central server, and controlling congestion on each road segment. Furthermore, RSUs are connected to the central server and periodically send traffic messages to it. In addition, each RSU is responsible for finding the best route from Q-table stored in its memory and sending data packets to the next intersection based on this route.



	
Vehicles: These entities periodically exchange beacon messages between themselves. The information obtained from this message is stored in the neighborhood table of each vehicle. Moreover, each vehicle is equipped with a positioning system to obtain its spatial and speed information at any moment. In each road segment, vehicles utilize a local view-based routing method to communicate with other vehicles in a multi-hop manner.
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Figure 3. Network model in the proposed method. 
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5. Proposed Method


In this section, we introduce the Intersection-based Routing method using Q-learning (IRQ) for vehicular ad hoc networks. The proposed method includes two views, namely global and local. The global view provides a general picture of traffic on the urban road segments for the network server. Whereas, the local view includes the status of vehicles, including position, speed, link lifetime time, and one-hop delay. IRQ includes three main phases described in the following subsections:




	
Dissemination mechanism of traffic status information;



	
Global view-based routing algorithm;



	
Local view-based routing algorithm.








5.1. Dissemination Mechanism of Traffic Information


In this section, the dissemination mechanism of traffic information is described. The purpose of this mechanism is that the proposed method can be compatible with the dynamic topology of VANET to create the global and local views of the network. Note that traffic status information is constantly updated so that the server is aware of the network status at any moment. According to this mechanism, each vehicle (such as   V i  ) periodically broadcasts a beacon message including its identification (  I  D  V i    ), road ID (  I  D R   , where, R indicates the desired road segment,   R = 1 , 2 , . . . , M  , and M is the total number of road segments on the network), information about its queue delay, its position    x  i  t  ,  y  i  t    and its speed    v  x , i  t  ,  v  y , i  t    for its neighboring nodes. After receiving this beacon message from neighbors,   V i   forms a neighborhood table (i.e.,   T a b l  e  n e i g h b o  r i     ) and records information about its neighbors (such as   V j  ). The format of   T a b l  e  n e i g h b o r     is presented in Table 2. As shown in this table, there are two new fields, namely connection time (  C  T  i , j  t   ) and delay (  D e l a  y  i , j    ) in   T a b l  e  n e i g h b o r    . These fields are explained in the following.



5.1.1. Calculating the Connection Time of Two Vehicles


In this section, we explain how to calculate the connection time (  C  T  i , j  t   ) between two vehicles   V i   and   V j  . IRQ uses this factor in the routing process to increase the stability of the formed path between source and destination. The connection time between these vehicles is obtained from Equation (2). This factor depends on two parameters, including the Euclidean distance and the relative velocity of   V j   with regard to   V i  . Moreover, Equation (2) considers   Δ  θ  i j    , which is the movement direction of   V j   relative to   V i  .


  C  T  i j   =         R  c o m   +       x  i  t  −  x  j  t    2  +     y  i  t  −  y  j  t    2       v  i  t  −  v  j  t    ,     0 ≤ Δ  θ  i j   ≤  π 3   and   v i  ≥  v j           R  c o m   −       x  i  t  −  x  j  t    2  +     y  i  t  −  y  j  t    2       v  i  t  −  v  j  t    ,     0 ≤ Δ  θ  i j   ≤  π 3   and   v i  <  v j           R  c o m   +       x  i  t  −  x  j  t    2  +     y  i  t  −  y  j  t    2       v  i  t  +  v  j  t    ,      2 π  3  ≤ Δ  θ  i j   ≤ π  and   V i   is  close  to   V j           R  c o m   −       x  i  t  −  x  j  t    2  +     y  i  t  −  y  j  t    2       v  i  t  +  v  j  t    ,      2 π  3  ≤ Δ  θ  i j   ≤ π  and   V i   is  far  from   V j        



(2)




where,   R  c o m    is the communication radius of vehicles. Moreover,    x  i  t  ,  y  i  t    and   v  i  t   are the spatial coordinates and speed of   V i   at the moment t, respectively.    x  j  t  ,  y  j  t    and   v  i  t   are the spatial coordinates and speed of   V j   at the moment t, respectively. In addition,   Δ  θ  i j     is the motion direction of   V j   with regard to   V i  . It is calculated using Equation (3):


     Δ  θ  i j   =   cos   − 1       v  x , i  t   v  x , j  t  +  v  y , i  t   v  y , i  t          v  x , i  t    2  +     v  y , i  t    2    ×       v  x , j  t    2  +     v  y , j  t    2       ,          0 ≤ Δ  θ  i j   ≤ π     



(3)




where,    v  x , i  t  ,  v  y , i  t    and    v  x , j  t  ,  v  y , j  t    are velocity vectors of   V i   and   V j   at the moment t, respectively.




5.1.2. Calculating the Delay between Two Vehicles


In this section, we describe how to calculate a single-hop delay (  D e l a  y  i , j    ) between the two vehicles   V i   and   V j  . IRQ uses this factor to select the path with the lowest delay so that data packets are sent to the destination in the shortest possible time. Single-hop delay between   V i   and   V j   is calculated based on Equation (4). This factor depends on three parameters, including transmission delay, media access delay, and processing and queuing delay.


  D e l a  y  i j   =  D  M a  c  i j     +  D  Q u  e  i j     +  D  T r a n  s  i j      



(4)




where,   D  Q u  e  i j      indicates the processing and queuing delay. It is equal to the time needed to reach the packets at the top of the buffer queue. It is obtained from beacon messages.   D  M a  c  i j      indicates the media access delay. This parameter is estimated using ACK packets received from the neighboring node:


   D  M a  c  i j     =  t  A c k   −  t  S e n d    



(5)




where,   t  A c k    is equal to the time that the ACK packet is received from the neighboring node   V j  . Moreover,   t  s e n d    is equal to the moment that   V i   has sent the data packet to   V j  .



The transmission delay (  D  T r a n  s  i j     ) also indicates the time required to transfer the data packet from   V i   to   V j  . It is calculated using Equation (6):


   D  T r a n  s  i j     =   I m   b r    



(6)




where,   I m   is the length of the message, and   b r   indicates the data transmission rate.





5.2. Dissemination of Traffic State Information


RSUs receive beacon messages from vehicles on different road segments and form a traffic table (  T a b l  e  t r a f f i c    ) according to these messages. The information in this table is periodically updated. The format of   T a b l  e  t r a f f i c     is presented in Table 3.



As shown in this table, each RSU counts the number of vehicles in each road segment based on the vehicle ID and the road ID inserted in beacon messages and inserts it into the vehicle density field. Additionally, RSU obtains the connection time (i.e.,   C  T  i j    ) and delay (i.e.,   D e l a  y  i j    ) between two vehicles   V i   and   V j   using Equations (2) and (4). Then, the average connection time (    C T  ¯  R  ) and average single-hop delay (    D e l a y  ¯  R  ) related to each road segment are calculated according to Equations (7) and (8), respectively. Finally, the parameters are inserted into the traffic table.


     C T  ¯  R  =  2   n R    n R  + 1     ∑  i = 1   n R     ∑  j = i + 1   n R    C  T  i j      



(7)






     D e l a y  ¯  R  =  2   n R    n R  + 1     ∑  i = 1   n R     ∑  j = i + 1   n R    D e l a  y  i j      



(8)




where,   n R   indicates the total number of vehicles on the road segment (R).



Then, each RSU periodically sends traffic information about various road segments to the central server. In IRQ, the dissemination period of this information is 5 s because traffic status information changes slightly during this time. This time indicates the validity duration of this message. The format of the traffic information packet is presented in Table 4. As shown in this table, each RSU sends information about four road segments connected to its intersection to the central server.



This packet includes the following fields:




	
ID of RSU: This field represents the identification of RSU, which transmits the traffic information packet.



	
Intersection ID: This field indicates the identification of the intersection having the transmitter RSU.



	
Time to live: This field is adjusted based on the validity time of the traffic message (i.e., 5 s). After ending this period, the traffic information message is invalid and removed from the network.



	
Road ID: Each intersection is connected to the four road segments, including the upper road, the down road, the left road, and the right road. This field indicates the identification of the corresponding road segment based on the traffic table.



	
Vehicle density: This field is equal to the number of vehicles in a road segment (i.e., up, down, left, and right), which is inserted into the traffic table.



	
Average connection time: This field represents the average connection time related to each road segment, which is obtained from Equation (7) and recorded in the traffic table.



	
Average road delay: This field indicates the average single-hop delay corresponding to each road segment. It is calculated according to Equation (8) and stored in the traffic table.








Finally, the central server uses traffic information messages to achieve a global view of the entire network. The central server uses the scheme of window mean with exponentially weighted moving average (WMEWMA) to update three parameters, including vehicle density, average connection time, and average delay in each road segment. In this method, the window length is equal to w. In fact, each window records and maintains the information of the last w traffic information messages. This helps the central server to consider not only the latest traffic information but also a history of traffic information on the network to get a better view of network traffic. Accordingly, the server updates these parameters, namely vehicle density, the average connection time, and the average delay in a road segment according to Equations (9)–(11) respectively:


  D e n  s R   l  =  1 −  β 1       ∑  k = l − w   l − 1     D e n  s R    k   w  +  β 1  D e n  s R   



(9)






     C T  ¯  R   l  =  1 −  β 2       ∑  k = l − w   l − 1        C T  ¯  R   k    w  +  β 2     C T  ¯  R   



(10)






     D e l a y  ¯  R   l  =  1 −  β 3       ∑  k = l − w   l − 1        D e l a y  ¯  R   k    w  +  β 3     D e l a y  ¯  R   



(11)




where,   β 1  ,   β 2  , and   β 3   are adjustable parameters in   0 , 1   and w is the window length. The pseudo-code related to the dissemination mechanism of the traffic information is presented in Algorithm 1.






	Algorithm 1 Dissemination of traffic status information



	
	
Input:    V i  ,   i = 1 , . . . , N  



	
   N: The number of vehicles in the network.



	
     N  n e i g h b o  r i    : The number of neighbors of   V i  .



	
   Server, Beacon messages, Traffic messages



	
     RS  U k   



	
     N  R S U   : The number of RSUs in the network.



	
Output:    T a b l  e  n e i g h b o r    



	
     T a b l  e  t r a f f i c    



	
Begin






	1:

	
for   i = 1   to N do




	2:

	
   if the time of sending Beacon message arrives then




	3:

	
       V i  : Multicast Beacon messages for its neighboring nodes in the network;




	5:

	
   end if




	5:

	
   for   j = 1   to   N  n e i g h b o  r i     do




	6:

	
     if   V i   receives Beacon messages from   V j   then




	7:

	
          V i  : Inserts the ID, spatial coordinates, and velocity of   V j   into   T a b l  e  n e i g h b o r    ;




	8:

	
          V i  : Inserts the ID of the road corresponding   V j   into   T a b l  e  n e i g h b o r    ;




	9:

	
          V i  : Calculate the connection time between   V i   and   V j   (  C  T  i , j    ) and insert it into   T a b l  e  n e i g h b o r    ;




	10:

	
          V i  : Calculate the delay between   V i   and   V j   (  D e l a  y  i , j    ) and insert it into   T a b l  e  n e i g h b o r    ;




	11:

	
     end if




	12:

	
   end for




	13:

	
end for




	14:

	
for   k = 1   to   N  R S U    do




	15:

	
   if   R S  U k    receives Beacon messages from   V i   then




	16:

	
     if the ID of the road corresponding   V i   is equal to   I  D  R  u p      then




	17:

	
          RSU k  : Insert   I  D  R  u p      in   T a b l  e  t r a f f i c    ;




	18:

	
          RSU k  : Add one unit to   D e n  s  R  u p      in   T a b l  e  t r a f f i c    ;




	19:

	
          RSU k  : Update     C T  ¯   R  u p     in   T a b l  e  t r a f f i c    ;




	20:

	
          RSU k  : Update     D e l a y  ¯   R  u p     in   T a b l  e  t r a f f i c    ;




	21:

	
     end if




	22:

	
     if the ID of the road corresponding   V i   is equal to   I  D  R  d o w n      then




	23:

	
          RSU k  : Insert   I  D  R  d o w n      in   T a b l  e  t r a f f i c    ;




	24:

	
          RSU k  : Add one unit to   D e n  s  R  d o w n      in   T a b l  e  t r a f f i c    ;




	25:

	
          RSU k  : Update     C T  ¯   R  d o w n     in   T a b l  e  t r a f f i c    ;




	26:

	
          RSU k  : Update     D e l a y  ¯   R  d o w n     in   T a b l  e  t r a f f i c    ;




	27:

	
     end if




	28:

	
     if the ID of the road corresponding   V i   is equal to   I  D  R  l e f t      then




	29:

	
          RSU k  : Insert   I  D  R  l e f t      in   T a b l  e  t r a f f i c    ;




	30:

	
          RSU k  : Add one unit to   D e n  s  R  l e f t      in   T a b l  e  t r a f f i c    ;




	31:

	
          RSU k  : Update     C T  ¯   R  l e f t     in   T a b l  e  t r a f f i c    ;




	32:

	
          RSU k  : Update     D e l a y  ¯   R  l e f t     in   T a b l  e  t r a f f i c    ;




	33:

	
     end if




	34:

	
     if the ID of the road corresponding   V i   is equal to   I  D  R  r i g h t      then




	35:

	
          RSU k  : Insert   I  D  R  r i g h t      in   T a b l  e  t r a f f i c    ;




	36:

	
          RSU k  : Add one unit to   D e n  s  R  r i g h t      in   T a b l  e  t r a f f i c    ;




	37:

	
          RSU k  : Update     C T  ¯   R  r i g h t     in   T a b l  e  t r a f f i c    ;




	38:

	
          RSU k  : Update     D e l a y  ¯   R  r i g h t     in   T a b l  e  t r a f f i c    ;




	39:

	
     end if




	40:

	
   end if




	41:

	
   if the time of sending Traffic message arrives then




	42:

	
       RSU k  : Send Traffic messages to server in the network;




	43:

	
   end if




	44:

	
   if server receives Traffic messages from   R S  U k    then




	45:

	
     Server: Update   D e n  s R   l   ,      C T  ¯  R   l   , and      D e l a y  ¯  R   l    based on Equations (9)–(11), respectively;




	46:

	
   end if




	47:

	
end for







  End











5.3. Global View-Based Routing Algorithm


The central server is responsible for implementing the global view-based routing algorithm using Q-learning to select the best routes in the network. In the routing process, the source vehicle first achieves its spatial coordinates and the position of the destination vehicle using the global positioning system (GPS). Then, it determines the source and destination intersections based on this information. Note that there are two intersections at the two ends of the road segments, which are related to source and destination. Therefore, before starting the routing process, it must determine the source and destination intersections. The source vehicle must select one of two intersections that are at the end of its corresponding road segment. It selects the intersection that is closest to the destination node, as the source intersection. In a similar manner, the destination node selects the intersection that is closest to the source node as the destination intersection. Then, the source vehicle sends data packets to the source intersection using V2V communications described in Section 5.4. Next, the RSU at this intersection uses the Q-table stored in its memory to choose the next intersection with the highest Q-value. Finally, RSU sends the packet to the next intersection using the V2I communication described in Section 5.4. This process continues until the data packet reaches the destination vehicle. In this routing process, the central server plays the agent role and uses traffic status information to discover the network environment and find optimal paths between intersections in the network. Furthermore, in this process, VANET is regarded as the environment that interacts with the central server (i.e., agent). When the agent performs an action, the environment responds to the agent and changes the agent’s state. In this learning issue, the state space is   I =  I n t e r s c e  t 1  , I n t e r s e c  t 2  , . . . , I n t e r s c e  t p    , this set includes all intersections in the network, so that p is equal to the total number of intersections in the network.   I n t e r s e c  t  i  t    means that the packet reaches the intersection i at the moment t. Additionally, the action space is   R o a d =   R  u p   ,  R  d o w n   ,  R  l e f t   ,  R  r i g h t     . It means a set of road segments connected to the current intersection. After selecting a road segment, the packets are sent from   I n t e r s e c  t  i  t    to   I n t e r s e c  t  j   t + 1    . After doing this action, the environment gives a reward to the agent based on the reward function presented in Equation (12):


      R t  =       R max  ,   I n t e r s e c  t  j   t + 1    i s  d e s t i n a t i o n        R min  ,   I n t e r s e c  t  j   t + 1    i s  l o c a l  m i n i m u m         D e n  s  R  c u r r e n t     l      max  R ∈ I n t e r s e c  t i      D e n  s R   l    +      C T  ¯   R  c u r r e n t     l      max  R ∈ I n t e r s e c  t i         C T  ¯  R   l    +  1 −      D e l a y  ¯   R  c u r r e n t     l      max  R ∈ I n t e r s e c  t i         D e l a y  ¯  R   l     ,         O t h e r w i s e          



(12)




where,   D e n  s  R  c u r r e n t     l   ,      C T  ¯   R  c u r r e n t     l   , and      D e l a y  ¯   R  c u r r e n t     l    indicate the vehicle density, the average connection time, and the average delay in the current road segment, respectively. These parameters are calculated based on Equations (9)–(11). According to the reward function, if the next intersection is the destination intersection, then the road segment between   i n t e r s e c  t  i  t    and   i n t e r s e c  t  j   t + 1     achieves the maximum reward. On the other hand, when a local optimum occurs, meaning that all neighboring intersections of the current intersection are farther away from the destination intersection compared to the current intersection, this intersection gets the minimum reward. In other modes, the reward function is evaluated based on the vehicle density, connection time, and delay.



In the learning process, if the learning parameters (i.e., the discount factor and the learning rate) are constant, the routing algorithm cannot adapt to the dynamic environment. Therefore, in IRQ, the discount factor ( δ ) is dynamically calculated according to the network conditions, and the learning rate is determined based on the empirical value and according to [34] so that the learning rate ( α ) is equal to   0.1  . Note that the purpose of the routing process is to find the next intersection to send data packets. As a result,  δ  should be selected according to the density of the road segment and the distance between the next intersection and the destination intersection because if the next intersection is far from the destination or the density of the corresponding road segment is very high or very low, the Q-value corresponding to this intersection will not be stable. Therefore, in this case,  δ  should be low. IRQ calculates the discount factor using Equation (13). It considers two parameters, including vehicles density and the distance to the destination:


     δ = λ ×  1 −   D e n  s R   l  − D e n  s  t h r e s h o l d  min      max  R ∈ I n t e r s e c  t i      D e n  s R   l  −   min  R ∈ I n t e r s e c  t i      D e n  s R   l     +        1 − λ  × max  0 ,  1 −   d  t + 1 , D    d  t , D          



(13)




where,  λ  is a weight coefficient and   0 ≤ λ ≤ 1  . Furthermore,   D e n  s R   l    indicates the density of vehicles on the current road segment.   D e n  s  t h r e s h o l d  min    also indicates a minimum threshold for vehicle density. This threshold has an acceptable packet delivery rate and is determined based on an empirical value.   d  t , D    is the distance between the current intersection (  i n t e r s e c  t t   ) and the destination intersection, and   d  t + 1 , D    indicates the distance between the next intersection (  i n t e r s e c  t  t + 1    ) and the destination intersection. It is calculated based on Equation (14):


   d  x , D   =       x x  −  x D    2  +     y x  −  y D    2     



(14)







So that    x x  ,  y x    and    x D  ,  y D    are the coordinates of the desired intersection and the destination intersection, respectively. According to Equation (13), if the next intersection is closer to the destination intersection compared to the current intersection and the vehicle density in the corresponding road segment is close to the minimum density threshold,  δ  will have a larger value.



To explore the network environment, the agent performs various actions to reach different states. According to this process, a Q-value is obtained for each state-action pair. It is stored in a Q-table. This value is used for deciding and selecting the routing paths. After calculating Q-table, the agent sends this table to RSUs in the network. Note that in the global view-based routing process, the server prevents congestion in the routes to reduce collision and packet loss. The server uses the traffic status information to prevent congestion. Whenever the delay in one road segment is more than a threshold value   D  t h r e s h o l d    (i.e.,      D e l a y  ¯  R  ≥  D  t h r e s h o l d    ), or the vehicle density is higher than the threshold value   D e n  s  t h r e s h o l d  max    (i.e.,   D e n  s R  ≥ D e n  s  t h r e s h o l d  max   ), meaning that this road segment increases collision and packet loss. Additionally, when the vehicle density in the road segment is less than the threshold   D e n  s  t h r e s h o l d  min    (i.e.,   D e n  s R  ≤ D e n  s  t h r e s h o l d  min   ), it increases packet loss and delay in the transmission process. In these modes, the server penalizes these road segments and reduces their reward so that the road segments are not selected for data delivery. The pseudo-code of this process is presented in Algorithm 2.






	Algorithm 2 Global view based-routing process



	
	
Input:  ε ,  α ,  γ : Q-learning parameters



	
     N R  : The number of covered routes in the network.



	
     I =  I n t e r s c e  t 1  , I n t e r s e c  t 2  , . . . , I n t e r s c e  t p    



	
     R o a d =   R  u p   ,  R  d o w n   ,  R  l e f t   ,  R  r i g h t     



	
Output: Q-Table



	
Begin






	1:

	
while the convergence condition is not met do




	2:

	
   for   e p i s o d e = 1   to M do




	3:

	
     Server: Select an intersection as initial state   I n t e r s e c  t  i  t   ;




	4:

	
     for   t = 1   to N do




	5:

	
        Server: Select a random number   n u  m  r a n d     in   0 , 1  ;




	6:

	
        if   n u  m  r a n d   ≤ ε   then




	7:

	
          Server: Choose an action from   R o a d =   R  u p   ,  R  d o w n   ,  R  l e f t   ,  R  r i g h t     , randomly;




	8:

	
        else




	9:

	
          Server: Choose an action with maximum Q from Q-table;




	10:

	
        end if




	11:

	
        if   I n t e r s e c  t  i   t + 1     is destination then




	12:

	
             R t  =  R max   




	13:

	
        else if    I n t e r s e c  t  i   t + 1     is a local minimum then




	14:

	
             R t  =  R min   




	15:

	
        else




	16:

	
             R t  =   D e n  s  R  c u r r e n t     l      max  R ∈ I n t e r s e c  t i      D e n  s R   l    +      C T  ¯   R  c u r r e n t     l      max  R ∈ I n t e r s e c  t i         C T  ¯  R   l    +  1 −      D e l a y  ¯   R  c u r r e n t     l      max  R ∈ I n t e r s e c  t i         D e l a y  ¯  R   l      ;




	17:

	
        end if




	18:

	
        Server: Update Q-value in Q-table according to the reward value;




	19:

	
     end for




	20:

	
   end for




	21:

	
end while




	22:

	
Server: Send Q-table to all RSUs in the network;




	23:

	
for   i = 1   to   N R   do




	24:

	
   if      D e l a y  ¯   R i   ≥  D  t h r e s h o l d     or   D e n  s  R i   ≥ D e n  s  t h r e s h o l d  max    or   D e n  s  R i   ≤ D e n  s  t h r e s h o l d  min    then




	25:

	
     Server: Set its reward value as   R min  ;




	26:

	
     Server: Update its Q-value in Q-table;




	27:

	
     Server: Send Q-table to all RSUs in the network;




	28:

	
   end if




	29:

	
end for







   End











5.4. Local View-Based Routing Algorithm


To send packets to road segments, IRQ uses a greedy routing strategy for selecting the next-hop node. Note that vehicles periodically share beacon messages with each other and create a neighborhood table according to this message as described in Section 5.1. The format of this table is expressed in Table 2. This table is used in the local view-based routing process. The greedy strategy is used for sending packets between vehicles at the road segment between two consecutive intersections and sending packets between vehicles and RSUs located at these intersections. As a result, the local view-based routing process includes two parts: V2V routing and V2I routing.



	
V2V routing: In a road segment, each vehicle uses the V2V routing process for choosing the next-hop node. When the source node produces the data packet, it also achieves the position of the destination vehicle. If the two vehicles are in a similar road segment, then the destination node is regarded as   T a r g e t  . Otherwise, the source intersection is considered as   T a r g e t  . Then, the V2V routing process is executed based on the position of   T a r g e t  . Accordingly, the source vehicle selects the closest vehicle to   T a r g e t   as the next-hop node and sends the data packets to it. If there is no neighboring node closer to   T a r g e t   compared to the current node, the local optimal issue occurs. In this case, the current vehicle calculates a score for its neighbors using Equation (15) and sends the data packet to a node with the maximum score.


      S  n e x t − h o p   =  1 −        x  c u r r e n t   −  x  n e x t − h o p     2  +     y  c u r r e n t   −  y  n e x t − h o p     2       max  j ∈ n e i g h b o  r  c u r r e n t              x  c u r r e n t   −  x j    2  +     y  c u r r e n t   −  y j    2        +          +  1 −   D e l a  y  c u r r e n t , n e x t − h o p       max  j ∈ n e i g h b o  r  c u r r e n t       D e l a  y  c u r r e n t , j      +    C  c u r r e n t , n e x t − h o p      max  j ∈ n e i g h b o  r  c u r r e n t       C  T  c u r r e n t , j          



(15)




where,    x  c u r r e n t   ,  y  c u r r e n t     and    x  n e x t − h o p   ,  y  n e x t − h o p     are the spatial coordinates of the current node and the next-hop node, respectively.   D e l a  y  c u r r e n t , n e x t − h o p     indicates the delay between the current node and the next-hop node.   C  T  c u r r e n t , n e x t − h o p     is the connection time between the current vehicle and the next-hop node.   n e i g h b o  r  c u r r e n t     is the number of neighbors of the current node. The pseudo-code of this process is described in Algorithm 3.











	Algorithm 3 Local view based-routing process (V2V)



	
	
Input:   V S  : Source vehicle



	
     I n t e r s e c  t S   : Source intersection



	
     V i  : Intermediate vehicle



	
     V D  : Destination vehicle



	
Output: Next-hop node



	
Begin






	1:

	
if   V S   and   V D   are on the same road section then




	2:

	
     T a r g e t =  V D   




	3:

	
else if the the vehicle is   V S   then




	4:

	
     T a r g e t = I n t e r s e c  t S   




	5:

	
else if the vehicle is   V i   then




	6:

	
     T a r g e t = I n t e r s e c  t  j   t + 1     that is obtained using Algorithm 2;




	7:

	
end if




	8:

	
if the vehicle is   V S   then




	9:

	
     V S  : Choose the nearest next-hop node to   T a r g e t   form its   T a b l  e  n e i g h b o r    




	10:

	
else if the vehicle is   V i   then




	11:

	
     V i  : Choose the nearest next-hop node to   T a r g e t   from its   T a b l  e  n e i g h b o r    ;




	12:

	
end if




	13:

	
if   V S   or   V i   cannot find the nearest next-hop node then




	14:

	
     V S   or   V i  : Calculate   S  n e x t − h o p    based on Equation 15 for all neighboring nodes in its   T a b l  e  n e i g h b o r    ;




	15:

	
     V S   or   V i  : Select the vehicle with maximum   S  n e x t − h o p    as the next-hop node;




	16:

	
end if




	17:

	
  V S  or  V i  : Forward the packet to the next-hop node;







    End








	
V2I routing strategy: A data packet reaches the next intersection using V2V greedy forwarding strategy. Then, RSU at the intersection selects the next intersection using Q-table obtained from the Q-learning-based routing process described in Section 5.3 and sends the data packet to the corresponding road segment using the V2I greedy forwarding strategy. In this process, if the destination node is in this road segment, it is considered as   T a r g e t  , and RSU sends the packet to the closest node to the destination vehicle. Otherwise, RSU sends the packet to the closest node to the next intersection, which is considered as   T a r g e t  . If there is no vehicle for sending the packet to   T a r g e t  , RSU carries this packet until it finds a suitable next-hop node. The pseudo-code of this process is described in Algorithm 4.











	Algorithm 4 Local view based-routing process (V2I)



	
	
Input:   I n t e r s e c  t i   : Intermediate intersection



	
     I n t e r s e c  t D   : Destination intersection



	
     R S  U i   : The RSU located in   I n t e r s e c  t i   



	
     R S  U D   : The RSU located in   I n t e r s e c  t D   



	
     V i  : Intermediate vehicle



	
     V D  : Destination vehicle



	
Output: Next-hop node



	
 Begin






	1:

	
if the intersection is   I n t e r s e c  t D    then




	2:

	
     T a r g e t =  V D   




	3:

	
else if the intersection is   I n t e r s e c  t i    then




	4:

	
     T a r g e t = I n t e r s e c  t  j   t + 1     that is obtained using Algorithm 2;




	5:

	
end if




	6:

	
if the intersection is   I n t e r s e c  t D    then




	7:

	
     RSU D  : Choose the nearest next-hop node to   T a r g e t   from its   T a b l  e  n e i g h b o r    ;




	8:

	
else if the intersection is   I n t e r s e c  t i    then




	9:

	
     RSU i  : Choose the nearest next-hop node to   T a r g e t   from its   T a b l  e  n e i g h b o r    ;




	10:

	
end if




	11:

	
if   R S  U D    or   R S  U i    cannot find the nearest next-hop node then




	12:

	
     RSU D   or   RSU i  : Store the data packet in its buffer;




	13:

	
else




	14:

	
     RSU D   or   RSU i  : Forward the data packet to the next-hop node;




	15:

	
end if




	16:

	
while the buffer queue of   R S  U D    or   R S  U i    is not empty do




	17:

	
     RSU D   or   RSU i  : Check its   T a b l  e  n e i g h b o r     periodically;




	18:

	
   if   R S  U D    or   R S  U i    find a neighbor as the next-hop node then




	19:

	
       RSU D   or   RSU i  : Forward the packet to the next-hop node;




	20:

	
   end if




	21:

	
end while







     End










6. Simulation and Evaluation of Results


In this section, the proposed method is implemented using the network simulator version 2 (NS2) to evaluate its performance. Note that NS2 is an event-driven simulation tool. It is useful for evaluating the dynamic nature of communication networks. It can be applied for implementing both wired and wireless network protocols such as routing algorithms. For more information, refer to [40]. Then, IRQ is compared with the three methods, namely IV2XQ [34], QGrid [33], and GPSR [32] in terms of packet delivery rate (PDR), the average end-to-end delay, the average hop count, and routing overhead. In this process, the size of the network environment is equal to 3 km × 3 km. This network includes 38 two-way road segments and 24 intersections. The density of vehicles varies in different road segments so that there are between 5–20 vehicles per kilometer. The total number of vehicles in the network is 450, and the speed of vehicles is equal to 14 m/s. The transmission radius of each vehicle is between 250–300 m, and the transmission radius of each RSU is 300 m. Additionally, the simulation time is 1000 s. The broadcast period of beacon messages is one second, and the traffic message is updated per 5 s. In the simulation process, the packet sending rate is equal to 1–6 packets/s, and the size of each packet is 512 bytes. In the Q-learning algorithm, the learning rate is   0.1  . In IRQ, the Q-learning algorithm utilizes the  ε -greedy strategy in the exploration and exploitation process. In the simulation process, the probability of  ε  is   0.2  . The simulation parameters are summarized in Table 5.



6.1. Packet Delivery Rate


Package delivery rate (PDR) indicates the ratio of all packets received by the destination nodes to all packets sent by the source nodes. Two experiments are performed to evaluate the packet delivery rate. In the first experiment, the relationship between the packet delivery rate (PDR) and the packet sending rate (PSR) is evaluated. It is shown in Figure 4. According to this figure, there is a reverse relationship between PSR and PDR in all the routing methods so that PDR reduces when PSR increases, and vice versa. When the packet sending rate increases, the number of packets produced in the network increases. This rises network load, which fulfills the buffer capacity of vehicles in the network. This leads to packet loss and reduces the packet delivery rate. In the second experiment, the relationship between the packet delivery rate and the signal transmission radius (STR) of vehicles is analyzed. Figure 5 displays that there is a direct relationship between PDR and STR. This means that the packet delivery rate improves when the signal transmission radius of vehicles increases. When STR increases, vehicles can communicate with more vehicles in a wider communication range. As a result, the vehicles can find a more appropriate next-hop node for transferring data packets. This reduces the probability of trapping in the local optimum. According to Figure 4 and Figure 5, IRQ has the best packet delivery rate compared to other routing methods. In Figure 4, IRQ improves PDR by 4.29%, 19.67%, and 25.86% compared to IV2XQ, QGrid, and GPSR, respectively. Moreover, according to Figure 5, IRQ increases the packet delivery rate by 4%, 18.18%, and 21.87% compared to IV2XQ, QGrid, and GPSR, respectively. In IRQ, the best route for sending data packets is selected based on the fresh traffic information. In this scheme, the central server selects the best route between the intersections based on the density of vehicles, the average delay, and the average connection time on the road segments. In addition, the central server can detect and prevent congestion in the network. This improves the packet delivery rate on the network. In IV2XQ, the central server makes its routing decisions only based on the historical traffic information stored in its memory, and this information will never be updated. Moreover, IV2XQ only considers density information on the network to choose the optimal path. In addition, QGrid utilizes a greedy strategy to select the optimal grid and selects the grid with a maximum density as the optimal grid. However, too much density can cause congestion in the network and increase packet loss. GPSR also uses a greedy strategy on the road segments. This strategy can increase the probability of trapping in the local optimum, which leads to packet loss.




6.2. End-to-End Delay


The average end-to-end delay indicates the average time required to send packets from the source node to the destination node. In Figure 6, the end-to-end delay is evaluated based on the packet sending rate (PSR). As shown in this figure, when the packet sending rate is high, the end-to-end delay increases in all routing schemes because high PSR leads to network congestion. As a result, the waiting time for data packets in the buffer queue will be longer. This increases the delay in the data transmission process. In Figure 7, the end-to-end delay is also evaluated based on the signal transmission radius of vehicles. According to this figure, when the STR of vehicles is larger, the end-to-end delay is gradually reduced in all routing methods because the number of hops decreases in the routing path when increasing STR. This improves delay in the routing process. According to Figure 6 and Figure 7, IRQ has the minimum delay compared to other methods. In Figure 6, IRQ lowers delay by 8.05%, 21.57%, and 51.81% compared to IV2XQ, QGrid, and GPSR, respectively. Additionally, according to Figure 7, IRQ has improved the end-to-end delay by 18.52%, 32.25%, and 60.71% compared with IV2XQ, QGrid, and GPSR, respectively. Because, in IRQ, the central server allocates more reward to routes with low delay in the routing process between intersections. As a result, low-delay paths are selected for the data transmission process. Another reason is the use of a congestion control mechanism in IRQ. According to this mechanism, if the delay in one route is higher than a threshold, the central server penalizes this path so that it is not used for data transfer. Finally, the third reason is that in the V2V routing process, the node with less delay gains more chance to be selected as the next-hop node. As shown in Figure 6 and Figure 7, IV2XQ has an acceptable delay because it uses a congestion control mechanism. According to this mechanism, if the occupied space of the vehicle buffer exceeds a threshold in a road segment, an alternative route is selected for sending packets so that the data transmission process does not experience a high delay. However, QGrid has not designed any mechanism for controlling congestion on the network. This is the most important reason for increasing delay in this method. GPSR has also experienced the worst delay in comparison with other methods because of the local optimum problem.




6.3. Hop Count


The hop count represents the average intermediate nodes that should be traveled by data packet through the routing path between source node and destination node. Figure 8 shows the average hop counts based on the packet sending rate. According to this figure, the number of hops in the routing paths increases in all routing schemes when increasing PSR because network congestion increases in this case and affects the routing process. IRQ reduces the hop count by 14.35% and 5.89% compared to IV2XQ and GPSR, respectively. However, the performance of IRQ in terms of hop count is weaker than QGrid (approximately 4.32%). In Figure 9, the average hop count is evaluated based on the signal transmission radius. As shown in this figure, there is a reverse relationship between hop count and STR. This means when the signal transmission radius of vehicles is larger, the hop count in a route to reach the destination decreases. IRQ reduces the hop count by 21.50% and 8.46% compared to IV2XQ and GPSR, respectively. However, it has more hop count (almost 7.23%) than QGrid.




6.4. Communication Overhead


Communication overhead is defined as the ratio of failed data packets in the data transmission process and other packets used for discovering and maintaining routes to all packets produced in the network. Figure 10 displays the communication overhead based on the packet sending rate. Note that the communication overhead increases when the packet sending rate is high. Because when PSR is high, the collision probability will grow due to network congestion. As a result, packet loss has increased, and these packets must be re-transferred. As a result, it is necessary to form new paths on the network. It is associated with high communication overhead. Also in Figure 11, different methods are compared to each other in terms of routing overhead based on STR. As shown in this figure, there is a reverse relationship between routing overhead and STR, meaning that when the transmission radius is larger, the routing overhead reduces. This is rooted in the fact that a large transmission radius improves PDR. It reduces the need for re-transferring data packets, and consequently, lowers routing overhead. According to Figure 10, IRQ reduces the routing overhead by 36.26% and 46.79% compared to QGrid and GPSR, respectively. However, it has more routing overhead than IV2XQ (approximately 23.40%). Moreover, based on Figure 11, IRQ decreases routing overhead by 30.19% and 33.93% compared to QGrid and GPSR, respectively. However, it has more routing overhead than IV2XQ (almost 12.12%). This is because, in IV2XQ, the central server uses only the historical traffic information stored in its memory to discover routes between intersections in the network and does not exchange any control message in this process. As a result, the routing overhead of this method is very low. However, IRQ uses traffic messages to discover routes between intersections in the network. For this reason, the routing overhead of IRQ has increased compared to that of IV2XQ. GPSR also has the worst overhead because it suffers from a local optimum problem. In addition, QGrid has a weak performance in terms of routing overhead compared to IRQ. It is rooted in the lack of a congestion control mechanism. This increases packet loss in the network and increases the need for re-transferring data packets.





7. Conclusions


In this paper, an intersection-based routing method using Q-learning (IRQ) was suggested for vehicular ad hoc networks in the intelligent transportation system. IRQ is a hierarchical routing method, which uses two global and local views in the network. This method consists of three main steps: the dissemination mechanism of traffic information, the global view-based routing algorithm, and the local view-based routing algorithm. In the first phase, a dissemination mechanism of traffic information was introduced. This mechanism is responsible for creating global and local views in the network. In the second phase, a Q-learning-based routing technique was designed to find the best routes between intersections. Moreover, this phase also provided a congestion control mechanism so that the central server continuously evaluates the formed paths between nodes and penalizes routes with high congestion to improve the packet delivery rate. In the latest phase, IRQ used a greedy routing strategy based on a local view to find the best next-hop node. Finally, IRQ was simulated using NS2 software. Then, its performance was examined in terms of packet delivery rate, end-to-end delay, hop count, and routing overhead, and the results were compared with IV2XQ, QGrid, and GPSR. These results demonstrate the acceptable performance of IRQ in terms of packet delivery rate and delay. However, its communication overhead is higher than IV2XQ. In the future research direction, IRQ can be tested under further scenarios to better determine its advantages and disadvantages. In addition, it is attempted to reduce routing overhead and improve the network performance using clustering techniques.
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Figure 1. A vehicular ad hoc network. 
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Figure 2. Reinforcement learning process. 
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Figure 4. Comparison of PDR in different routing methods based on PSR. 
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Figure 5. Comparison of PDR in different routing methods based on STR. 
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Figure 6. Comparison of delay in different routing methods based on PSR. 
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Figure 7. Comparison of delay in different routing methods based on STR. 
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Figure 8. Comparison of the hop count in different routing methods based on the PSR. 
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Figure 9. Comparison of the hop count in different routing methods based on STR. 
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Figure 10. Comparison of routing overhead in different methods based on PSR. 
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Figure 11. Comparison of routing overhead in different methods based on STR. 
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Table 1. The advantages and disadvantages of the related works.






Table 1. The advantages and disadvantages of the related works.





	Scheme
	Advantages
	Disadvantages





	RHR [27]
	Decreasing broadcast storms, using an adaptive broadcast technique by predicting the position and movement of vehicles, suitable for rural areas
	Not describing how to select a fixed number of neighbors, not considering a recovery process in sparse network conditions



	VRDRT [28]
	Improving the performance of the routing process by DRL, predicting road traffic conditions, reducing delay in the data transmission process
	Not considering a suitable method for calculating the density of vehicles on the road, depending significantly on RSUs, not suitable for highways and urban areas



	QTAR [29]
	Using Q-learning to improve PDR and throughput, presenting a traffic-aware routing method, high reliability, reducing end-to-end delay
	Implementation capability only for urban areas, not estimating the movement direction of vehicles on the roads



	HQVR [30]
	Determining the learning rate based on the link quality, increasing packet delivery rate, reducing the effect of the node mobility on the convergence speed of Q-learning algorithm, low dependence on infrastructure (RSUs)
	High dependence of Q-learning algorithm to beacon messages, slow convergence speed of the learning algorithm, applying an exploration technique based on a specific probability



	QVDRP [31]
	High delay-tolerant, increasing packet delivery rate, reducing the number of duplicated control messages, considering relative velocity of vehicles
	Slow convergence speed of the learning algorithm



	GPSR [32]
	Reducing routing overhead, reducing delay in the network
	Not considering parameters such as speed, movement direction, and link lifetime in the routing process



	QGrid [33]
	Reducing the number of states in Q-learning algorithm, appropriate convergence speed, reducing communication overhead, determining the discount factor based on vehicle density
	Designing an off-line routing, not designing a congestion control mechanism in the network, fixing Q-table during the simulation process, not considering the effect of intersections and buildings on the transmission quality in each grid, not considering parameters such as speed, movement direction, and link lifetime in the routing process



	IV2XQ [34]
	Determining the discount factor based on the density and distance of vehicles on the road, reducing communication overhead, designing a congestion control mechanism, appropriate convergence speed, reducing the number of states in the Q-learning algorithm
	Not considering parameters such as speed, movement direction, and link lifetime in the routing process, not relying on new traffic information in the network
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Table 2. Neighborhood table format.
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	Vehicle ID
	Road ID
	Spatial Coordinates
	Velocity
	Connection Time
	Delay
	Validity Time





	   I  D  V j     
	   I  D R    
	    x  j  t  ,  y  j  t    
	    v  x , j  t  ,  v  y , j  t    
	   C  T  i , j  t    
	   D e l a  y  i , j     
	   V  T j    
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Table 3. Traffic table format.
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	Road ID
	Vehicle Density
	Average Connection Time
	Average Delay
	Validity Time





	   R  u p    
	The number of vehicles on the upper road
	Average connection time at the upper road
	Average delay at the upper road
	   V  T  R  u p      



	   R  d o w n    
	The number of vehicles on the down road
	Average connection time at the down road
	Average delay at the down road
	   V  T  R  d o w n      



	   R  l e f t    
	The number of vehicles on the left road
	Average connection time at the left road
	Average delay at the left road
	   V  T  R  l e f t      



	   R  r i g h t    
	The number of vehicles on the right road
	Average connection time at the right road
	Average delay at the right road
	   V  T  R  r i g h t      
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Table 4. The format of traffic information packet.
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ID of RSU

	
ID of Intersection

	
Time to Live






	
   R  u p    

	
The vehicle density on the upper road

	
Average connection time at the upper road

	
Average delay at the upper road




	
   R  d o w n    

	
The vehicle density on the down road

	
Average connection time at the down road

	
Average delay at the down road




	
   R  l e f t    

	
The vehicle density on the left road

	
Average connection time at the left road

	
Average delay at the left road




	
   R  r i g h t    

	
The vehicle density on the right road

	
Average connection time at the right road

	
Average delay at the right road
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Table 5. Simulation parameters.
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	Parameter
	Value





	Simulator
	NS2



	Simulation environment (km2)
	   3 × 3   



	Simulation time (second)
	1000



	Total number of vehicles
	450



	Number of road segments
	38



	Number of intersections
	24



	Vehicle density (vehicles/m)
	0.005–0.02



	The velocity of vehicles (m/s)
	14



	Transmission radius of vehicles (m)
	250–300



	Transmission radius of RSUs (m)
	300



	Packet size (byte)
	512



	Packet sending rate (packets/s)
	1–6



	Beacon broadcast interval (second)
	1



	Traffic broadcast interval (second)
	5



	Learning rate ( α )
	0.1



	Probability of  ε 
	0.2
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