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Abstract

:

Spectrum-based fault localization (SBFL) is an automated fault localization technique that uses risk evaluation metrics to compute the suspiciousness scores from program spectra. Thus, risk evaluation metrics determine the technique’s performance. However, the existing experimental studies still show no optimal metric for different program structures and error types. It is possible to further optimize SBFL’s performance by combining different metrics. Therefore, this paper effectively explores the combination of risk evaluation metrics for precise fault localization. Based on extensive experiments using 92 faults from SIR and 357 faults from Defects4J repositories, we highlight what and which risk evaluation metrics to combine to maximize the efficiency and accuracy of fault localization. The experimental results show that combining risk evaluation metrics with high negative correlation values can improve fault localization effectiveness. Similarly, even though the combination of positively correlated effective risk evaluation metrics can outperform most negatively correlated non-effective ones, it still cannot improve the fault localization effectiveness. Furthermore, low-correlated risk evaluation metrics should also be considered for fault localization. The study concluded that getting highly negatively correlated risk evaluation metrics is almost impossible. The combination of such risk evaluation metrics would improve fault localization accuracy.
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1. Introduction


Program fault localization [1,2,3,4] plays an indispensable role in software debugging. It can assist developers in efficiently locating the root cause of software failure and greatly improve the development efficiency and quality of software products. Currently, there exist many families of fault localization, such as spectrum-based fault localization (SBFL), mutation-based fault localization, dynamic program slicing, information-retrieval-based fault localization, and mutating the results of conditional expressions [5]. The SBFL method only uses program spectra (test coverage information) to determine which program statements are most suspicious and associated with the fault by computing the suspiciousness scores for each executed program statement [6,7]. Therefore, the SBFL is lightweight, so it has become one of the most effective methods at present [8].



In SBFL, the risk evaluation metric is the key to determining the performance of fault localization, which is a well-designed formula responsible for computing the suspiciousness score for each program statement based on program spectra. Therefore, researchers have extensively researched and constructed different risk evaluation metrics to maximize fault localization performance. In recent years, although a large number of metrics, such as Tarantula [1], Ample [9], MECO [10], D*2 [11], and GP [12,13], have been proposed one after another, the existing experimental studies [12,14,15,16] have shown that there is no optimal metric for different program structures and error types. Even though the researchers, through empirical evaluations, have identified that some risk evaluation metrics are more effective (referred to as maximal metrics in this study) than others (referred to as non-maximal in this study) [14]. Some risk evaluation metrics such as Tarantula [1], Ample  [9], D*2 [11], GP [12,13], OP1 and OP2 [17], SBI [18], Jaccard [19], Ochiai1 and Ochiai2 [20], and Wong 1–3 [21] are regarded as maximal because of their superiority in performance against others [14,22]. At the same time, other risk evaluation metrics such as Anderberg, Sørensen-Dice, Dice, Goodman, Hamman, Simple Matching, Rogers-Tanimoto, Hamming, Euclid, Russel&Rao, Rogot1, Scott, M1, M2, Arithmetic-Mean, Fleiss, and Cohen, are regarded as non-maximal due to their effectiveness in locating the faults [14,17,22].



Due to such a setback, some recent works propose a new way to improve fault localization performance by combining risk evaluation metrics. Some preliminary studies by Wang [23] and Jifeng [24] have tried to combine multiple ranking risk evaluation metrics. The former proposed search-based algorithms to form a combination by searching for the optimal candidate combination from 22 risk evaluation metrics without considering their correlations, which is one of the most critical factors in combining two techniques. The latter proposed a learning-to-rank approach using a machine learning model and randomly selected the existing risk evaluation metrics without considering their suitability for combination. However, these initial attempts have yielded some encouraging results. Regrettably, how to pick and combine risk evaluation metrics to achieve the best performance has become a critical problem to solve.



Fortunately, Zou et al.’s work [5] on how to combine multiple different families of techniques to achieve efficient fault localization found that (1) when there is less correlation between two techniques of different families, they may provide different information and utilizing that information may enhance fault localization effectiveness (2) when two techniques are good at locating specific faults, they are positively correlated, and the performance of their combination might not optimize the efficiency of SBFL. Nevertheless, a prolific qualitative concern is whether different risk evaluation metrics in SBFL have a high or low correlation and whether their combination can boost fault localization.



Similar to the studies mentioned above, and due to the different intuitions in proposing each risk evaluation metric in the literature, it is challenging to determine the practicability of the existing studies. As a result, Xiao-Yi Zhang and Mingye Jiang [25] proposed a SPectra Illustration for Comprehensive Analysis (SPICA) method for reviewing and analyzing the existing SBFL techniques via visualization of the spectrum data. They found that some metrics’ performance curves (MPC) have similar behaviours in SPectra space (SP). In this case, it is the best practice to consider the diversity of risk evaluation metrics by selecting the ones with different MPCs.



The similarity of this problem inspires us to explore choosing the optimal risk evaluation metrics for combination to maximize the solution’s performance. That is, whether it is possible to propose an optimal strategy for selecting risk evaluation metrics for combination through their correlation. Accordingly, these ideas prompted us to conduct our experiment using the following rubric for combining the existing risk evaluation metrics:




	
Two positively correlated maximal risk evaluation metrics are already good at locating software faults. The effectiveness of their combination might outweigh their individual fault localization effectiveness.



	
Two negatively correlated maximal risk evaluation metrics are good at locating different sorts of faults. Their combined performances might outweigh their individual fault localization effectiveness.



	
Two positively correlated non-maximal risk evaluation metrics are not good at locating software faults, yet their combination might increase the overall fault localization effectiveness.



	
Two negatively correlated non-maximal risk evaluation metrics are not good at locating different sorts of faults, yet combining them might increase overall fault localization effectiveness.



	
Two positively or negatively correlated maximal and non-maximal risk evaluation metrics, where one is good, and the other is not good at locating software faults, might complement each other, and their combination might outweigh their individual fault localization effectiveness.








In order to corroborate the above-listed rubric, a risk evaluation metric is considered good or effective if it can place the faulty statements in the program under test to the top of the ranking list, thereby helping the developers locate faults without going through many non-faulty statements. Therefore, this paper explores and evaluates all the combinations mentioned above. This empirical evaluation of risk evaluation metrics combination will help further research improving spectrum-based fault localization.



It is important to note that this study only focuses on exploring an effective way of choosing the existing risk evaluation and their combination to improve the accuracy of fault localization.



This paper makes the following main contributions:




	
An empirical study is performed to explore the performance and combination of different risk evaluation metrics based on whether two risk evaluation metrics are maximal or non-maximal, correlated positively or negatively, and the magnitude of the correlation. We then evaluate which combination is effective for fault localization.



	
Experimental results demonstrate that negatively correlated risk evaluation metrics are best combined for effective fault localization, especially those with negatively high correlation values because they can outperform both the existing risk evaluation metrics and the individual ones that make the combination.



	
This is the first study to use the degree of correlation of the same fault localization family, spectrum-based fault localization, to suggest the ideal techniques to be combined.








The rest of this paper is organized as follows. Section 2 provides a background on spectrum-based fault localization. Section 3 provides details on how we combine the risk evaluation metrics. In Section 4, we explain the setup of the experiments for our empirical study, and in Section 5, we provide the results. Section 6 discuses the threats to the validity of this empirical study, and Section 7 concludes the paper.




2. Spectrum-Based Fault Localization


The first step of the debugging process is to precisely locate the fault at any granularity level, e.g., statements, blocks, methods, or classes. Spectrum-based fault localization is an automated technique to pinpoint the location of a fault in code.



The primary assumption in spectrum-based fault localization is that the program statements covered in more failing tests and few or no passing tests are assumed to be faulty. Thus, it collects the coverage information of program statements as a tuple of four values (  e f  ,   e p  ,   n f  ,   n p  ) called program spectrum. Typically,   e f   and   e p   represent the failing and passing tests that execute the program statement, and   n f   and   n p   are the numbers of failing and passing tests that do not execute the program statement, respectively. The risk evaluation metric then translates the program spectrum into a suspiciousness score for each program statement, indicating its likelihood of being faulty.



Various risk evaluation metrics have been proposed by different researchers (e.g., Table 1) to assign the highest rank to the faulty program statement, as mentioned in the introduction part of this paper. The spectrum information of seeded and real faults are not similar, making many risk evaluation metrics’ performances more superior in one sort of fault location to another.



Thus, combining two different risk evaluation metrics precisely localizing faults in different programs could enhance their performances in localizing unknown faults since both provide information on various aspects of the faults [5]. Therefore, in this paper, our goal is to explore different metrics suitable for combination for effective fault localization.



Many studies have theoretically evaluated the effectiveness of risk evaluation metrics as a standalone method, and some have categorized them according to their efficacy for effective fault localization. This study, therefore, gives a clue to the possible combination of these risk evaluation metrics for effective fault localization.



Theoretically, Xie et al. [26] assess the manually-created risk evaluation metrics used in earlier studies to compute suspiciousness scores and show that the two best SBFL families are ER1 (a, b) and ER5 (a, b, c). The follow-up study by Xie et al. [27] investigated SBFL metrics generated by executing an automated genetic programming technique in a Shin Yoo study [12]. Their research discovered that GP (02, 03, 13, and 19) are the best GP-generated metrics. SAVANT was presented by Le et al. [28], which introduced Daikon [29] invariants to SBFL as an extra feature. They used the learning to rank model to combine SBFL approaches with invariant data. SAVANT outperformed the best four SBFL metrics, including MULTRIC, on real-world faults from the Defects4J dataset [30]. Sohn and Yoo [31] proposed FLUCCS, which combined SBFL approaches with code change measures. They used Genetic Programming and linear rank Support Vector Machines to learn how to rank items. They also evaluated FLUCCS on the Defects4J dataset and discovered that it outperforms existing SBFL approaches. Kim et al. [32] also presented a learn-to-rank fault localization technique named PRINCE. This approach used a genetic algorithm to combine dynamic features, such as spectrum-based fault localization, mutation-based fault localization, and static features, such as dependency information and structural complexity of the program’s entity. The approach was evaluated on 459 artificial and real-world faults. The results show that PRINCE is more effective than all the state-of-the-art techniques, spectrum-based fault localization, mutation-based fault localization, and learning-to-rank.




3. Combining the Risk Evaluation Metrics


Zou et al. demonstrated that when two techniques are effective in different kinds of faults in different ways, they may likely outperform the individual standalone technique [5]. Inspired by this, we study the different performance correlations of existing metrics and then, combine them to determine which combination is the best for effective spectrum-based fault localization.



Therefore, the combinations of the metrics in this study involve direct combination method where suspiciousness scores of two risk evaluation metrics are combined to enhance the efficiency of spectrum-based fault localization.



3.1. Selection of Suspiciousness Metrics for Combination


This study explores and assesses the combinations of risk evaluation metrics based on how the two metrics are correlated and whether or not the metrics are maximal. Thus, based on our rubric, when two risk evaluation metrics are combined, there are three possible combinations to whether or not the metrics are maximal.



	(1)

	
Both risk evaluation metrics are maximal.




	(2)

	
Both risk evaluation metrics are non-maximal.




	(3)

	
One risk evaluation metric is maximal, and the other is non-maximal.







To decide whether a risk evaluation metric is effective (maximal) or non-effective (non-maximal), we rely on the studies by Yoo et al. and Wu et al., who evaluated and found some risk evaluation metrics as maximal [14,22]. Consequently, the other risk evaluation metrics are termed as non-maximal in this study.



Similarly, when two risk evaluation metrics are combined, there are five possible combinations to how much the performance of the two risk evaluation metrics is correlated in locating the faults. The correlation of two risk evaluation metrics may result in (very) high, moderate, low, negligible, and neutral [36].



	(1)

	
Both risk evaluation metrics have high (H) correlation (  0.71 ≤ r ≤ 1.00  ).




	(2)

	
Both risk evaluation metrics have moderate (M) correlation (  0.51 ≤ r ≤ 0.70  ).




	(3)

	
Both risk evaluation metrics have low (L) correlation (  0.31 ≤ r ≤ 0.50  ).




	(4)

	
Both risk evaluation metrics have negligible (N) correlation (  0.00 < r ≤ 0.30  ).




	(5)

	
Both risk evaluation metrics have neutral (U) correlation (  r = 0.00  ).







In this case, we first run a pre-experiment to determine which risk evaluation metrics can be combined based on their performance correlation. To quantify the correlation between each pair of techniques, we compute Pearson correlations r, which measures the linear correlation between two variables [37]. Recall that the developers only examine the first few program statements suggested as faulty by any fault localization method. This shows the possibility of using the total number of statements checked by the developers before locating the first fault, wasted effort, to assess the effectiveness of each risk evaluation metric. Therefore, we selected 44 existing risk evaluation metrics (see [17] for the details) to compute the wasted effort scores in 30 iterations for 30 selected faulty programs from Defects4J and SIR-repository datasets to determine their performances. We selected five faults from the SIR-repository and five from each project of Defects4J i-e Charts, Closure, Lang, Math, and Time. Thus, effectively selecting both real and seeded faults in this pre-experiment. Table 2 provides the correlation values (r) amongst risk evaluation metrics (see Algorithm 1 for the process of selecting the studied combined risk evaluation metrics).



	
Algorithm 1 Metrics Selection.




	
Require:risk evaluation metrics (I), faulty and non-faulty programs (F)




	
      I ←  (  α 1  )  ,  (  α 2  )  ,  (  α 3  )  , . . . . . .  (  α n  )   

	
▹ list of metrics




	
      F ←  f 1  ,  f 2  ,  f 3  . . . . . .  f n   

	
▹ list of the 30 selected faulty and non-faulty programs




	
    for each    i ∈ I  do




	
        for each   f ∈ F   do




	
              w e ←   compute wasted efforts for each statement




	
        end for




	
    end for




	
    for all    w e    do




	
        compute the Pearson correlation (r)




	
    end for




	
    for all  r  do




	
        compare the correlation of (i), and group in twos accordingly




	
        extract the possible combinations as suggested above




	
        group the possible combinations




	
    end for




	
    return  grouped risk evaluation metrics









Note that this is an experiment to determine which risk evaluation metrics are suitable for combination after observing their correlations. Another experiment is conducted after the combination, and the result is given in Section 5.



Furthermore, we performed a series of experiments to combine three, four, and even five metrics before considering only two risk evaluation metrics for combination. This is because the combination of three, four, and higher numbers of combination require more in-depth analysis, which is beyond the scope of this study. For example, if we want to combine three different metrics, A, B, and C, we must observe the following scenario; A is correlated or not correlated with B and C, B is correlated or not correlated with A and C, and C is correlated or not correlated with A and B. Therefore, our future work will empirically evaluate the higher number of combinations, and their degree of correlation, such as A is highly correlated with B and lowly correlated with C.



Consequently, due to the size of the correlation table, this study only shows the correlation values of the risk evaluation metrics considered for combination.




3.2. Combination Method


In order to demonstrate how our combination method works, we take the spectra information of a program used in Zheng et al. [38]. First, we randomly selected different risk evaluation metrics without considering their correlation to compute suspiciousness scores, Wong1 and Russel&Rao. Second, we purposely selected two risk evaluation metrics after observing their correlation, GP19 and Rogers-Tanimoto, to compute suspiciousness scores for the used spectra. The correlation value of the two risk evaluation metrics, GP19 and Rogers-Tanimoto, is (−0.002). See Section 3.1 and Algorithm 2 for the full details and algorithm of how the correlations and combinations are computed.



	
Algorithm 2 Metrics Combination.




	
Require:paired risk evaluation metrics (I), faulty and non-faulty programs (F)




	
      I ←  (  α a  ,  α b  )  ,  (  α a  ,  α b  )  ,  (  α a  ,  α b  )  , . . . . . .  (  α n  ,  α m  )   

	
▹ list of paired metrics




	
      F ←  f 1  ,  f 2  ,  f 3  . . . . . .  f n   

	
▹ list of the faulty programs




	
    for each    i ∈ I    do




	
        for each   f ∈ F   do




	
               s a  ←   compute suspiciousness scores for each statement using metric ‘a’




	
               s b  ←   compute suspiciousness scores for each statement using metric ‘b’




	
        end for




	
    end for




	
    for all    t h e       s a  ,  s b     do




	
        normalize using MinMaxScaler()




	
           N a  ←   normalized metric ‘a’




	
           N b  ←   normalized metric ‘b’




	
    end for




	
    for each   j ∈  N a     do




	
        for each   k ∈  N b    do




	
              F i n a  l  s u s p   ←  ( j + k )   

	
▹ Final Suspiciousness score




	
              R a n k ← F i n a  l  s u s p    




	
        end for




	
    end for




	
    return  Final Rank









Notably, the natural combination of the suspiciousness scores computed by different risk evaluation metrics is not a fair practice for fault localization. This is because different risk evaluation metrics have different ranges [39]. Some metrics have a range of   [ 0 , 1 ]  , such as Rogers-Tanimoto and Russel&Rao, and others have a range of   [ 0 , i n f i n i t y ]  , such as Wong1 and Wong2. In this case, we normalized the suspiciousness scores of each risk evaluation metric shortlisted to combine. To achieve this, we utilized the MinMaxScaler function of the python Scikit-learn [40] library, which can convert the suspiciousness scores to   [ 0 , 1 ]  . Similarly, the MinMaxScaler model transforms the minimum suspiciousness score to 0 and the maximum to 1. All other suspiciousness scores are normalized between 0 and 1. Table 3 demonstrates the initial suspiciousness scores and normalized scores after applying the MinMaxScaler function to the example in Zheng et al. [38].



The columns with the letter (n) imply normalized suspiciousness scores, and columns Purposely and Randomly imply the combined suspiciousness scores. In the given example program spectra, the   S 6   is the faulty statement, and both GP19 and Rogers-Tanimoto risk evaluation metrics did not localize the fault individually. However, the fault is localized successfully when their suspiciousness scores are normalized and combined.



Note that we first used each risk evaluation metric to compute the suspiciousness scores for each statement. The suspiciousness scores are normalized, except the spectra data.



Protocol: If a risk evaluation metric has a high correlation with more than one risk evaluation metric, we select the highest correlation for that group. This implies that if risk evaluation metric  α  has a correlation (  r = 0.92  ) with  β  and also has a correlation (  r = 0.91  ) with  γ , we only select ( α  and  β ) for that group.



It is essential to note in Table 2 that no two maximal risk evaluation metric have a high-negative or neutral correlation. The highest negative correlation (  r = − 0.128  ) between two maximal risk evaluation metrics is between (Ample and Wong1) and (Ample and Wong2), which according to [36], falls under negligible correlation. This can be explained by the fact that the maximal risk evaluation metrics are efficiently locating software faults. Hence, they are always correlated even though the level of correlation may vary; one metric may outperform the other. Therefore, we use only the available negatively correlated maximal risk evaluation metric in this study.



Table 4 shows the group of the shortlisted risk evaluation metrics. The combined risk evaluation metrics are labelled after their types and their correlation level. The first two letters represent if the two combined risk evaluation metrics are both maximal (  M M  ), both non-maximal (  N N  ), or one is maximal, and the other is non-maximal (  M N  ). The subscript letter indicates the level of correlation i-e high correlation (H), moderate correlation (M), low correlation (L), or negligible correlation (N). The superscript signs + and − indicate whether the correlation is positive or negative, respectively.



For example, the first acronym   M  M  H −     means that the two combined risk evaluation metrics are both maximal and highly negatively correlated.





4. Experimental Design


This section provides the experimental details for assessing and evaluating the combinations of risk evaluation metrics for effective fault localization.



4.1. Fault Localization


We use spectrum-based fault localization as the fault localization process. The fault localization is performed at the statement granularity level. Spectrum-based fault localization can use any risk evaluation metric to determine if a statement is faulty or not.



Thus, we evaluate the effectiveness of the combined risk evaluation metrics and compare their performances against 14 well-known maximal (see Table 1) and 16 non-maximal risk evaluation metrics (see [17]).




4.2. Dataset


For this experimental study, we use two datasets: SIR-repository [41] and Defects4J (version 1.2.0) [30]. Due to unavoidable circumstances, this study cannot use the latest version of the Defects4J dataset, v2.0.0. However, version 1.2.0 still serves our purpose in this study. Furthermore, all the benchmarks used in this study may represent majorities of real faults of Defects4J. SIR-repository is the dataset of seeded faults in programs written in C language that has been used in fault localization research [20,21,26,42]. In contrast, Defects4J is the dataset of 357 real faults from 5 large open-source Java projects recently used in fault localization and repair [43,44,45,46]. The details of the datasets can be found in our previous study [10].



To evaluate the effectiveness of the combined and existing risk evaluation metrics in fault localization concerning program size, we partition the projects of SIR-repository and Defects4J into three categories. This shall indicate which risk evaluation metrics are suitable for projects of different sizes.



There is no precisely defined limit to determine if a program is small, medium, or large, as Zhang et al. consider Flex, Grep, Gzip, and Sed programs in SIR-repository measuring between 5.5 and 9.69 KLOC as real-life medium-sized programs [47]. In contrast, others consider these programs large [2,48]. Keller et al. categorize Defects4J projects in the 28–96 KLOC range as medium size [49]. While de Souza et al. consider Flex, Grep, Gzip, and Sed as small with the assumption that programs with more than 10 KLOC are large programs, programs containing between 2 and 10 KLOC are medium-sized, while programs with less than 2 KLOC are small programs [50].



In this study, we categorize the datasets as:




	Small: 

	
Projects with ≤10 KLOC, such as Flex, Sed, Grep, and Gzip with an average executed statements of 3037, and have 92 faults.




	Medium: 

	
Projects >10 KLOC ≤50 KLOC, such as Lang and Time with an average executed statements of 5725, and have 92 faults.




	Large: 

	
Projects >50 KLOC, such as Math, Closure, and Chart with an average executed statements of 14,333, and contain 265 faults.










4.3. Research Questions


This study answers the following research questions.



	RQ1. 

	
Which combined metrics perform the best among the combinations? To answer this research question, we evaluate the performance of each group of the risk evaluation metric (see Table 4) in the given datasets in [10].




	RQ2. 

	
How do the best performing combined risk evaluation metrics compare against the performance of standalone maximal and non-maximal risk evaluation metrics? We select the best-performing risk evaluation metrics among the combined (maximal and maximal, non-maximal and maximal, and non-maximal and non-maximal) risk evaluation metrics to answer this research question. This is done by comparing all the combined risk evaluation metrics with each other. If a combined risk evaluation metric outperforms all other ones in two or more categories of the partitioned dataset, it is assumed to be better than the other risk evaluation metrics. We, therefore, select such a metric to represent the group of combinations. This resulted in 6 combined risk evaluation metrics compared with 14 maximal and 16 non-maximal risk evaluation metrics. In total, we compared 36 metrics.




	RQ3. 

	
Is there any statistical performance difference between the combined and standalone maximal and non-maximal risk evaluation metrics? This research question statistically analyses the overall performance differences between the combined and existing risk evaluation metrics. We combine all the datasets for this experiment. We set the experiment to iterate fifteen times using each risk evaluation metric to compute the average wasted effort for each fault (see Section 4.4.3 for details). The experiment is instrumented to automatically exclude five faults per iteration to obtain a different wasted effort value for each risk evaluation metric in each iteration. We then used Wilcoxon signed-rank test to test the statistical differences and Cliff’s delta to test the effect sizes using the scores computed above. This aims to examine the significance of the performance difference between the combined and existing risk evaluation metrics.








4.4. Evaluation Metrics


We use the following four evaluation metrics to assess the effectiveness of the risk evaluation metrics.



4.4.1. Exam Score


The Exam score is the percentage of statements a developer needs to go through until the faulty statement is found [16,44]. Thus, the metric with the lowest Exam score has the highest effectiveness in locating the faults. The Exam metric is defined in Equation (1).


  Exam =   R (  s f  )  N  ∗ 100  



(1)




where the   R (  s f  )   is the rank of the first faulty statement, and N is the total number of executable statements.




4.4.2. acc@n


The acc@n metric counts the number of faults successfully localized at the top n position in the ranking list [28]. In our case, the   n ∈ { 1 , 3 , 5 , 10 }  . When the fault expands multiple statements, we assume the fault is localized if any of the faulty statements is ranked among the top n positions. This study also used a max tie-breaker for this evaluation metric.




4.4.3. Average Wasted Effort (AWE)


As spectrum-based fault localization produces a ranked list of statements with the aim of ranking the faulty statements at the top, the common assumption is that developers start from the top of the list to identify the fault. The wasted effort metric measures the developer effort wasted in inspecting the non-faulty statements ranked higher than the faulty ones. While some non-faulty statements may be ranked higher than the faulty ones, some non-faulty statements likely share the same rank as the faulty ones—a tie. Sarhan et al. approximated that for 54–56% of the cases in Defects4J, the faulty methods share the same rank with at least one other method.



In the case of ties, there are two cases. The best case is that the faulty statement (  s f  ) is ranked higher than non-faulty statements (  s n  ) in the tie. Hence, the best case wasted effort is defined in Equation (2).


  W  E  b e s t   =  | r a n k  (  s f  )  > r a n k  (  s n  )  |   



(2)







The worst case is that the faulty statement (  s f  ) is ranked last than non-faulty statements (  s n  ) in the tie. Hence, the worst-case wasted effort is defined in Equation (3).


  W  E  w o r s t   =  | r a n k  (  s n  )  ≥ r a n k  (  s f  )  |   



(3)







Therefore, inspired by Keller et al., we define the wasted effort (WE) as an average case in Equation (4) [49].


  A W E =   W  E  b e s t   + W  E  w o r s t    2   



(4)







Finally, we use Equation (4) to calculate the Average Wasted Effort (AWE), which is the mean of the wasted effort (WE) in all the rankings.





4.5. Tie Breaking


Ties always occur when ranking each statement in the program under test using the SBFL formulas. Breaking a tie between two or more program statements with the same suspiciousness scores is expedient. To achieve this, we use the rankdata function from the Scipy [51] library of the python programming language, which is also a module for statistical functions and probability distribution. Tie-breaking is achievable on rankdata by calling a function scipy.stats.rankdata(a, method), where a is the list of the suspiciousness scores, and the method can be average, Min, Max, dense, and ordinal. In our case, this study uses the Max() method because we hope to assign the maximum ordinal rank for the corresponding ties. When the returned values are sorted in descending order, the first value assigned with the maximum ordinal rank among the tied values is ranked first. Here, we assume that the sorting function breaks ties arbitrarily, as specified by Spencer Pearson et al. [44]. For example, when rankdata function is applied to column purposely in Table 3, it returns [9, 9, 10, 5, 11, 12, 2, 2, 3, 5, 9, 9] and when applying a sorting function, it returns [12, 11, 10, 9, 9, 9, 9, 5, 5, 3, 2, 2]. Similarly, when the same function is applied to column randomly in the same Table 3, it returns [12, 12, 12, 6, 12, 12, 6, 6, 6, 6, 6, 12], when applying sorting function, it yields [12, 12, 12, 12, 12, 12, 6, 6, 6, 6, 6, 6]. Recall that the sixth value on the list belongs to the faulty statement. Therefore, the sorting function arbitrarily breaks the tie on the list by sorting the values from the largest to the lowest (descending order).




4.6. Statistical Tests


In this study, we used Wilcoxon signed-rank test to test the significance and Cliff’s delta to measure the effect size. We determined if the combined risk evaluation metrics examined fewer program statements than the maximal and non-maximal ones before locating the first fault in the studied programs.



4.6.1. Wilcoxon Signed-Rank Test


Wilcoxon signed-rank test is a suitable alternative to other statistical tests, such as the t-test, when a normal distribution of a given population cannot be assumed, particularly when there are matched pairs [13,16]. Since we have a matched pair comparison where we assess whether or not one risk evaluation metric or their combinations performs better than the other, we choose the Wilcoxon signed-rank test with a degree freedom of 5%.




4.6.2. Cliff’s Delta


Cliff’s delta is a measure of effect size quantifying the magnitude of difference between two groups, X and Y. Cliff’s delta indicates that the dominance probability of observations in one group is larger than in the other group. In the context of this study, it informs us if a risk evaluation metric performs better than the other and its practical usefulness. Cliff’s delta d is defined in Equation (5) [52].


  d =   #  (  x i  >  y i  )  − #  (  x i  <  y i  )    m n    



(5)




where # is the cardinality indicating the number of times, m and n is the size of group X and Y, respectively. Each observation    x i  ∈  X is compared against each    x i  ∈  Y to count the number of times    x i  >  y i    and    x i  <  y i   . Finally, the difference in counts is divided by total comparisons.



The value of Cliff’s delta d is always   − 1 ≤ d ≤ + 1  . The extreme values   − 1   and   + 1   indicate the two groups, X and Y, are completely non-overlapping (the two groups are significantly different), while 0 indicates the two overlap completely (the two groups are similar).



We used this statistical tool to compare the mean values of the Average Wasted Effort scores computed by the combined risk evaluation metrics and all other ones studied in this study.



We adopt the interpretations of Cliff’s delta d from Romano et al., which are approximated from Cohen’s d as follows [53].



	
  d = 0 ⇒   there is no difference in the performance of two risk evaluation metrics, and they are essentially the same.



	
  d = 0.147 ⇒   there is a small difference in the performance of two risk evaluation metrics.



	
  d = 0.33 ⇒   there is a medium difference in the performance of two risk evaluation metrics.



	
  d = 0.474 ⇒   there is a large difference in the performance of two risk evaluation metrics.






When comparing two risk evaluation metrics, if the output results in negative, the average mean value of the treatment groups’ data which are the combined risk evaluation metrics in our case, is smaller than the average mean value of the control groups’ data which are the standalone risk evaluation metrics in this case.






5. Results


This section presents the results of the empirical evaluation of different risk evaluation metrics.



5.1. RQ1: Which Combined Metrics Perform the Best among the Combinations?


We evaluate the effectiveness of combined risk evaluation metrics concerning their correlation, as mentioned in Section 3.1. We compare their performance using the Exam and the wasted effort (WE) risk evaluation metrics. The evaluations and comparisons are based on the programs of SIR (92 faults) and Defects4J (357 faults).



Table 5 shows the performance of positively and negatively correlated combined risk evaluation metrics in small, medium, and large programs. Since it is difficult to see negatively correlated two maximal risk evaluation metrics. Therefore, the few available ones are reported. The first column in Table 5 shows whether the two combined risk evaluation metrics are positively or negatively correlated. Next are the acronyms, as explained in Section 3, and the subsequent columns show the performance of each combined risk evaluation metric in terms of Exam and wasted effort. The highlighted combined risk evaluation metrics show the best-performing ones to be compared with the existing risk evaluation metrics.



The best performing combined-risk evaluation metrics are determined when each shortlisted combined-risk evaluation metric outperforms the rest in two or more subject programs. We select one combined-risk evaluation metric to represent each grouped risk evaluation metrics. Recall that the groups are maximal and maximal (MM)), non-maximal and maximal (NM), and non-maximal and non-maximal (NN).




	
Negative Correlation








Among the combined two maximal risk evaluation metrics, the highly-correlated maximal risk evaluation metric,   M  M  L −    , outperformed the others. For the combination of two non-maximal risk evaluation metrics, neutrally-correlated metrics,   N  N  N −     outperformed the rest. The combination of maximal and non-maximal risk evaluation metrics shows that the lowly-correlated metric,   N  M  L −    , is promising. Furthermore, in terms of Exam scores,   M  M  H −     outperformed all other combinations in small programs and   N  M  L −     outperformed all other combinations in medium and large programs. In terms of wasted effort,   M  M  H −     outperformed all other combinations in the small program and   N  M  L −     outperformed all other combinations in medium and large programs. In summary, on average performance, the best negatively correlated combined-risk evaluation metric is   N  M  L −    , which is the combination of lowly-correlated maximal and non-maximal risk evaluation metrics.




	
Positive Correlation








For positive correlations, in terms of Exam scores, highly-correlated two maximal risk evaluation metrics outperformed all the other counterparts in small programs, lowly-correlated maximal and non-maximal risk evaluation metrics performed better in medium programs, and lowly-correlated two non-maximal risk evaluation metrics showed more promising than the others. In terms of wasted effort, two highly-correlated maximal risk evaluation metrics are better in the small program, and the lowly-correlated combined-risk evaluation metric performs the best in medium and large programs. On average, the lowly-correlated combined-risk evaluation metric,   N  N  L +    , is the best among the positively correlated risk evaluation metrics.




	
Answer to RQ1:








The overall performance shows that we can combine two positively or negatively correlated risk evaluation metrics for effective fault localization. Two findings hold for this research question; (1) two combined maximal risk evaluation metrics can not optimize fault localization because their combination can not outperform their standalone ones; (2) lowly correlated risk evaluation metrics, whether positive or negative, can help in fault localization because their combination can outperform the individual metric. Therefore, this question is answered as follows; lowly correlated risk evaluation metrics are suitable for combination for effective fault localization.




5.2. RQ2: How Do the Best Performing Combined Risk Evaluation Metrics Compare against the Performance of Standalone Maximal and Non-Maximal Risk Evaluation Metrics?


Table 6 shows the performance comparison of the best-performing combined metrics and the existing metrics. Similarly, Figure 1a shows the visualization of the Exam scores, and Figure 1b shows the visualization of the wasted efforts of the compared risk evaluation metrics. We selected   M  M  H −    ,   N  M  L −    ,   N  N  N −    ,   M  M  H +    ,   N  M  L +    , and   N  N  L +     to represent the combined-risk evaluation metrics, maximal and maximal, non-maximal and maximal, and non-maximal and non-maximal risk evaluation metrics because of their outstanding performances against other risk evaluation metrics.



Therefore, we compare these six risk evaluation metrics with the other existing ones.



	Small Programs: 

	
The small program benchmarks assessed the performance of the combined risk evaluation metrics and the existing ones. This analysis once again proved that some existing risk evaluation metrics are optimal in small programs, such as OP2. The OP2 risk evaluation metric is more effective in the small program in terms of Exam and wasted effort than all the combined risk evaluation metrics. Furthermore, the   M  M  H +     risk evaluation metric, which comprises OP2 and Wong1, performs like OP2 but better than Wong1. Similarly, apart from positively-correlated two maximal risk evaluation metrics, all other combinations outperformed the individual risk evaluation metric combined to form them in small programs.




	Medium Programs: 

	
The   N  M  L +     combined risk evaluation metric outperformed all other combined-risk evaluation metrics and the existing risk evaluation metrics in terms of Exam in the medium program. In terms of wasted effort, the OP2 risk evaluation metric shows more effective performance than all other risk evaluation metrics. The   N  M  L +     combined-risk evaluation metric, which outperformed other risk evaluation metrics in terms of Exam, comprises Jaccard and Harmonic-Mean. This combined-risk evaluation metric outperformed the standalone risk evaluation metrics used to form it. Similarly, apart from two highly correlated maximal risk evaluation metrics and low negatively correlated non-maximal risk evaluation metrics, all other combinations outperformed their standalone risk evaluation metric combined to form them.




	Large Programs: 

	
The combined-risk evaluation metric,   N  N  L +    , comprising two lowly correlated non-maximal risk evaluation metrics, Rogot1 and Barinnel, outperformed all other studied risk evaluation metrics in the large programs in terms of Exam and wasted effort. All other combined-risk evaluation metrics outperformed the individual existing-risk evaluation metrics that make up the combined-risk evaluation metric, except the negative negligibly-correlated two non-maximal risk evaluation metrics in terms of Exam. Therefore, lowly-correlated two non-maximal risk evaluation metrics are suitable for large programs.







We further conducted an accuracy level of all the risk evaluation metrics studied in this paper. We use acc@n to calculate the number of faults each metric localizes at the top of the suspiciousness list. The higher the number of faults located by the metric, the better such metric is in fault localization.



Table 7 and Figure 2 show the percentage and its visualization of faults that the combined and standalone risk evaluation metrics localized in small, medium, and large program benchmarks at the statement granularity level.



In small program benchmarks, Ample and GP19 placed more faults at the top of the ranking list than all the studied risk evaluation metrics, including the combined one in the small program benchmarks. Even though the majority of the combined-risk evaluation metrics, except positively low correlated two non-maximal and negatively low correlated maximal and non-maximal ones, localized more faults at the top of the ranking list in the small programs than all the other risk evaluation metrics. Furthermore, no individual risk evaluation metric that makes up combined-risk evaluation metrics outperformed any of the combined-risk evaluation metrics.



In the medium programs, all the combined-risk evaluation metrics localized more faults than the studied standalone risk evaluation metrics, except the low positively correlated two non-maximal risk evaluation metrics that localized the same faults as some existing risk evaluation metrics.



In large programs, negligible negatively correlated risk evaluation metric,   N  N  N −    , localized more faults at the top of the ranking list. We observed that aside from this risk evaluation metric, all other combined-risk evaluation metrics localized faults like or better than all the other studied risk evaluation metrics.



The general observation shows all the combined risk evaluation metrics localized more faults than all the existing risk evaluation metrics at the Top-10, and no individual risk evaluation metric combined to make the combined-risk evaluation metrics localized more faults than combined-risk evaluation metrics.




	
Answer to RQ2:








The result shows that the combined risk evaluation metrics did not only outperform the individual risk evaluation metrics combined to form the combination but also outperformed all the existing ones, except OP2 in some cases. On average performance, low positive correlated maximal and non-maximal risk evaluation metrics performed the best in terms of Exam, low positive correlated two non-maximal risk evaluation metrics performed the best in terms of wasted effort, and negligible negatively correlated two non-maximal risk evaluation metrics performed the best in terms of acc@1.




5.3. RQ3: Is There Any Statistical Performance Difference between the Combined and Standalone Maximal and Non-Maximal Risk Evaluation Metrics?


After comparing the performance of our proposed method and the existing methods, we estimate the statistical reliability of their performances using the two statistical tools, the Wilcoxon signed-rank test and Cliff’s delta, that were previously used in [13,54,55,56].



We aim to confirm if the performance of the two compared risk evaluation metrics is similar or different. If their performances differ, we assume that one risk evaluation metric is better than the other. In this case, Wilcoxon signed-rank test, which can be used to compare two independent samples (wasted effort in our case), is an appropriate tool for this purpose. On the other hand, Cliff’s delta is an effect size computational tool that can quantify the differences between two groups of samples beyond the p-value. We use this tool to quantify the performance difference between the studied risk evaluation metrics; refer to RQ3 in Section 4.3 for how we generate the data for this purpose.



Table 8 contains the interpretations of the Wilcoxon statistical analysis. In the context of this study, for a given combined-risk evaluation metric (A) and existing-risk evaluation metric (B), the list of measures would be the list of the Average Wasted Effort score values for all the program faulty statements computed by A and B in 30 iterations. For the p-value, if   p ≤ α  , and   α = 0.05  , we assume there is a significant difference between the two compared risk evaluation metrics, but if   p > α  , we assume there is no significant difference in the performance of the two compared risk evaluation metrics. We have 6 combined, 14 maximal, and 16 non-maximal risk evaluation metrics for comparison, and therefore, we have 180 pairs of statistical comparisons in this study.



Table 8 also contains Cliff’s delta statistics that measure the effect sizes. The advantage of Cliff’s delta statistic is that if the Average Wasted Effort of the combined risk evaluation metric (A) is smaller than the existing-risk evaluation metric (B), then the d-value of Cliff’s delta will return a negative value. This implies that risk evaluation metric (A) outperformed risk evaluation metric (B). The symbol ‘<’ denotes if ( α ) of the Wilcoxon signed-rank test is less than 0.05, ‘>’ if higher than 0.05, and ’=’ is equal to 0.05.



From Table 8, each metric has two rows. The first row shows Cliff’s delta (d) values, and the second row shows Wilcoxon signed-rank test ( α ). We, therefore, deduce the following: There exist statistically significant differences between the combined-risk evaluation metrics and the existing-risk evaluation metrics with large effect sizes. The OP2 metric’s performance against all the combined-risk evaluation metrics is statistically significant, with a large effect size in favour of OP2. Contrarily, the combined-risk evaluation metric,   N  N  L +    , outperformed OP2 with no visible effect size.



Therefore, the statistical analysis shows that the best performing combined-risk evaluation metric, the positive lowly correlated one, did not only outperform all the existing studied metrics by chance, but the performances are statistically significant with large effect sizes.




	
Answer to RQ3:








The statistical analysis shows significant differences in the performance of the best combined-risk evaluation metrics and all other standalone risk evaluation metrics, and the effect sizes are large in many cases.




5.4. Discussion


Many techniques have been proposed in software testing, especially in an SBFL, to improve the suspicious statement’s ranking in computer software programs. Human design techniques and Genetic Programming techniques have been adopted in the literature to minimize the effort of locating faults in a program. We have shown that combining two of these existing risk evaluation metrics to enhance fault localization is possible. We have combined different risk evaluation metrics to discover some types that can naturally be combined without machine learning or learning-to-rank algorithms. The majority of the studies in the literature that attempted combining various metrics did that with the aid of the Genetic Algorithm [23] and the learning-to-rank [24,28,31] algorithm. Many of these studies combined many formulas without considering their compatibility.



This study combined different metrics by computing their suspiciousness scores for each program statement, and the suspiciousness scores are normalized to the range 0 and 1. The normalized scores are combined to form a single suspiciousness score. The single suspiciousness score is then served as the final suspiciousness score. We compared the effectiveness of the combined-risk evaluation metrics with the existing maximal and non-maximal risk evaluation metrics.



Table 5 shows the performances of negatively and positively correlated risk evaluation metrics. We observed that when combining two risk evaluation metrics, the result will either outperform one of the risk evaluation metrics or not perform like any of them. This can be observed when combining highly positively correlated risk evaluation metrics. This is why we ensured a comprehensive study of different combinations. Surprisingly, only two maximal risk evaluation metrics that are negatively highly or moderately correlated are good for combination, unlike the positive and negative lowly or neutrally correlated ones.



Furthermore, most risk evaluation metrics with higher positive correlations outperformed those with lower correlations, even though their combined power can not supersede the individual ones. This bolsters the study by Zou [5], which says two techniques are positively correlated if they are good at locating the same sort of faults. This study further shows that if two techniques of the same family are highly and positively correlated, it does not mean they both have the same localization ability, and their combination will consistently outperform one of the combined techniques. This performance can not enhance fault localization because the combination aims to optimize the fault localization performance.



Similarly, in addition to the findings above, some non-maximal risk evaluation metrics can also be combined with the maximal ones, provided they are low negatively correlated. Contrarily, positive lowly or neutrally correlated two non-maximal risk evaluation metrics should be considered if the developer intends to combine non-maximal risk evaluation metrics.



Table 6 shows the performance comparisons of the best performing combined-risk evaluation metrics with the existing ones. A combined-risk evaluation metric must outperform all other combined ones in two or more categorized datasets before concluding that it is the best among others. We use one best risk evaluation metric to represent each group (maximal vs maximal), (non-maximal vs maximal), and (non-maximal vs non-maximal). This produces six combined-risk evaluation metrics (  M  M  H −     (Tarantula and Wong2),   N  M  L −     (Euclid and Tarantula),   N  N  N −     (Euclid and SEM2),   M  M  H +     (OP2 and Wong1),   N  M  L +     (Jaccard and Harmonic-Mean),   N  N  L +     (Rogot1 and Barinnel)). We then compare their performances with the existing risk evaluation metrics.



This study shows that only one existing risk evaluation metric, OP2 is more effective than the majority of the combined-risk evaluation metrics, and overall performance of   N  N  L +    , which comprises positively correlated two non-maximal risk evaluation metrics (Rogot1 and Barinnel)) outperformed all the compared risk evaluation metrics.



Therefore, to combine two techniques of the same family for effective fault localization, we may use two low-positive correlated non-maximal techniques. Even though it is very hard to obtain high negatively correlated risk evaluation metrics, their availability for combination will improve the accuracy of fault localization.



Therefore, we use the rubric highlighted in Section 1 to summarize our findings in this study.



	
Two positively correlated maximal metrics are already good at locating software faults. Their combination can not outweigh their performance and can not enhance fault localization.



	
Negatively correlated two maximal risk evaluation metrics are good at locating different sorts of faults. Their combined performances can outweigh their individual fault localization effectiveness, provided their degree of correlation is moderate or high.



	
Two positively correlated non-maximal metrics are not good at locating software faults, yet their combination can increase the overall fault localization effectiveness, provided their degree of correlation is low or neutral.



	
Two negatively correlated non-maximal metrics are not good at locating software faults, and their combination can not improve fault localization effectiveness.



	
Two negatively correlated maximal and non-maximal metrics, where one is good, and the other is not good at locating software faults, can complement each other provided they have low correlation, and their combination can outweigh their individual fault localization effectiveness.








6. Threats to Validity


Since empirical research faces many risks concerning the validity of results, we identify those measures we took to alleviate them. We organize such threats to validity in three categories as follows.



	
Construct validity: Threat to construct validity relates to the program granularity used for spectrum-based fault localization. In this study, we localize the faults at the statement level. Since this is the smallest possible granularity level and captures the program behaviour at a deficient level, this risk to construct validity is minimized. Furthermore, this is also in line with existing works. Many previous studies have localized faults at the statement granularity.



	
Internal validity: The threat to internal validity relates to the evaluation metrics used to compare different risk evaluation metrics. One technique might be better than the other for a particular evaluation metric. Therefore, we use three evaluation metrics: the Exam score, Average Wasted Effort, and acc@n, which concern different aspects. Previous studies have also used these metrics [12,13,16,44]. Since each metric is concerned with different aspects used in previous studies, this threat is reasonably mitigated.



	
External validity: The evaluation of risk evaluation metrics in this study depends on the dataset of subject programs used and may not be generalizable. Indeed, the results and findings of many fault localization studies are not directly generalizable.



The threat to external validity is our method to determine which risk evaluation metrics are suitable for combination. We initially computed performance correlations between different risk evaluation metrics on 30 randomly selected faults from SIR-repository and Defects4J. It is highly likely to obtain different correlation results for another set of randomly selected faults from a different dataset.



Nonetheless, this study has suggested the best metrics suitable for combination for effective fault localization.







7. Conclusions


This paper explored and empirically evaluated different combinations of maximal and non-maximal risk evaluation metrics based on their correlations. The primary aim of this empirical study was to ascertain which combinations of the risk evaluation metrics may improve the effectiveness of fault localization, more specifically, the spectrum-based fault localization.



The following findings are confirmed in this study.



	Finding 1: 

	
The highest negatively correlated value of two maximal risk evaluation metrics obtained is -0.129. The combination outperformed the two combined risk evaluation metrics but did not outperform the best existing risk evaluation metric in this study, OP2. This means there are very high chances of getting an effective fault localization performance from two highly correlated maximal risk evaluation metrics with a value of at least −0.70 and above.




	Finding 2: 

	
Practically, combining maximal and non-maximal risk evaluation metrics with moderate or high correlation power, whether positive or negative, can only outperform one individual risk evaluation metric, but not the two risk evaluation metrics. It is best to consider their low correlation power for effective fault localization.




	Finding 3: 

	
Combining two non-maximal risk evaluation metrics, with high or moderate and positive or negative correlation power can not outperform the individual risk evaluation metric. Contrarily, the low or negligible positive correlation power of these risk evaluation metric can be considered for effective fault localization.
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Figure 1. (a) shows the stacked bar-chart of Exam Scores of the combined and existing risk evaluation metrics. (b) shows the wasted effort computed by the combined and existing risk evaluation metrics. 
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Figure 2. Fault Localization accuracy of the combined and existing risk evaluation metrics. 
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Table 1. The Maximal risk evaluation metrics.






Table 1. The Maximal risk evaluation metrics.





	Name
	Definition





	Tarantula [33]
	     e f    e f  +  n f       e f    e f  +  n f    +   e p    e p  +  n p       



	Ample [9]
	    |    e f    e f  +  n f    −   e p    e p  +  n p     |    



	Ochiai1 [34]
	    e f     (  e f  +  n f  )   (  e f  +  e p  )      



	Jaccard [19]
	    e f    e f  +  e p  +  n f     



	Ochiai2 [34]
	     e f  ∗  n p      (  e f  +  e p  )   (  n p  +  n f  )   (  e f  +  n f  )   (  e p  +  n p  )      



	Kulczynski1 [35]
	    e f    n f  +  e p     



	OP2 [17]
	    e f  −   e p    e p  +  n p  + 1     



	D*2 [11]
	      e f   2    e p  +  n f     



	GP02 [12]
	   2  (  e f  +   n p   )  +   e p     



	GP03 [12]
	     |     e f   2  −    e p    |      



	GP19 [12]
	    e f     |   e p  −  e f  +  n f  −  n p   |      



	Wong1 [21]
	   e f   



	Wong2 [21]
	    e f  −  e p    



	Wong3 [21]
	    e f  − h ,  h =       e p     if   e p  ≤ 2       2 + 0.1 (  e p  − 2 )     if  2 <  e p  ≤ 10       2.8 + 0.001 (  e p  − 10 )     if   e p  > 10        
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Table 2. The correlation results of the selected combined metrics: p = 0.005.
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	OP2
	Tarantula
	Ochiai1
	Ample
	Jaccard
	D*2
	GP02
	Dice
	Rogers-Tanimoto
	SEM3
	Barinnel
	Hamman
	SEM1
	SEM2
	Rogot1





	Ochiai2
	
	
	
	
	
	
	0.005
	
	
	
	
	
	
	
	



	D*2
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	



	GP02
	
	
	0.005
	
	
	
	
	
	
	
	
	
	
	
	



	GP03
	
	
	
	
	
	0.439
	
	
	
	
	
	
	
	
	



	GP19
	
	
	
	
	
	0.537
	
	
	−0.002
	
	
	
	
	
	



	Wong1
	0.999
	
	
	
	
	
	
	
	
	
	
	
	
	
	



	Wong2
	
	−0.119
	
	−0.129
	
	
	
	
	
	
	
	
	
	
	



	Wong3
	
	−0.119
	
	−0.129
	
	
	
	
	
	
	
	
	
	
	



	Euclid
	
	−0.371
	
	
	
	
	
	
	
	−0.007
	
	
	
	
	



	Dice
	
	
	
	
	
	
	
	
	0.860
	
	
	
	
	
	



	Rogers-Tanimoto
	
	−0.456
	
	
	
	
	
	
	
	
	
	
	
	
	



	SEM3
	
	
	
	
	
	
	
	0.860
	
	
	
	
	
	
	



	Russel&Rao
	0.999
	
	
	
	
	
	
	
	
	
	
	
	
	
	



	Barinnel
	
	0.633
	
	
	
	
	
	
	
	
	
	
	
	
	0.468



	M1
	
	
	
	
	
	0.005
	
	
	
	
	
	
	
	
	



	Harmonic-Mean
	
	
	
	
	0.472
	
	
	
	
	
	
	
	
	
	



	Scott
	
	
	
	
	
	
	
	
	
	
	
	
	−0.414
	
	



	SEM1
	
	
	
	
	
	
	
	
	−0.361
	
	
	
	
	
	



	Rogot1
	
	
	
	
	
	
	
	
	
	
	0.468
	
	
	
	



	M2
	
	
	
	
	
	
	
	
	
	
	
	0.005
	
	
	



	Cohen
	
	
	
	
	
	
	
	
	
	
	
	
	
	0.597
	



	Fleiss
	
	
	
	
	
	
	
	
	
	
	
	
	−0.985
	
	










[image: Table] 





Table 3. Example of the MinMaxScaler values from scikitlearn. The (n) signifies the normalized columns.
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	    S i    
	    e p    
	    e f    
	    n p    
	    n f    
	GP19
	Rogers-Tanimoto
	Wong1
	Russel&Rao
	GP19 (n)
	Rogers-Tanimoto (n)
	Wong1 (n)
	Russel&Rao (n)
	Randomly
	Purposely





	   S 1   
	8
	2
	0
	0
	4.899
	0.111
	2.000
	0.200
	1.000
	0.000
	1.000
	1.000
	2.000
	1.000



	   S 2   
	8
	2
	0
	0
	4.899
	0.111
	2.000
	0.200
	1.000
	0.000
	1.000
	1.000
	2.000
	1.000



	   S 3   
	4
	2
	4
	0
	2.828
	0.429
	2.000
	0.200
	0.577
	0.572
	1.000
	1.000
	2.000
	1.149



	   S 4   
	1
	0
	7
	2
	0.000
	0.538
	0.000
	0.000
	0.000
	0.768
	0.000
	0.000
	0.000
	0.768



	   S 5   
	3
	2
	5
	0
	4.000
	0.538
	2.000
	0.200
	0.816
	0.768
	1.000
	1.000
	2.000
	1.584



	   S 6   
	2
	2
	6
	0
	4.899
	0.667
	2.000
	0.200
	1.000
	1.000
	1.000
	1.000
	2.000
	2.000



	   S 7   
	4
	0
	4
	2
	0.000
	0.250
	0.000
	0.000
	0.000
	0.250
	0.000
	0.000
	0.000
	0.250



	   S 8   
	4
	0
	4
	2
	0.000
	0.250
	0.000
	0.000
	0.000
	0.250
	0.000
	0.000
	0.000
	0.250



	   S 9   
	3
	0
	5
	2
	0.000
	0.333
	0.000
	0.000
	0.000
	0.399
	0.000
	0.000
	0.000
	0.399



	   S 10   
	1
	0
	7
	2
	0.000
	0.538
	0.000
	0.000
	0.000
	0.768
	0.000
	0.000
	0.000
	0.768



	   S 11   
	0
	0
	8
	2
	0.000
	0.667
	0.000
	0.000
	0.000
	1.000
	0.000
	0.000
	0.000
	1.000



	   S 12   
	8
	2
	0
	0
	4.899
	0.111
	2.000
	0.200
	1.000
	0.000
	1.000
	1.000
	2.000
	1.000
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Table 4. Details of selected combined risk evaluation metrics based on correlation.
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Negative

	
Positive




	
Group

	
Metric Combination

	
Combined Metrics

	
Correlation

	
Acronyms

	
Combined

	
Correlation






	
1

	
   M  M  H −     

	
Tarantula and Wong2

	
High

	
   M  M  H +     

	
OP2 and Wong1

	
High




	
   M  M  M −     

	
Tarantula and Wong3

	
Moderate

	
   M  M  M +     

	
GP19 and Dstar

	
Moderate




	
   M  M  L −     

	
Ample and Wong2

	
Low

	
   M  M  L +     

	
Dstar and GP03

	
Low




	
   M  M  N −     

	
Ample and Wong3

	
Negligible

	
   M  M  N +     

	
Ochiai2 and GP02

	
Negligible




	
2

	
   N  M  H −     

	
Wong3 and SEM1

	
High

	
   N  M  H +     

	
OP2 and Russel

	
High




	
   N  M  M −     

	
Rogers and Tarantula

	
Moderate

	
   N  M  M +     

	
Tarantula and Barinel

	
Moderate




	
   N  M  L −     

	
Tarantula and Euclid

	
Low

	
   N  M  L +     

	
Jaccard and Harmonic

	
Low




	
   N  M  N −     

	
GP19 and Rogers-Tanimoto

	
Negligible

	
   N  M  N +     

	
Dstar and M1

	
Negligible




	
3

	
   N  N  H −     

	
Fleiss and SEM1

	
High

	
   N  N  H +     

	
Dice and SEM3

	
High




	
   N  N  M −     

	
Scott and SEM1

	
Moderate

	
   N  N  M +     

	
SEM2 and Cohen

	
Moderate




	
   N  N  L −     

	
Rogers and SEM1

	
Low

	
   N  N  L +     

	
Rogot1 and Barinel

	
Low




	
   N  N  N −     

	
Euclid and SEM3

	
Negligible

	
   N  N  N +     

	
Hamman and M2

	
Negligible
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Table 5. Performance comparison of positively and negatively correlated combined-risk evaluation metrics. The highlighted metrics performed the best in each group and are shortlisted for further assessments.
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Small programs (3037 LOC)

	
Medium programs (5725 LOC)

	
Large programs (14,333 LOC)




	
Group

	
Combined Metrics

	
Exam

	
AWE

	
Exam

	
AWE

	
Exam

	
AWE






	
Negative

	
   M  M  H −     

	
4.51

	
205

	
8.43

	
326

	
12.1

	
2163




	
   M  M  M −     

	
4.51

	
205

	
8.43

	
326

	
12.1

	
2163




	
   M  M  L −     

	
6.88

	
305

	
9.56

	
351

	
15.82

	
2780




	
   M  M  N −     

	
6.88

	
305

	
9.56

	
351

	
15.82

	
2780




	
   N  M  H −     

	
23.78

	
750

	
25.18

	
886

	
35.96

	
5357




	
   N  M  M −     

	
7.20

	
235

	
8.72

	
322

	
14.45

	
2521




	
   N  M  L −     

	
5.31

	
220

	
7.03

	
318

	
11.31

	
2057




	
   N  M  N −     

	
7.91

	
281

	
11.44

	
396

	
17.95

	
3032




	
   N  N  H −     

	
13.71

	
405

	
12.56

	
560

	
13.52

	
2493




	
   N  N  M −     

	
25.41

	
799

	
13.38

	
578

	
15.45

	
2818




	
   N  N  L −     

	
25.14

	
785

	
32.06

	
1020

	
41.64

	
5631




	
   N  N  N −     

	
4.62

	
212

	
10.14

	
397

	
11.92

	
2300




	
Positive

	
   M  M  H +     

	
4.13

	
130

	
7.05

	
389

	
8.32

	
1989




	
   M  M  M +     

	
15.12

	
1104

	
9.14

	
562

	
10.1

	
2877




	
   M  M  L +     

	
18.31

	
1214

	
20.93

	
646

	
20.48

	
3140




	
   M  M  N +     

	
12.02

	
905

	
6.69

	
319

	
10.46

	
2020




	
   N  M  H +     

	
4.61

	
150

	
7.05

	
389

	
8.32

	
1989




	
   N  M  M +     

	
4.52

	
149

	
6.50

	
511

	
7.04

	
2532




	
   N  M  L +     

	
4.18

	
133

	
6.20

	
379

	
7.70

	
2023




	
   N  M  N +     

	
20.45

	
708

	
35.39

	
870

	
42.19

	
5243




	
   N  N  H +     

	
4.95

	
194

	
6.31

	
510

	
7.11

	
2528




	
   N  N  M +     

	
5.02

	
207

	
7.48

	
374

	
8.83

	
2034




	
   N  N  L +     

	
4.95

	
211

	
6.63

	
344

	
6.65

	
1545




	
   N  N  N +     

	
5.11

	
224

	
7.44

	
322

	
11.79

	
2207
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Table 6. Performance comparison of the combined risk evaluation metrics with the standalone risk evaluation metrics. The best metrics for each subject program are highlighted in grey colour for easy visualization.
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Small programs (3037 LOC)

	
Medium programs (5725 LOC)

	
Large programs (14,333 LOC)




	
Group

	
Combined Metrics

	
Exam

	
AWE

	
Exam

	
AWE

	
Exam

	
AWE






	
Combined

	
   M  M  H −     

	
4.51

	
205

	
8.43

	
326

	
12.1

	
2163




	
   N  M  L −     

	
5.31

	
220

	
7.03

	
318

	
11.31

	
2057




	
   N  N  N −     

	
4.62

	
212

	
10.14

	
397

	
11.92

	
2300




	
   M  M  H +     

	
4.13

	
130

	
7.05

	
389

	
8.32

	
1989




	
   N  M  L +     

	
4.18

	
133

	
6.20

	
379

	
7.70

	
2023




	
   N  N  L +     

	
4.95

	
211

	
6.63

	
344

	
6.65

	
1545




	
Maximal

	
OP2

	
4.12

	
130

	
7.20

	
190

	
8.67

	
1999




	
Tarantula

	
12.97

	
417

	
14.45

	
363

	
18.75

	
2190




	
Ochiai1

	
12.21

	
402

	
14.45

	
361

	
18.77

	
2159




	
Ochiai2

	
6.80

	
238

	
6.85

	
364

	
8.77

	
2203




	
Ample

	
8.47

	
298

	
9.06

	
320

	
9.46

	
1558




	
Jaccard

	
5.82

	
156

	
7.26

	
390

	
8.42

	
2158




	
DStar

	
29.77

	
1098

	
14.05

	
440

	
13.64

	
2625




	
GP02

	
24.05

	
758

	
20.18

	
343

	
23.44

	
1698




	
GP03

	
12.43

	
345

	
42.57

	
503

	
34.12

	
2170




	
GP19

	
4.99

	
159

	
10.85

	
401

	
12.08

	
2389




	
Wong1

	
8.63

	
368

	
12.3

	
621

	
14.29

	
3325




	
Wong2

	
15.92

	
498

	
39.26

	
605

	
45.62

	
2945




	
Wong3

	
15.92

	
498

	
39.26

	
605

	
45.62

	
2945




	
Kulczynski1

	
30.12

	
1111

	
14.27

	
441

	
13.72

	
2626




	
Non-maximal

	
SEM1

	
30.29

	
990

	
16.60

	
479

	
19.55

	
2679




	
Euclid

	
15.92

	
498

	
39.26

	
605

	
45.62

	
2945




	
Fleiss

	
11.90

	
403

	
16.25

	
254

	
27.11

	
2157




	
Scott

	
21.96

	
711

	
33.23

	
463

	
41.67

	
2757




	
Rogers-Tanimoto

	
15.92

	
498

	
39.26

	
605

	
45.62

	
2945




	
SEM3

	
6.70

	
238

	
8.67

	
363

	
11.04

	
2214




	
Russel&Rao

	
8.63

	
368

	
12.30

	
621

	
14.29

	
3325




	
Barinnel

	
12.97

	
417

	
8.44

	
361

	
9.37

	
2159




	
Harmonic-Mean

	
6.56

	
230

	
8.83

	
402

	
11.60

	
2059




	
M2

	
5.28

	
176

	
8.72

	
389

	
10.03

	
2390




	
Dice

	
5.89

	
190

	
8.26

	
380

	
9.42

	
2298




	
Cohen

	
6.13

	
213

	
9.79

	
199

	
11.23

	
2080




	
Rogot1

	
35.72

	
1244

	
16.31

	
520

	
14.43

	
2178




	
Hamman

	
15.92

	
498

	
39.26

	
605

	
45.62

	
2945




	
SEM2

	
6.56

	
230

	
9.61

	
380

	
11.51

	
2032




	
M1

	
15.89

	
498

	
16.16

	
254

	
10.89

	
2290
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Table 7. Performance comparison of the combined risk evaluation metrics with the standalone risk evaluation metrics based on acc@n evaluation metric.
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Small program (%)

	
Medium program (%)

	
Large program (%)




	

	
Metrics

	
acc@1

	
acc@3

	
acc@5

	
acc@10

	
acc@1

	
acc@3

	
acc@5

	
acc@10

	
acc@1

	
acc@3

	
acc@5

	
acc@10






	
Combined

	
   M  M  H −     

	
16

	
24

	
30

	
41

	
18

	
30

	
43

	
52

	
15

	
25

	
28

	
37




	
   N  M  L −     

	
10

	
12

	
12

	
20

	
18

	
30

	
43

	
53

	
15

	
25

	
29

	
37




	
   N  N  N −     

	
16

	
15

	
35

	
28

	
22

	
40

	
51

	
58

	
21

	
30

	
33

	
41




	
   M  M  H +     

	
16

	
24

	
30

	
43

	
21

	
34

	
42

	
50

	
15

	
23

	
26

	
34




	
   N  M  L +     

	
16

	
24

	
30

	
43

	
18

	
35

	
45

	
53

	
16

	
25

	
29

	
37




	
   N  N  L +     

	
12

	
18

	
20

	
28

	
17

	
34

	
45

	
54

	
16

	
25

	
29

	
38




	
Maximal

	
OP2

	
16

	
24

	
30

	
43

	
17

	
30

	
40

	
49

	
16

	
23

	
26

	
34




	
Tarantula

	
6

	
8

	
9

	
10

	
17

	
30

	
43

	
52

	
16

	
23

	
28

	
36




	
Ochiai1

	
6

	
6

	
8

	
10

	
17

	
30

	
44

	
54

	
16

	
24

	
28

	
36




	
Ochiai2

	
16

	
21

	
24

	
36

	
16

	
30

	
43

	
52

	
16

	
24

	
28

	
36




	
Ample

	
17

	
24

	
30

	
41

	
17

	
29

	
37

	
46

	
15

	
21

	
24

	
31




	
Jaccard

	
16

	
24

	
30

	
41

	
15

	
32

	
44

	
55

	
17

	
25

	
29

	
37




	
DStar

	
2

	
8

	
10

	
18

	
13

	
28

	
37

	
45

	
14

	
20

	
24

	
30




	
GP02

	
0

	
1

	
1

	
3

	
6

	
15

	
18

	
21

	
3

	
4

	
4

	
7




	
GP03

	
13

	
21

	
25

	
32

	
4

	
6

	
11

	
13

	
1

	
4

	
4

	
5




	
GP19

	
17

	
25

	
26

	
35

	
15

	
22

	
32

	
39

	
11

	
17

	
19

	
24




	
Wong1

	
0

	
1

	
1

	
2

	
2

	
9

	
12

	
16

	
1

	
3

	
4

	
7




	
Wong2

	
16

	
21

	
25

	
30

	
9

	
11

	
17

	
22

	
8

	
13

	
14

	
18




	
Wong3

	
16

	
21

	
25

	
30

	
9

	
11

	
17

	
22

	
8

	
13

	
14

	
18




	
Kulczynski1

	
2

	
8

	
10

	
18

	
13

	
27

	
38

	
45

	
14

	
21

	
25

	
30




	
Non-maximal

	
SEM1

	
0

	
0

	
0

	
1

	
1

	
3

	
11

	
15

	
0

	
2

	
4

	
5




	
Euclid

	
10

	
18

	
23

	
28

	
9

	
11

	
17

	
22

	
8

	
13

	
14

	
18




	
Fleiss

	
10

	
18

	
24

	
29

	
16

	
29

	
43

	
51

	
17

	
24

	
26

	
36




	
Scott

	
5

	
5

	
7

	
9

	
12

	
17

	
26

	
34

	
11

	
18

	
19

	
23




	
Rogers-Tanimoto

	
10

	
24

	
29

	
30

	
9

	
11

	
17

	
22

	
8

	
13

	
14

	
18




	
SEM3

	
11

	
23

	
29

	
30

	
15

	
33

	
43

	
54

	
16

	
24

	
28

	
37




	
Russel&Rao

	
0

	
1

	
1

	
2

	
2

	
9

	
12

	
16

	
1

	
3

	
4

	
7




	
Barinel

	
6

	
8

	
9

	
10

	
17

	
30

	
44

	
54

	
16

	
24

	
28

	
36




	
Harmonic-Mean

	
11

	
24

	
30

	
29

	
17

	
29

	
41

	
51

	
16

	
23

	
26

	
35




	
M2

	
12

	
25

	
31

	
31

	
17

	
30

	
40

	
49

	
16

	
23

	
26

	
34




	
Dice

	
10

	
20

	
25

	
29

	
15

	
32

	
44

	
55

	
17

	
25

	
29

	
37




	
Cohen

	
9

	
19

	
25

	
29

	
15

	
30

	
43

	
54

	
17

	
24

	
28

	
36




	
Rogot1

	
2

	
9

	
11

	
20

	
13

	
28

	
37

	
44

	
13

	
20

	
24

	
30




	
Hamman

	
12

	
24

	
29

	
28

	
9

	
11

	
17

	
22

	
8

	
13

	
14

	
18




	
SEM2

	
13

	
24

	
30

	
27

	
17

	
29

	
41

	
51

	
16

	
23

	
26

	
35




	
M1

	
5

	
8

	
5

	
30

	
16

	
24

	
29

	
40

	
12

	
17

	
25

	
28
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Table 8. The statistical comparison of the combined and standalone risk evaluation metrics.
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Maximal and Maximal

	
Non-Maximal and Maximal

	
Non-Maximal and Non-Maximal




	

	
Metrics

	
    MM  H −     

	
    MM  H +     

	
    NM  L −     

	
    NM  L +     

	
    NN  N −     

	
    NN  L +     






	
Maximal

	
OP2

	
1.00

	
0.58

	
0.78

	
0.58

	
1.00

	
−0.10




	

	
>

	
>

	
>

	
>

	
>

	
<




	
Tarantula

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00




	

	
<

	
<

	
<

	
<

	
<

	
<




	
Ochiai1

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00




	

	
<

	
<

	
<

	
<

	
<

	
<




	
Ochiai2

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
0.15

	
−1.00




	

	
<

	
<

	
<

	
<

	
>

	
<




	
Ample

	
0.94

	
0.85

	
0.88

	
0.85

	
1.00

	
−0.44




	

	
>

	
>

	
>

	
>

	
>

	
<




	
Jaccard

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
1.00

	
−1.00




	

	
<

	
<

	
<

	
<

	
>

	
<




	
DStar

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00




	

	
<

	
<

	
<

	
<

	
<

	
<




	
GP02

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
1.00

	
−1.00




	

	
<

	
<

	
<

	
<

	
>

	
<




	
GP03

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−0.65

	
−1.00




	

	
<

	
<

	
<

	
<

	
<

	
<




	
GP19

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−0.95

	
−1.00




	

	
<

	
<

	
<

	
<

	
<

	
<




	
Wong1

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00




	

	
<

	
<

	
<

	
<

	
<

	
<




	
Wong2

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00




	

	
<

	
<

	
<

	
<

	
<

	
<




	
Wong3

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00




	

	
<

	
<

	
<

	
<

	
<

	
<




	
Kulczynski1

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00




	

	
<

	
<

	
<

	
<

	
<

	
<




	
Non-maximal

	
SEM1

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00




	

	
<

	
<

	
<

	
<

	
<

	
<




	
Euclid

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00




	

	
<

	
<

	
<

	
<

	
<

	
<




	
Fleiss

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
1.00

	
−1.00




	

	
<

	
<

	
<

	
<

	
>

	
<




	
Scott

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00




	

	
<

	
<

	
<

	
<

	
<

	
<




	
Rogers-Tanimoto

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00




	

	
<

	
<

	
<

	
<

	
<

	
<




	
SEM3

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
1.00

	
−1.00




	

	
<

	
<

	
<

	
<

	
>

	
<




	
Russel&Rao

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00




	

	
<

	
<

	
<

	
<

	
<

	
<




	
Barinnel

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
1.00

	
−1.00




	

	
<

	
<

	
<

	
<

	
<

	
<




	
Harmonic-Mean

	
−0.92

	
−0.82

	
−0.85

	
−0.82

	
1.00

	
−0.40




	

	
<

	
<

	
<

	
<

	
>

	
<




	
M2

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
1.00

	
−1.00




	

	
<

	
>

	
<

	
<

	
<

	
<




	
Dice

	
−0.94

	
−0.84

	
−0.88

	
−0.85

	
0.96

	
−0.44




	

	
<

	
<

	
<

	
<

	
>

	
<




	
Cohen

	
0.15

	
0.10

	
0.12

	
0.10

	
0.45

	
−0.88




	

	
>

	
>

	
>

	
>

	
>

	
<




	
Rogot1

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00




	

	
<

	
<

	
<

	
<

	
<

	
<




	
Hamman

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00




	

	
<

	
<

	
<

	
<

	
<

	
<




	
SEM2

	
0.20

	
−0.73

	
−0.75

	
−0.70

	
0.32

	
−0.31




	

	
>

	
<

	
<

	
<

	
>

	
<




	
M1

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00

	
−1.00




	

	
<

	
<

	
<

	
<

	
<

	
<
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