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Abstract: The recent large outbreak of infectious diseases, such as influenza-like illnesses and COVID-
19, has resulted in a flood of health-related posts on the Internet in general and on social media in
particular, in a wide range of languages and dialects around the world. The obvious relationship
between the number of infectious disease cases and the number of social media posts prompted us
to consider how we can leverage such health-related content to detect the emergence of diseases,
particularly influenza-like illnesses, and foster disease surveillance systems. We used Algerian Arabic
posts as a case study in our research. From data collection to content classification, a complete
workflow was implemented. The main contributions of this work are the creation of a large corpus
of Arabic Facebook posts based on Algerian dialect and the proposal of a new classification model
based on sentiment analysis and one-dimensional convolutional neural networks. The proposed
model categorizes Facebook posts based on the users’ feelings. To counteract data imbalance, two
techniques have been considered, namely, SMOTE and random oversampling (ROS). Using a 5-fold
cross-validation, the proposed model outperformed other baseline and state-of-the-art models such
as SVM, LSTM, GRU, and BiLTSM in terms of several performance metrics.

Keywords: influenza-like illness; COVID-19; Arabic sentiment analysis; disease classification; Face-
book; Algerian dialect

MSC: 68T07

1. Introduction

The huge increase in the use of social media platforms has made them an important
source of massive amounts of data. Users of social media are now sharing every aspect
of their lives, including their political beliefs, emotional feelings, health status, anxiety,
anger, and even their wishes. Based on Social Media Analysis (SMA) [1], such data have
been used for a variety of purposes, including product marketing [2], political elections [3],
tourism [4], healthcare [5], and renewable energy [6,7], among others.

With over 2.9 billion users [8], Facebook is one of the world’s largest social networking
platforms, allowing the sharing of diverse data in a variety of daily life domains. Algeria
has an estimated 27 million Internet users, accounting for 60% of the total population.
About 22.4 million of these people use Facebook. As a result, Facebook is the most popular
social media platform in this country [9].

As is the case in the rest of the world, Algerian Facebook users have recently and
extensively shared a great deal of health-related information, including requests for medical
advice and fears of certain diseases, especially in light of the rising incidence of rapidly
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spreading infectious diseases such as Influenza-Like Illnesses (ILI) and COVID-19. The
Centers for Disease Control and Prevention [10] define ILI as “a fever, cough, and/or sore
throat with no other known cause than influenza”. While COVID-19 can have severe
consequences and cause organ damage, its clinical manifestations are comparable to those
of the common cold, such as fever, cough, and sore throat [11,12].

On the other hand, health systems still rely significantly on health center data to detect
diseases and follow their spread, which is a time-consuming and labor-intensive process
prior to issuing public warnings. Therefore, it has become imperative to strengthen existing
health systems by leveraging health-related data on social media and developing intelligent
systems that help in monitoring the spread of infectious diseases such as ILI, anticipating
and controlling outbreaks, providing early warnings, and identifying the emergence of
new symptoms.

Several studies have been undertaken to improve public health systems by leveraging so-
cial media health-related data, machine or deep learning models, and Natural Language Pro-
cessing (NLP) techniques, such as text mining and sentiment analysis. These studies include
the detection of various diseases through social networks, such as COVID-19 [13–15], latent
infectious diseases [16], infectious diseases [17], depression [18–20], mental illness [21,22],
mosquito-borne diseases [23], Asperger syndrome [24], dengue disease [25], avian influenza [26],
and influenza [27–31], among others.

However, as these works rely on an in-depth comprehension of the natural language
used to analyze emotions and detect diseases from published texts, their use is mostly
limited to this language, and they cannot be used for other natural languages. Moreover,
to the best of our knowledge, no previous research has used sentiment analysis on social
media data written in the Algerian Arabic dialect to detect diseases.

In this paper, we present a new sentiment classification model based on one-dimensional
convolutional neural networks (1D-CNN) and sentiment analysis to detect and monitor
ILI in Facebook postings from Algeria. The suggested approach is able to interpret the
emotions of Algerian-speaking patients and identify ILI-positive instances. This work’s
contributions can be summarized as follows: (1) A corpus of 21,885 Facebook posts written
in Arabic Algerian dialect was compiled. This data set comprises health-related information
that can be utilized by a variety of medical applications for the benefit of the public health.
(2) All acquired data were manually annotated by professionals, enabling the development
of a model capable of comprehending how a patient with ILI is feeling. (3) We examined,
balanced, and preprocessed the data as part of the data preparation phase by implementing
novel NLP approaches, such as recommending new stop words appropriate to the Algerian
Arabic dialect. (4) Multiple Feature Extraction (FE) approaches were employed, and a
methodology called “Feature concatenation” was introduced to improve the extraction pro-
cess by merging these methods. (5) We propose a new 1D-CNN-based model architecture
with many layers trained to identify and classify ILI from Facebook postings. Finally, an
extensive evaluation process was undertaken to show the effectiveness of the proposed
approach.

The remainder of the paper is organized as follows: Section 2 discusses the most
recent works on Arabic sentiment analysis related to public health. Section 3 describes the
proposed approach in detail. The results of the experiments are discussed and analyzed in
Section 4. Section 5 includes a conclusion and presents future work plans.

2. Background and Related Work

Compared to other languages such as English, Spanish, and Chinese, Arabic remains
considerably less prevalent on the Internet. Moreover, for the purposes of NLP, Arabic
content requires significantly more effort to extract the sentiment and core idea behind
the text, as nearly every Arabic-speaking nation utilizes a different dialect. Furthermore,
regarding Arabic health-related content on social media, it is not being used effectively to
benefit public health on the one hand, and on the other hand, users lack the awareness
required to safeguard their sensitive data [32].
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In this section, we will present an overview of recent works in the literature that apply
sentiment analysis techniques [33] based on deep or machine learning and use social media
health-related data written in the Arabic language and/or its dialects.

In [34,35], sentiment analysis using Machine Learning (ML) was adopted to under-
stand and analyze the social behavior of Saudi individuals towards certain health services
(such as mHealth apps) and to assess the extent of their awareness of the quarantine during
the COVID-19 pandemic. Each study collects, labels, processes, and sentimentally classifies
Arabic tweets into three categories, namely, “positive”, “negative”, and “neutral”.

An Arabic language dialect identification system is proposed in [36], aiming to analyze
and classify COVID-19-related tweets into four Arabic dialects: Modern Standard Arabic
(MSA), Egyptian, Gulf, and Levantine. In this study, BERT-based models were adopted to
locate the source region of COVID-19 Arabic tweets, thus helping to monitor the epidemic
outbreaks in the Arab world. Furthermore, the data from [37,38] were used, and the features
were extracted based on Term Frequency-Inverse Document Frequency (TF-IDF) and word
embedding. As a result, the proposed system achieved a very strong performance in
determining the tweets’ sources with an accuracy of 97.36%.

In [39], COVID-19 vaccine-related tweets were collected and analyzed for six Gulf
countries to study people’s feelings about different types of vaccines to support the vacci-
nation process. The collected data were cleaned, tokenized, and then scored using three
sentiment analysis methods, TextBlob, Ratio, and VADER, producing positive and negative
instances. After that, the LSTM was used to extract deep features and provide them to ML
classifiers, including SVM, Fine-KNN, and Ensemble Boost. The best sentiment classifi-
cation results were achieved for fine-KNN and Ensemble boost classifiers with accuracy
of 94.01%.

In [40], more than 4.5 million Arabic tweets were collected related to the topic of
COVID-19. The main objective of this study was to detect rumors and misinformation
about COVID-19 in Arabic content. For this purpose, 8786 tweets were annotated into two
categories—“misinformation” and “not”, based on a list of misinformation collected from
reliable sources. Furthermore, using TF-IDF and other word embedding methods such as
word2veca and FASTTEXT, the features were extracted and then fed to several ML and
deep learning models.

In another similar study [41], an AraBERT-based model was proposed that can de-
termine whether Arabic health-related tweets are accurate or not. This work focuses on
training and evaluating the performance of various deep learning models that use trans-
former models and pretrained word embeddings. The results demonstrated the efficacy of
the AraBERT-based model over the other deep learning models in identifying the medical
accuracy of Arabic tweets.

In [42], Arab tweets were used to build a monitoring system to track and analyze
people’s emotions during the spread of COVID-19, as well as to monitor the symptoms
that appear as a result this disease. Using rule-based (if-then) techniques, 5.5 million tweets
were collected and annotated for their study. Additionally, two types of classification
were adopted, namely, emotion-based multi-class classification and symptom-based binary
classification. Initially, the LSTM deep learning model is used to classify Arabic tweets
into six emotions, including “anger”, “disgust”, “fear”, “joy”, “sadness”, and “surprise”.
Then, a second LSTM classifier is introduced to classify tweets into either “symptom” or
“non-symptom” categories.

Another similar study [43] intends to build a health monitoring system in order to
discover concerns associated with the COVID-19 epidemic and to assess the sentiments of
Moroccan users on Facebook, Twitter, YouTube, and other popular websites. In addition
to the Arabic language, the researchers focused on the Moroccan dialect and developed
MD-ULM, the first Universal Language Model for the Moroccan dialect. This proposed
model is mainly based on LSTM to classify text comments by topic and emotion.

Two BERT-based models for analyzing Arabic tweets and evaluating the influence
of COVID-19 on users’ mental health were proposed in [44]. In this paper, the authors
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propose a new method called dynamically weighted loss function to address the issue of
unbalanced data. Word and contextual embeddings were used to extract features from
tweets, and emojis were substituted with more expressive ones in terms of sentiment and
emotion. On the basis of these methodologies, BERT-based transformers were utilized to
detect sentiment in Arabic COVID-19 tweets, thereby protecting individuals from mental
diseases such as depression, anxiety, and so on.

In [45], several ML models, including Random Forest (RF), AdaBoostM1, Naïve Bayes
(NB), and Liblinear, were used to determine whether Twitter users in the Arab Gulf region
were suffering from depression. Based on sentiment analysis and NLP, each tweet was
categorized as either “Depressed” or “non-depressed”. In addition to tweets written
in MSA, the authors of this work also considered Arabian Gulf languages to train ML
classifiers and produce more accurate models.

A similar study was conducted to aid in the diagnosis of depression in [46]. After
collecting and thoroughly analyzing 4542 tweets based on nine depression symptoms, the
tweets were classified into three broad sentiment categories: “non-depressed”, “depressed”,
and “neutral”. In their research, the authors extract data features from processed Arabic
tweets using N-grams and TF-IDF techniques. These features were then fed into several
classifiers based on ML.

On the other hand, the authors of [47] used sentiment analysis to cluster and categorize
depression levels and causes accordingly. Facebook groups were used as the data source
to detect and evaluate depression among Egyptian women. In addition, a cluster LSTM
model was presented to determine the sex and depression levels of Facebook users based
on their text comments. Furthermore, Word2vec and LSTM were employed to classify
each comment into a variety of causes of depression, such as family issues, education,
employment problems, sicknesses, newborns, etc.

Another interesting study [48] used YouTube comments to protect people with dia-
betes from misinformation by analyzing sentiments in the comments for herbal treatment
videos. For this purpose, a newly compiled dataset of 4111 comments called ADHTD was
developed. This dataset was split into positive and negative classes based on the annotators’
analysis. Furthermore, the Synthetic Minority Oversampling Technique (SMOTE) was
employed to address the uneven distribution of the ADHTD dataset. Upon this basis,
the suggested ML classifiers, particularly Support Vector Machine (SVM) and Logistic
Regression (LR) models, achieved great performance with up to 92% accuracy.

In [49], sentiment analysis was used to monitor influenza epidemics in tweets from
Arab countries. In their work, several ML models were proposed to classify Arabic tweets
into two different classes: A valid class representing influenza-related tweets and an
invalid class for tweets unrelated to influenza. Although the proposed models in this study
demonstrated promising results for interpreting Arabic tweets, they did not account for the
diverse Arabic dialects spoken in other Arab countries. Moreover, Twitter is less popular in
the Maghreb than in the Middle East.

In [50], a significant study was discussed that concerns detecting rumors and misinfor-
mation about cancer treatment spread in Arabic content on social media. In this regard,
a corpus of Arabic tweets was collected and annotated into two classes: “Rumor” and
“non-Rumor”. As in many studies, data were processed, and features were extracted using
TF-IDF. After that, several models were proposed using several feature extraction methods,
with and without oversampling techniques.

Table 1 provides a brief summary of the above-discussed works related to Arabic
sentiment analysis in public health. As can be seen, various text data representations
and ML models were employed. The proposed models are closely related to the used
language/dialect. There has been no research into the Algerian spoken dialect related to
health-based content to the best of our knowledge.
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Table 1. A summary of related work for recent Arabic sentiment analysis related to public health.

Articles Model Disease Social
Network #Instances #Classes Result

[34]
SVM with AraVec
Embeddings COVID-19 Twitter 4719 3 85.00% F1

[35]
SVM with Bigram
in TF-IDF COVID-19 Twitter 242,525 3 85.00% F1

[43] LSTM COVID-19
Twitter, Facebook,
Youtube 747,018 6 70.00% Acc

[42] LSTM COVID-19 Twitter 5.5 M 6 83.00% F1

[39]
ML Classifiers based on
LSTM deep features COVID-19 Twitter 685 2 94.01% Acc

[36]
BERT-based
Models COVID-19 Twitter 1.8 M 4 97.36% Acc

[40] ML Classifiers COVID-19 Twitter 8786 2 87.80% Acc

[41]
AraBERT-based
Model General Twitter 779 2 87.70% Acc

[44]
BERT-based
Models

COVID-19,
Mental Health Twitter 10,000 11 72.50% F1

[46] ML Classifiers Depression Twitter 4542 3 82.39% Acc

[45] ML Classifiers Depression Twitter 2722 2 87.50% Acc

[47] LSTM Depression Facebook 10,000 >3 85.00% Acc

[48]
ML Classifiers
with SMOTE Diabetes YouTube 4111 2 95.00% Acc

[50] ML Classifiers Cancer Twitter 208 2 83.50% Acc

[49] ML Classifiers Influenza Twitter 6300 2 89.06% Acc

3. Methodology and Proposed Approach

As previously stated, the aim of this study is to propose a framework that can be
integrated as part of a disease surveillance system to help in detecting, tracking, and
monitoring ILIs. This section describes our proposed system architecture for detecting ILI in
people based on their Facebook postings using deep learning and NLP. The model’s overall
architecture is depicted in Figure 1. It consists of five modules designed to process and
analyze Facebook post data. The initial module consists of data collection and annotation.
The second module includes all preprocessing techniques used to work with the Arabic
Algerian dialect. The third module encompasses FE techniques that turn text posts into
meaningful representations. The fourth module utilizes oversampling and undersampling
approaches to balance the dataset. Finally, the last module is related to the suggested deep
learning model for sentiment classification. The subsequent subsections provide a full
description of each module.



Mathematics 2022, 10, 4089 6 of 22

Public Facebook Groups

Experts

Data Collec!on

Data Annota!on

Database

Data Preprocessing

Tokeniza on

Remove: La n words+numbers

+punctua on characters+URLs

+emojis+duplicated words and

le"ers+Arabic tatweel

+diacri cal marks+Arabic 

Algerian stopwords

Normaliza on

Data Balancing

Undersampling

Oversampling

Data Spli"ng
Deep Learning

Classifier
Performance Evalua!on

Feature Extrac!on

Tokeniza on

Feature Concatena on

Bag of Words

TF-IDF

Figure 1. Adopted Methodology.

3.1. Data Collection

The data were collected from the most popular public Facebook groups in Algeria
concerned with diseases and health issues. In each group, individuals express their health
concerns (through wall posts) in order to receive medical advice or treatment from medical
professionals or even non-medical group members. One of the benefits of using Facebook
groups as a data source is that they provide data for a specific region in a specific language
and area of interest, which facilitates data collection.

During the collection process, only textual content was retained; postings including
photos or videos, as well as posts from group administrators, were discarded. Using
multiple Facebook profiles, we collected data from March 2021 to 31 July 2021, until we
obtained 21,885 postings.

The collected data consist of posts dating back to the inception of these Facebook
groups on 24 April 2016. Since our analysis focuses on the detection of ILI, we have
only included the data associated with the spread of COVID-19 in Algeria, i.e., from
01/01/2020 [51]. (see Figure 2).

On the other hand, it should be noted that the collected data respect the privacy
and anonymity of each Facebook group’s members and do not reveal the names of the
posts’ authors.
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Figure 2. The volume of data collected from 01/01/2020 to 31/07/2021.

3.2. Data Annotation

After collecting data, the labeling process is performed based on the sentiment ex-
pressed in each Facebook post. This annotation stage is essential for preparing the data for
the classification phase [52].
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In our study, we manually annotated Facebook postings depending on the symptoms
of ILI contained inside each post. They were categorized, with the aid of two annotators
who are conversant with Algerian dialect, into the following three emotional categories:

• Positive:This category contains the postings whose authors claim they are experiencing
ILI symptoms (such as fever, cough, sore throat, runny or stuffy nose, headaches,
muscle aches, etc.) or new symptoms connected with COVID-19 (e.g., loss of taste or
smell, difficulty breathing, chest pain).

• Negative-related: This category covers posts that do not indicate that the person is ill,
but do provide medical advice or information regarding ILI symptoms.

• Unrelated: This category contains posts that are not related to ILI.

Table 2 illustrates examples of each of the above categories.

Table 2. Examples of posts in each sentiment class.

Class Post in Arabic (Algerian Dialect) Translated Post to English

Unrelated
باللیزر الشعر لنزع ملیح جلد طبیب نحتاج

تعرف و¯ یعرف شکون ملیحة نتیجة تکون

I need a good dermatologist for laser hair removal,
with a good result, who knows a good doctor.

Negative-related

المُصاحبة ا±عراض مِن واحدة هی الکحة

من وغیرها والرشح کا³نفلونزا ما لمرضٍ

الشتاء فصل فی با±خص المُنتشرة ا±مراض

لینتبه للشخص وإشارة ع®مةً تکون وقد

جسده فی خطیر أمرٍ لوجود

Cough is one of the symptoms that accompanies a
disease such as influenza, cold and other diseases
that are prevalent, especially in the winter season,
and it may be a sign and signal for a person to be
aware of the presence of something dangerous
in his body.

Positive
بزاف نسعل السعال عندی علیکم الس®م

الله السعلة تع دوا کاش یومین عندها

یجازیکم

Peace be upon you. I have a cough and I have been
coughing a lot for two days. Is there a medicine for
the cough, thank you.

The annotation procedure lasted around two months and yielded the following distri-
bution of classes: Unrelated classes = 20,711 (94.63%), Positive classes = 936 (4.28%), and
Negative-related classes = 238 (1.09%).

3.3. Data Analysis and Motivation

The collected data contain a wealth of information that can be used to benefit public
health. Many diseases that are prevalent in Algerian society are mentioned in this informa-
tion. According to N-gram analysis, the most common diseases and symptoms are: blood
pressure الدم) ,(ضغط thyroid الدرقیة) ,(الغدة nervous colon عصبی) ,(قولون shortness of breath
تنفس) ,(ضیق blood sugar دم) ,(سکر and others.

In the context of our study, we compared the positive ILI cases in our database (Positive
instances) with the COVID-19 cases recorded in Algeria by Johns Hopkins University’s
Center for Systems Science and Engineering (CSSE) [53]. We previously mentioned that
COVID-19 has symptoms that are very similar to ILI, and some studies have even classified
COVID-19 as an ILI [54,55]. Figure 3 shows the data from both databases normalized to the
0−1 scale.

The comparison of the graphs reveals that these two curves share certain similarities.
Due to the paucity of data obtained from June to October 2020, the normalized curves
exhibit a gap between instances from June to October 2020. However, there is a strong
correlation between the two curves for the majority of the remaining months. Thus, we
may conclude that the positive ILI patients in our dataset were related to the two waves of
COVID-19 in Algeria. The first wave of COVID-19 began in October 2020 and ended in
March 2021, while the second wave began in May 2021 and peaked in late July of the same
year. The aforementioned investigations inspire us to present a sentiment classification
system that detects ILI cases and contributes to the field of public health through intelligent
systems for disease surveillance.
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Figure 3. The positive ILI cases observed in our data compared to the COVID-19 cases from
20/04/2020 to 01/08/2021.

3.4. Data Preprocessing

Preprocessing is an important step in sentiment analysis [56]. At this stage, we
eliminate all irrelevant and noisy data from the raw Facebook posts used in the sentiment
classification process.

Each post was tokenized using N-grams (unigram) in order to facilitate the preparation
of the raw data. Both character and word tokenization were considered. We will refer to
them as Character-Tokenization and Word-Tokenization, respectively. In NLP, N-grams are
sequences of N consecutive words (or characters) retrieved from textual data [57], where
N = 1 corresponds to the use of uni-grams, N = 2 to bi-grams, N = 3 to tri-grams, etc.

Since Arabic is most commonly used to express opinions on Facebook in Algeria, all
Latin letters and words were removed. In addition, we removed any numerals, punctuation,
URLs, emojis, and repetitive words and letters from the same Facebook post. Additionally,
any text posts with fewer than three words were deleted.

In addition, we eliminated Arabic stopwords (1574 words [58,59]) that do not con-
tribute significantly to the meaning of the post. Furthermore, we suggest a new list of
Arabic stopwords (400 words) based on the Algerian Arabic dialect that should likewise be
eliminated.

We also converted some Arabic letters to another form (normalization). For example,
”µ“،”±“،”³“ were converted to ”¯“, “ی” was converted to ,“یـ” and “ه” was converted to
.“ة” Moreover, for each word in the post, we removed Arabic tatweel (lengthening) and all
Arabic diacritical marks (fatHah, kasrah, dhammah, shaddah, sukoon).

Before this phase, there were 21,885 raw data postings; after preprocessing, 1519 were
eliminated, resulting in 20,366 posts.

The preceding preprocessing steps were applied to each Facebook post. Table 3
illustrates a data preprocessing application.

Table 3. Data preprocessing outcome on one Facebook post.

Before Data Preprocessing Phase

مصاب؟ انا، هل، مرتفعة، حرارة، معندیش، انو، مع، والذوق، الشم، حساسة، فقدان، عندی، انا،

(I, have, loss, sense, smell, and taste, with, that, I don’t have, high, temperature,
is, I, injured?)

After Data Preprocessing Phase

مصاب مرتفعة، حرارة، ذوق، شم، حساسة، فقدان،

(Loss, sensitivity, smell, taste, temperature, high, injured)



Mathematics 2022, 10, 4089 9 of 22

3.5. Feature Engineering

Typically, before using text data in deep learning-based NLP models, feature represen-
tations for each text instance in the dataset should be generated or extracted. All Facebook
posts are integer-encoded at two levels in this regard: word-level and character-level. We
used several techniques, including Tokenization, Bag of Words (BoW), Term Frequency-
Inverse Document Frequency (TF-IDF), and Feature Concatenation, to convert raw texts
into numerical values, as follows:

Tokenization: Each word and character is represented by a distinct integer. Following
that, the integer vector representations at the word and character levels were padded with
zeros to have the same lengths of Nw = 447 and Nc = 2973, which correspond to the
number of words and characters in the longest text post, respectively.

BoW: This is a straightforward FE technique that counts the occurrences of each
word/character in textual data to generate a numerical feature vector. BoW is widely used
for topic modeling, NLP, text classification, and information retrieval due to its simplicity
and effectiveness [60–62]. The size of the resulting feature vector is determined by the
number of words or characters in the data.

TF-IDF: The weight of each term (word, letter) in the document is calculated using
TF-IDF to determine its importance and rarity [63]. This weight is given based on its term
frequency (TF) and inverse document frequency (IDF), as described in the formula below:

TF-IDF(t, d) = TFt,d × IDFt,d,N = f rqt,d × log
(

N
Ndt

)
(1)

where f rqt,d is the frequency of term t in document d. N is the total number of documents
in the corpus. Ndt is the number of documents containing the term t.

Feature concatenation: In addition to the previously mentioned FE approaches, we
suggest feature concatenation using three different combination schemes: (1) word tok-
enization and character tokenization; (2) tokenization and BoW features; (3) tokenization
and TF-IDF features. All of these concatenation schemes operate on word representations
and/or character representations under various N-grams, including uni-grams, bi-grams,
and tri-grams.

The encoding representation does not capture syntactic and semantic word relation-
ships within text sequences [64,65]. In order to learn a mapping between words/characters
during training, a word and/or character embedding layer is employed to receive the
feature vector. Based on a vocabulary size of 22,752 words (135 characters), the embedding
layer will generate a dense vector with dimensions S × E, where S denotes the size of the
feature vector and E represents the output embedding dimension. Thus, words and/or
characters with similar meanings and common contexts will be mapped closely together in
the vector space.

3.6. Data Balancing

Significant patient information and medical history are stored in healthcare databases.
The statistics reveal that the number of diagnosed disease cases (positive) has always been
less than the number of healthy instances (negative) [66]. Interestingly, this also holds
true for our obtained data, where the number of people suspected of having influenza is
significantly smaller than the number of healthy people (see Figure 4a). This indicates that
the data set collected is imbalanced in terms of class distribution. Using imbalanced data to
train sentiment classification models, according to numerous studies [67,68], may result in
erroneous precision and biased predictions.

Re-sampling methods, including undersampling and oversampling techniques, are
among the most effective strategies that have been widely used in the literature to address
the problem of imbalanced data [69–71]. Simply put, undersampling methods remove
samples from the majority class, whereas oversampling methods increase the number of
samples in the minority class [70].
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In our case, SMOTE [72,73] and Random Over Sampling (ROS) are used to oversample
the “Positive” and “Negative-related” classes. On the other hand, from the Unrelated class
that represents the majority class, we randomly selected 3000 instances to make the size of
the three classes equal, as can be seen in Table 4.

The primary distinction between the two oversampling methods is that ROS is the most
basic oversampling technique, in which minority class samples are randomly replicated.
SMOTE, on the other hand, generates synthetic instances of the minority class along the
line connecting this minority class to its nearest neighbor [72].

Figure 4 depicts the ratio of sentiment classes before and after applying balancing
methods.

Unrelated (94.63%) Positive (4.28%)

Negative-related (1.09%) 

(a) Sentiment classes without balancing

Unrelated (33.34%) Positive (33.33%)

Negative-related (33.33%) 

(b) Sentiment classes with balancing
Figure 4. Ratio of sentiment classes with and without balancing.

Table 4. The number of instances for each class after SMOTE, ROS oversampling.

Positive Negative-Related Unrelated Total

Imbalanced 927 238 3000 4165

SMOTE 3000 3000 3000 9000

ROS 3000 3000 3000 9000

3.7. Sentiment Classification Using Deep Learning Model

In this study, we propose a deep learning model based on a convolutional neural
network (CNN) [74] for ILI detection in Algerian Facebook posts.

Although CNNs have primarily been used in computer vision, they have also been
used in NLP and produced impressive results [75–77]. CNNs can capture advanced
features and handle input data in multiple dimensions. 2D-CNN and 3D-CNN are the
most commonly used computer vision algorithms for images and video. Concurrently,
1D-CNN is used for 1D-signal processing, including biomedical data classification, speech
recognition, structural health monitoring, and so on [78], as well as NLP [75,79].

Figure 5 depicts a graphical representation of the proposed 1D-CNN-based deep
learning model. The proposed model’s 13 layers include an input layer, an embedding
layer, three 1D-convolutional layers, two max-pooling layers, four dropout layers, a global
max-pooling layer, and a fully connected layer.

The input layer of our CNN model accepts each post as an integer-encoded vector.
The embedding layer obtains the integer vector representation of S dimensions in order to
map each word/character of a text post to an E-dimensional feature vector, producing a
S × E matrix, where E represents the embedding dimension.

The output embedding matrix S × E, followed by a dropout layer of 0.2, is then fed
to the first 1D-convolutional layer with a filter size of 128 and a kernel size of 3. Faster
than 2D-CNN [78], the kernel function in the 1D-CNN layer convolves the S × E matrix
to extract hidden features and to detect local associations between adjacent characters. To
capture the most relevant features and thus reduce the dimension of the preceding layer,
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the features from the first 1D-CNN layer are transmitted to the 1D max pooling layer, which
is then followed by a dropout layer with a dropout rate of 0.2 to prevent overfitting.
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Figure 5. Architecture of the proposed 1D-CNN-based deep learning model.

To extract deeper features, an additional sequence of layers consisting of a 1D-
convolutional layer with 64 filters, a 1D max pooling layer, and a dropout layer is added to
the proposed model. The output of these layers is then transferred to the third 1D-CNN
layer, which has a filter size of 16 and is followed by a global max pooling and dropout
layer in order to reduce the network’s complexity.

The final layer is the dense layer, a fully connected layer with the softmax activation
function. As there are three classes, Positive, Negative-related, and Unrelated, the softmax
function evaluates the probability value to return the class with the largest value.

It is important to note that several empirical attempts were made before settling on
the 1D-CNN-based model, as evidenced by the results and explained in Section 4.

4. Experiments and Analysis

The aim of the conducted experiments is to evaluate the performance of the proposed
1D CNN-based model with various FE approaches and data balancing strategies. Moreover,
the proposed model is compared to other baseline and state-of-the-art methods to evaluate
its efficacy for sentiment classification.

A 5-fold cross-validation technique was used in our experimental study where each
fold used for testing represents 20% of the data set, and the remaining 80% are used as
training samples. Performance measures, including accuracy, precision, recall, F1-score,
Receiver Operating Characteristics (ROC) curve, and Area Under the ROC Curve (AUC),
were used to compare and evaluate the performances of the proposed model.

Furthermore, we took into account the embedding dimension (E), batch size, dropout
rate, optimizer, and early stopping patience when tuning hyperparameters. Table 5 depicts
the optimal parameter settings of our model.

We conducted all the experiments in Google Colab Pro (https://colab.research.google.
com, accessed on 1 March 2021) Python 3 (CPU: Intel(R) Xeon(R) CPU @ 2.20 GHz; RAM:
25.46 GBs; Disk space: 166.83 GBs; GPU: Tesla P100-PCIE-16GB).

Table 5. Hyperparameter Setting.

Hyperparameter Values Range Optimal Value

Embedding dimension (E) 10, 20, 32, 64, 128 20
Batch size 32, 50, 64,128 128

Dropout rate 0.1, 0.2, 0.3, 0.4, 0.5 0.2

Optimizer ‘SGD’, ‘RMSprop’, ‘adam’,
‘Nadam’ ‘adam’

Early stopping patience 1, 5, 10, 15, 20, 30 20

https://colab.research.google.com
https://colab.research.google.com
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4.1. Evaluation Metrics

In this work, we adopt four evaluation metrics, including accuracy, precision, recall,
and F1-score to evaluate the model’s performance [80]. Each of these metrics is reported
as an average of five folds. The value of each metric ranges between 0.0 (i.e., worst
performance) and 1.0 (i.e., best performance), where the greater the value, the more efficient
the model.

Accuracy is the proportion of correct predictions to total predictions. It is defined as:

Accuracy =
TP + TN

TP + TN + FP + FN
(2)

Precision refers to the proportion of positive predictions that actually belong to the
positive class, which is defined as:

Precision =
TP

TP + FP
(3)

Recall denotes the proportion of real positives that are predicted correctly, calculated
as follows:

Recall =
TP

TP + FN
(4)

F1-score is defined as the harmonic mean of the precision and recall. It is considered
as an essential performance evaluation measure for imbalanced data. F1-score is defined as
follows:

F1-score = 2 × Precision × Recall
Precision + Recall

(5)

where, TP, FP, TN, and FN, in the above equations, refer to the number of True Positive,
False Positive, True Negative, and False Negative cases, respectively.

4.2. Performance Results and Analysis

To account for the specificities of the Algerian Arabic dialect, we need to identify the
best method extracting features and making sentiment classification more accurate. To iden-
tify an appropriate FE method for our dataset, we performed several feature concatenation
schemes through various combinations between several feature engineering techniques,
as illustrated in Table 6. Additionally, this experiment was conducted on imbalanced
and oversampled data using SMOTE and ROS techniques to investigate their impact on
sentiment classification.

Table 6 reveals a significant performance boost for the model using the oversam-
pled data with ROS at all levels. Regardless of the FE approach, the proposed model
achieved excellent results, with an average accuracy of 96.60%, as well as 96.60% preci-
sion, 96.50% recall, and 96.60% in F1-score while using feature concatenation between
character-tokenization and word-level BoW with N-grams = 2.

Table 6. Performance of the proposed model with different FE techniques on imbalanced and
oversampled data.

#FE FE Technique Level N-Grams
Performance Metrics

Accuracy Precision Recall F1-Score

Imbalanced
Dataset

1 Tokenization Character 1 0.878 0.881 0.875 0.882
2 Tokenization Word 1 0.811 0.811 0.810 0.817
3 Tokenization Character + Word 1 0.807 0.808 0.807 0.815
4 Tokenization + BoW Character 1 0.883 0.886 0.881 0.885
5 Tokenization + BoW Character 1-2 0.892 0.895 0.888 0.895
6 Tokenization + BoW Character 1-3 0.891 0.894 0.888 0.894
7 Tokenization + TF-IDF Character 1 0.889 0.892 0.887 0.893
8 Tokenization + TF-IDF Character 1-2 0.896 0.898 0.893 0.898
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Table 6. Cont.

#FE FE Technique Level N-Grams
Performance Metrics

Accuracy Precision Recall F1-Score

9 Tokenization + TF-IDF Character 1-3 0.894 0.897 0.891 0.898
10 Tokenization + BoW Word 1 0.807 0.808 0.807 0.812
11 Tokenization + BoW Word 1-2 0.815 0.815 0.815 0.822
12 Tokenization + BoW Word 1-3 0.829 0.829 0.828 0.836
13 Tokenization + TF-IDF Word 1 0.822 0.825 0.821 0.828
14 Tokenization + TF-IDF Word 1-2 0.827 0.827 0.827 0.833
15 Tokenization + TF-IDF Word 1-3 0.821 0.822 0.820 0.828
16 Tokenization + BoW Character + Word 1 0.899 0.902 0.895 0.901
17 Tokenization + BoW Character + Word 1-2 0.894 0.896 0.891 0.897
18 Tokenization + BoW Character + Word 1-3 0.888 0.894 0.886 0.892
19 Tokenization + TF-IDF Character + Word 1 0.883 0.887 0.879 0.886
20 Tokenization + TF-IDF Character + Word 1-2 0.887 0.892 0.884 0.890
21 Tokenization + TF-IDF Character + Word 1-3 0.897 0.900 0.891 0.899

SMOTE

1 Tokenization Character 1 0.884 0.886 0.883 0.882
2 Tokenization Word 1 0.706 0.710 0.702 0.698
3 Tokenization Character + Word 1 0.746 0.749 0.742 0.739
4 Tokenization + BoW Character 1 0.888 0.890 0.886 0.890
5 Tokenization + BoW Character 1-2 0.893 0.895 0.891 0.891
6 Tokenization + BoW Character 1-3 0.891 0.893 0.889 0.893
7 Tokenization + TF-IDF Character 1 0.888 0.890 0.885 0.893
8 Tokenization + TF-IDF Character 1-2 0.894 0.896 0.892 0.899
9 Tokenization + TF-IDF Character 1-3 0.895 0.897 0.892 0.895
10 Tokenization + BoW Word 1 0.719 0.722 0.714 0.706
11 Tokenization + BoW Word 1-2 0.721 0.723 0.718 0.713
12 Tokenization + BoW Word 1-3 0.738 0.745 0.735 0.740
13 Tokenization + TF-IDF Word 1 0.709 0.712 0.705 0.703
14 Tokenization + TF-IDF Word 1-2 0.727 0.733 0.721 0.712
15 Tokenization + TF-IDF Word 1-3 0.727 0.731 0.720 0.721
16 Tokenization + BoW Character + Word 1 0.893 0.894 0.890 0.893
17 Tokenization + BoW Character + Word 1-2 0.893 0.895 0.891 0.889
18 Tokenization + BoW Character + Word 1-3 0.891 0.893 0.888 0.892
19 Tokenization + TF-IDF Character + Word 1 0.898 0.900 0.896 0.899
20 Tokenization + TF-IDF Character + Word 1-2 0.894 0.897 0.893 0.890
21 Tokenization + TF-IDF Character + Word 1-3 0.893 0.894 0.890 0.891

ROS

1 Tokenization Character 1 0.950 0.951 0.950 0.949
2 Tokenization Word 1 0.958 0.958 0.958 0.959
3 Tokenization Character + Word 1 0.950 0.951 0.950 0.952
4 Tokenization + BoW Character 1 0.960 0.960 0.960 0.959
5 Tokenization + BoW Character 1-2 0.963 0.963 0.963 0.965
6 Tokenization + BoW Character 1-3 0.958 0.959 0.958 0.961
7 Tokenization + TF-IDF Character 1 0.963 0.964 0.963 0.964
8 Tokenization + TF-IDF Character 1-2 0.964 0.964 0.964 0.966
9 Tokenization + TF-IDF Character 1-3 0.963 0.964 0.963 0.966
10 Tokenization + BoW Word 1 0.958 0.958 0.958 0.961
11 Tokenization + BoW Word 1-2 0.963 0.963 0.963 0.965
12 Tokenization + BoW Word 1-3 0.961 0.961 0.961 0.963
13 Tokenization + TF-IDF Word 1 0.961 0.962 0.961 0.962
14 Tokenization + TF-IDF Word 1-2 0.956 0.957 0.956 0.959
15 Tokenization + TF-IDF Word 1-3 0.964 0.964 0.963 0.966
16 Tokenization + BoW Character + Word 1 0.960 0.961 0.960 0.962
17 Tokenization + BoW Character + Word 1-2 0.966 0.966 0.965 0.966
18 Tokenization + BoW Character + Word 1-3 0.963 0.963 0.963 0.965
19 Tokenization + TF-IDF Character + Word 1 0.963 0.963 0.962 0.965
20 Tokenization + TF-IDF Character + Word 1-2 0.955 0.956 0.955 0.957
21 Tokenization + TF-IDF Character + Word 1-3 0.962 0.963 0.962 0.965

The values in bold are the best results for each metric.
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Figure 6 displays the learning curves for the accuracy and loss of the proposed 1D-
CNN-Based model during the training and validation phases while considering feature
concatenation and data balance. These curves demonstrate that the proposed model was
trained appropriately and that no overfitting was observed. For instance, the achieved
training and validation accuracies were 98.50% and 96.70%, respectively, at epoch 155.
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Figure 6. Accuracy and loss curves of our proposed 1D-CNN-based model.

On the other hand, a comparison of imbalanced and oversampled data using SMOTE
reveals that neither has a significant advantage over the other. As we can see, the model
trained on imbalanced data achieved an accuracy of 89.90%, precision of 90.20%, recall
of 89.50%, and F1-score of 90.10%, while the model trained on SMOTE oversampled data
achieved an accuracy of 89.80%, precision of 90.00%, recall of 89.60%, and 89.90% F1-
score. In particular, the proposed model performed best with a feature concatenation that
combines character-tokenization and word-level BoW using N-grams = 1 and imbalanced
data. However, using SMOTE oversampled data, the proposed 1D-CNN-based model
performs best with a feature concatenation combining character-tokenization and word-
level TF-IDF using N-grams = 1.

Moreover, based on the results in Table 6, we graphically represented the proposed
model’s F1-score (suitable for imbalanced data), as illustrated in Figure 7. As such, it
becomes clear that the performance of the proposed model on unbalanced and SMOTE
oversampled data is negatively impacted when the FE process is based solely on words
(see FE techniques: 2, 3, 10, 11, 12, 13, 14, 15). On ROS oversampled data, however, model
results are unaffected when words and characters are utilized independently in the FE
process. However, the performance improves when feature concatenation is employed.

As another way to evaluate these results, we present the confusion matrices depicted in
Figure 8 corresponding to the proposed 1D-CNN-based model on the different datasets. A
confusion matrix compares the true classes and the classes predicted by the proposed model.
As shown in Figure 8a, the model using imbalanced data underperforms in identifying
Positive and Negative-related sentiments, while it can achieve 92% correct predictions for
the Unrelated class due to the availability of data in this category. Therefore, overfitting
is most likely to occur in this case. The confusion matrix depicted in Figure 8b shows the
results of the model with balanced data using SMOTE. As can be seen, 15% of positive
instances were classified as Unrelated cases, which shows a misclassification issue which
can be explained by the over-generalization problem related to SMOTE-based techniques.
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Figure 7. F1-score comparison with different FE techniques on imbalanced and oversampled data.

Finally, the confusion matrix for the model on ROS oversampled data (see Figure 8c)
displays better and more accurate results in identifying all classes, resulting in high true
positive rates ([94, 100%]) for Negative-related, Positive, and Unrelated sentiments.
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(a) Imbalanced Dataset.
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Figure 8. Confusion matrix of the proposed 1D-CNN-based model on imbalanced and oversam-
pled data.

4.3. Comparison with Baselines

To show the validity and the effectiveness of the proposed 1D-CNN-based model, the
performance of our algorithm was compared with the following sentiment classification
baselines:
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• LSTM is a type of recurrent neural network that uses different gates to learn long-term
dependencies. It has been widely used for several sentiment classification tasks [81].
In this study, this model uses one LSTM layer with 128 neurons;

• GRU is a simpler and faster version of LSTM used widely in sequence problems. It
consists of two gated functions: an update gate and a reset gate. The architecture of
this model consists of one GRU layer with 64 neurons;

• BiLSTM is a sequence processing model with two LSTMs, one of which processes se-
quence data forward and the other backward. For this model, we use one bidirectional
LSTM layer with 64 neurons;

• 1D-CNN is a feed-forward artificial neural network [82] that has been successfully
used in various tasks related to NLP due to its remarkable ability to extract syntactic
and semantic features. The architecture of this baseline consists of one 1D-CNN layer
with 64 neurons, MaxPooling1D layer, and Flatten layer;

• 1D-CNN + LSTM is a hybrid deep learning model constructed by CNN and LSTM
networks and thus combines the advantages of these two networks. In this model, we
use the same layers in a 1D-CNN baseline with 128 neurons, followed by an LSTM
layer with 64 neurons.

In order to obtain unbiased outcomes, in each baseline model, the data are over-
sampled using ROS, and the same feature concatenation is adopted, combining character
tokenization and word-level BoW using N-grams = 2. Furthermore, all the above models
incorporate an embedding layer and one dropout layer before the fully-connected dense
layer with a softmax activation function, as described before in Figure 5. Additionally, we
train each baseline using the same hyperparameters setting (see Table 5).

Table 7 compares the performance results of the proposed 1D-CNN-based model to
those of the five baseline models. As can be seen, the proposed 1D-CNN-based model
outperforms all the previously mentioned baseline models across all evaluation metrics.
Particularly, according to accuracy, our model outperforms LSTM by 16.50%, GRU by
18.80%, BiLSTM by 34.90%,1D-CNN by 1.30%, and 1D-CNN+LSTM by 17.70%. Further-
more, the results show the effectiveness of all CNN-based models, including the 1D-CNN
baseline model, compared to other methods and confirm the superior ability of CNN
models in extracting the most discriminative features.

Table 7. Performance comparison of the proposed model with different baselines.

Model
Performance Metrics

Accuracy Precision Recall F1-Score

LSTM 0.801 0.858 0.741 0.761
GRU 0.778 0.870 0.666 0.685
BiLSTM 0.617 0.840 0.464 0.490
1D-CNN 0.953 0.953 0.953 0.955
1D-CNN+LSTM 0.789 0.866 0.685 0.713
Proposed 1D-CNN-based model 0.966 0.966 0.965 0.966

The values in bold are the best results for each metric.

With an accuracy of 61.70%, the BiLSTM baseline demonstrates the futility of using
backward features. LSTM and GRU outperformed BiLSTM, with LSTM achieving the best
results with an accuracy of 80.10%. The above results motivated us to combine LSTM and
1D-CNN (1D-CNN + LSTM) to improve sentiment classification performance. However,
the obtained results did not show the expected improvement. Therefore, we focused our
research on the 1D-CNN model by introducing more 1D-convolution layers, which resulted
in the proposed 1D-CNN-based architecture in Figure 5.

To further evaluate the models, we generated the corresponding ROC curves to
graphically represent and compare their performance (see Figure 9). The mean AUC was
calculated as 0.81, 0.84, 0.80, 0.98, 0.81, and 0.99 for the LSTM, GRU, BiLSTM, 1D-CNN,
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1D-CNN+LSTM, and the proposed model, respectively. This clearly demonstrates that the
proposed 1D-CNN-based model outperforms the other baseline methods.
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Figure 9. ROC curve comparison for (a) LSTM, (b) GRU, (c) BiLSTM, (d) 1D-CNN, (e) 1D-
CNN+LSTM, and (f) the proposed 1D-CNN-based model.

4.4. Comparison with the State-of-the-Art Models

As shown in Table 8, we compared our proposed model with other state-of-the-art
methods, including LSTM [42], SVM Bigram-TF-IDF [35], SVM Trigram-TF-IDF [48], Naive
Bayes (NB) [49], and Random Forest (RF) [50]. The comparison was conducted using
both unbalanced and balanced data based on ROS. As can be observed, the majority of
comparison methods are based on traditional ML. This can be explained by the good
performance of these algorithms in several sentiment classification studies, as shown
in the section describing related work (see Table 1). These works are predominately
based on simple feature extraction techniques, such as TF-IDF and tokenization, using
various N-grams.

When balanced data are used, the results in Table 8 show that SVM-based methods
perform very well, demonstrating their effectiveness in approaching sentiment classification
problems [83,84], particularly in SVM Bigram-TF-IDF [35]. With an accuracy of 96.70%,
the latter performed very similarly to our proposed 1D-CNN-based model, which had
an accuracy of 96.60%. Other models, such as LSTM [42], SVM Trigram-TF-IDF [48],
and RF [50], also performed well and were very close to each other. In contrast, the NB
model has significant shortcomings when it comes to resolving the classification problem.
Figure 10 depicts the confusion matrix of each model on oversampled data, which shows
more details on the classification abilities of each method.

On the other hand, model comparison on imbalanced data revealed a clear difference
between our proposed model and the other state-of-the-art methods, with our proposed
model outperforming LSTM [42] by 7.10%, SVM Bigram-TF-IDF [35] by 9.20%, SVM
Trigram-TF-IDF [48] by 14.10%, NB [49] by 62.40%, and RF [50] by 15.60%. Therefore, these
results show the superiority of our proposed 1D-CNN model over the other models.
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Table 8. Performance comparison of the proposed model with state-of-the-art methods.

Model
Performance Metrics

Accuracy Precision Recall F1-Score

ROS

LSTM [42] 0.948 0.949 0.948 0.951
SVM Bigram-TF-IDF [35] 0.967 0.968 0.967 0.967
SVM Trigram-TF-IDF [48] 0.955 0.960 0.955 0.955
NB [49] 0.582 0.516 0.582 0.498
RF [50] 0.937 0.947 0.937 0.937
Proposed 1D-CNN-based model 0.966 0.966 0.965 0.966

Imbalanced
Dataset

LSTM [42] 0.823 0.825 0.821 0.828
SVM Bigram-TF-IDF [35] 0.802 0.819 0.802 0.766
SVM Trigram-TF-IDF [48] 0.753 0.797 0.753 0.673
NB [49] 0.270 0.526 0.270 0.143
RF [50] 0.738 0.799 0.738 0.639
Proposed 1D-CNN-based model 0.894 0.896 0.891 0.897

The values in bold are the best results for each metric.
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Figure 10. Confusion matrix of the proposed model compared to other state-of-the-art methods
on oversampled data. (a) LSTM [42]. (b) SVM Bigram-TF-IDF [35]. (c) SVM Trigram-TF-IDF [48].
(d) NB[49]. (e) RF [50]. (f) Proposed 1D-CNN-based model.

5. Conclusions and Future Work

A framework for developing intelligent tools for disease surveillance based on social
media posts is described in this paper. Core components of the proposed framework are
the generation of a large dataset or corpus from Facebook posts written in the Algerian
Arabic dialect and a multi-classification model based on 1D-CNN and sentiment analysis.
Advanced NLP techniques were used to accurately analyze sentiments during an intensive
data collection, labelling, and preparation task that led to the creation of the dataset.
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Furthermore, to extract features from text data, we suggested using feature concatenation
schemes that combine widely-used feature engineering techniques. In addition, ROS and
SMOTE oversampling techniques were used to address the data imbalance problem. After
data preprocessing, the proposed 1D-CNN classification model is a 13-layer deep learning
model that has been trained and tested on the generated corpus. The experimental results
demonstrate the effectiveness of the methods used for feature extraction and data balancing,
and the proposed model achieved high performance with an average accuracy of 96.60%
compared with the most popular models used in similar contexts such as SVM, BiLSTM,
LSTM, and GRU. We intend to expand the current study to include the detection of even
more diseases, which will benefit public health systems, as part of our future work. In
addition, we plan to include other Arabic dialects in the proposed classification system.
Combining our proposed model with a real-time data collection system to produce an
online monitoring system would also be an interesting attempt.
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