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Abstract: One of the most challenging tasks in project management is estimating the duration of a
project. The unknowns that accompany projects, the different risks, the uniqueness of each project,
and the differences between organizations’ culture and management techniques, hinder the ability to
build one project duration prediction tool that can fit all types of projects and organizations. When
machine learning (ML) techniques are used for project duration prediction, the challenge is even
greater, as each organization has a different dataset structure, different features, and different quality
of data. This hinders the ability to create one ML model that fits all types of organizations. This paper
presents a new dynamic ML tool for improving the prediction accuracy of project duration. The
tool is based on an artificial neural network (ANN) which is automatically adapted and optimized
to different types of prediction methods and different datasets. The tool trains the ANN model
multiple times with different architectures and uses a genetic algorithm to eventually choose the
architecture which gives the most accurate prediction results. The validation process of the prediction
accuracy is performed by using real-life project datasets supplied by two different organizations
which have different project management approaches, different project types, and different project
features. The results show that the proposed tool significantly improved the prediction accuracy for
both organizations despite the major differences in the size, type, and structure of their datasets.

Keywords: machine learning; artificial intelligence; prediction; GPU; artificial neural network;
project management
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1. Introduction

A project is a “temporary endeavor undertaken to create a unique product, service,
or result.” [1]. Due to the non-repetitive nature of the projects, the ability to predict their
outcome is limited. Several studies have compared the predicted schedule with the actual
duration of projects [2–4]. The results show that 70% of the projects are late. While the
majority of the projects eventually experience schedule overruns, the surveys show that
the top reason for project failure is missing deadlines [2,4,5]; hence, the importance of good
prediction for project duration is essential for project success.

Several studies have tried to solve the scheduling overrun problem and improve
the prediction of project duration. Nevertheless, most of the solutions are theoretical, as
few practical applications in large-scale real-life projects have been reported [6–8]. One
of the most common practical tools for project duration estimation and planning is the
Gantt chart [9]; other methods developed to allow project duration prediction include the
critical path method (CPM) and PERT (program evaluation and review technique) [10].
While applying the CPM is a very popular way for project duration estimation [11], the
uncertainty that characterizes projects affects the quality of project planning and, as a
consequence, the estimation of the project duration is poor. The Gantt chart lacks the ability
to foresee changes in resources or activities; it does not take into account the uncertainty
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of the project execution and it is exposed to estimation errors [12–16]. All of the above
prevent Gantt from being a good schedule prediction method that can produce acceptable
prediction results. Some studies [17,18] suggest relying on information from past projects in
order to improve the project’s duration prediction. The prediction can be made by creating
a regression model that foresees the gap between the original duration estimation and the
actual duration of the project. With the right regression model and quality data extracted
from past projects, the model can potentially produce better predictions than the traditional
methods. Collecting more data and using more project features as input for the prediction
model will probably increase the prediction accuracy but will also make the regression
calculation more complex to solve. The use of artificial intelligence (AI) techniques allows
one to create and solve a regression model with multiple features without the need to
handle complex calculations.

The use of an AI tool requires a dataset in order to train the AI model; the quality of
the data and the amount of the data are important factors when training an AI model. The
type and the amount of the data will affect the architecture of the AI model. Organizations
have many differences when it comes to managing projects. Each organization uses a
different methodology, tools, and techniques; the type of project is different, the experience
of the organization is different, and the people involved are different. The location, the
technology, and the industry make it almost impossible to build one prediction tool that
fits all. When using an AI model, there are even more challenges, as the AI model is
directly related to the dataset being used. Different organizations have different ways
of collecting data; the amounts of historical data are different and the features that are
recorded are different as well. There are very few up-to-date project datasets that are public
and validated; this makes the ability to train, test, and validate a new tool more difficult.
In order to build a prediction tool that can fit different organizations and produce good
enough results, it is required to create a dynamic method that can automatically adjust
to the type of organization using it. In this paper, we present a dynamic project duration
prediction method that can be used by many types of organizations despite their many
differences in culture, industry, and project records. As most AI project prediction methods
today remain in the theoretical stage and still have not been validated with real projects,
this paper also brings practical validation and implementation. The novelty of this paper
and its contribution to the body of knowledge is that it presents a new proven practical
method that improves project duration prediction, is validated with real projects, and
includes auto-adjustment to different features and formats that different organizations
have. The results show a significant improvement in prediction accuracy compared to
traditional prediction methods. The paper presents one of the biggest project datasets from
a single organization and uses it to validate the presented solution. In addition, the paper
also includes two hardware implantation options and the limitation of each method.

The paper is organized as follows:

• Literature review on ANN architecture optimization, ANN training optimization, and
the use of ML for project prediction outcomes;

• Detailed description of the dynamic project duration prediction tool;
• Dataset description;
• Results;
• Discussion;
• Conclusions.

2. Literature Review
2.1. Optimization of the Architecture of an Artificial Neural Network

An artificial neural network (ANN) [19–21] is a class of machine learning algorithms
that is used to model nonlinear relations in datasets. The ANN architecture is constructed
from multiple layers which include hidden layers and activation functions. The basic
building block of an ANN is the artificial neuron. An artificial neuron is a mathematical
function in which inputs are separately weighted and the sum is passed through a transfer
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function to an output connection. The input of an artificial neuron is a vector of numeric
values; the artificial neuron receives the vector’s values with an independent parameter
called weight. The neuron calculates its internal state by summing the weighted product
of the input vector and a numerical parameter called bias; this sum is passed through
a nonlinear function, which scales all the possible values of the internal state into the
desired interval of output values. Artificial neurons are organized into layers to comprise
a network. An ANN has an input layer that connects to the input variables; the number
of artificial neurons in the input layer is equal to the number of features in the data. The
ANN can also contain one or more interior (hidden) layers, which can have many or few
artificial neurons, and an output layer that produces the output variables; the number of
these variables defines the number of artificial neurons in this layer [22]. Figure 1 shows
the general structure of an ANN.
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ANNs have several hyper-parameters that control the architecture of the network;
two of them are the number of layers and the number of artificial neurons in each hidden
layer. Determining the number of neurons in the hidden layers is a very important part
of the overall ANN architecture. Both the number of hidden layers and the number of
artificial neurons in each of the layers must be carefully considered, as they have a great
influence on the final output. Using too few artificial neurons in the hidden layers will
result in underfitting [23]. Underfitting occurs when there are too few artificial neurons
in the hidden layers to adequately detect the signals in a complicated dataset. Using too
many artificial neurons in the hidden layers can result in overfitting [23]. Overfitting occurs
when the neural network has so much information processing capacity that the limited
amount of information contained in the training set is not enough to train all of the neurons
in the hidden layers. Hence, the number of artificial neurons in the hidden layers is directly
related to the amount of data and features in the dataset. Another side effect of too many
neurons in the hidden layers is the complexity of the ANN which increases the time it takes
to train the network. There is no single way to build and optimize an ANN architecture
to a specific or general use case. According to Lippmann [24], an ANN with two hidden
layers is enough for creating classification regions of any desired shape, although there
is no indication in his paper of what the implementation of such a network should look
like, how many artificial neurons to use in each layer, or how to train the weights. Some
theoretical findings have shown that an ANN with one hidden layer can approximate any
function required [22,25,26]. On the other hand, it seems that there is no upper limit on the
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number of hidden layers [23,27], other than computing, memory, and time requirements.
Nevertheless, there seems to be no advantage of using more hidden layers than training
cases, since suboptimal local minima do not appear with so many hidden layers [28]. Some
studies have offered “rules of thumb” for choosing an architecture. “One rule of thumb is
that it [the hidden layer] should never be more than twice as large as the input layer.” [29];
“you will never require more than twice the number of hidden units as you have inputs”
in an ANN with one hidden layer [30]. “Typically, we specify as many hidden nodes as
dimensions [principal components] needed to capture 70–90% of the variance of the input
dataset.” [31]. While these rules of thumb may be true for some cases, they are ignoring the
complexity of the function, the number of training cases, the amount of noise in the targets,
and edge cases which are not suitable for these types of rules. For this reason, it is wise to
see these rules as a starting point for one to consider when building an ANN.

While it seems that there are many opinions on how to build an optimized ANN there
is one consensus that no study has refuted yet—ultimately, designing an appropriate ANN
architecture for a specific dataset will come down to trial and error. This “primitive” method
is the most commonly used method of designing and optimizing ANN architectures [32].
To improve the efficiency of the trial-and-error procedure, a genetic algorithm (GA) can
be applied in order to effectively find the ANN architecture [33]. GA is a method for
optimization based on the Darwinian theory that the survival of the generation is by
natural selection [34]. The GA is significantly more efficient than the traditional trial-and-
error method for designing ANN structures. Many studies have applied GA to optimize
ANN parameters [34–40]. While there are several optimization methods for parameter
tuning [41–45], each one of them has its own pros and cons. However, the GA method is
considered to be accurate and fast [42–45]. Moreover, GA is suitable for parallel computing
where multiple genetic algorithms are executed, and the best solution is selected from each
algorithm. Then, these best solutions will be evaluated with each other, and the best among
them is selected for training the model.

2.2. Optimization of Training an Artificial Neural Network

ANNs are trained using stochastic gradient descent optimization algorithms. This
type of algorithm uses the training dataset to make a prediction with the current state of
the model, then compares the prediction to the expected value and uses the difference as
an estimate of the error gradient. This error gradient is then used to update the model
weights; this process is repeated until the stop condition is fulfilled. The amount of change
applied to the weights during training is referred to as the learning rate. The learning
rate is a hyper-parameter in the range between 0 and 1. It controls the rate at which the
model is adapted to the problem. Small learning rates require more training epochs, due
to the smaller changes made to the weights in each cycle, whereas larger learning rates
cause bigger changes and require fewer training epochs. A learning rate that is too large
can cause the model to converge too quickly to a suboptimal solution, whereas a learning
rate that is too small can cause the process to get stuck. The learning rate is considered
one of the most important hyper-parameters for model training [25]. The error gradient
is a statistical value; the more training examples are used, the more accurate the estimate,
which will cause better adjustment of the ANN weights that will in turn improve the
performance of the prediction [25]. The number of training examples used in the estimation
of the error gradient is called a “batch” [25]. A batch size of N means that N samples from
the training dataset will be used to estimate the error gradient. A training epoch means
that the learning algorithm has made a single pass through the training datasets, which
were separated into randomly selected batch groups. In the case of a small batch value,
the error gradient will be less accurate and will be relevant mostly to the specific training
examples used. Using a small number of examples may cause a noisy estimate that will
have noisy updates to the model weights. Nevertheless, these noisy updates can result in
faster learning and sometimes a more robust model. By using randomly selected batches
for each epoch, generalization is achieved. In practice, smaller batch sizes are usually used
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as they are noisy, offering a regularizing effect and a lower generalization error. In addition,
smaller batch sizes are fitted to the use of GPUs as it is more likely to fit one full batch of
training data in its memory. The commonly used batch size is usually 32 [25,46].

2.3. Machine Learning for Prediction Project Outcomes

The use of ML for prediction is very common [47–51], and in the last few years, many
studies have also focused on the use of ML and ANN to predict project outcomes [52]. ANN
and linear regression were used to estimate IT project efforts [20]; however, the methodology
was too complicated to be generalized as a generic tool. Hsu et al. [53] compared two
types of ANN for predicting project success and found that the differences between the
formats of the organizations’ data records were preventing these prediction methods
from getting proper training. Machine learning was used to predict the performance of
construction projects [54], but their outcome focus was more on project success parameters
rather than actual estimation values. ANN performance was found superior compared
to other multiple regression models in project effort estimation [55], and an algorithm
for software project prediction [56] exists but does not fit other types of projects and is
validated only with the quite old ISBSG public dataset. The common theme of all of
these studies is that none of them presented a validated project duration prediction model
that applied to real projects; none of the existing studies presents a practical AI duration
prediction tool that is flexible enough to fit different types of projects and organizations
and includes a prediction model which can be dynamically adjusted and optimized for any
given organization’s dataset.

3. Prediction Tool Description

The need of an organization to have a prediction of the project’s duration is essential
for many reasons [57,58], such as project portfolio planning, product roadmap planning,
resource planning, budget planning, cash flow, customer satisfaction, and more. There
are many differences between organizations’ projects: the culture is different, the project
management process, the tools and techniques, and much more. In some organizations,
these differences exist also internally, between different sections of the same organization.
This required a project duration prediction tool to be agnostic and flexible enough to fit
many types of projects, products, and project management methods; it should support
different types of inputs, with different types of units; and it should handle the biases and
errors caused by these differences. While the input dataset of each organization can be
different, the required output is common to all types of projects; the output is a single value,
with units of time, which describe the predicted duration of the targeted project.

In this paper, we present a dynamic project duration prediction (DPDP) method. The
DPDP methodology employs a supervised machine learning technique to build a predictive
model, based on a dataset of features that encapsulate relevant characteristics of projects, to
map true inputs to true output. As there are not many constraints regarding the inputs, it is
required that the dataset include the actual duration of recorded projects used as an output
for the model training. This prediction method adjusts and optimizes itself according
to the supplied dataset. The DPDP creates a unique model per organization or a given
dataset. The DPDP uses historical data from past projects and learns from them what
future projects will look like according to the project features. The method is agnostic to
many biases between organizations and project types. The biases are usually caused by
different ways of measuring project features, such as risks, duration estimation, parameter
definition, different project management procedures, different types of projects, etc. The
DPDP method is relevant for all types of projects and products; it supports construction
projects, as well as product development projects and more. The prediction model is based
on ANN; the ANN was chosen as the preferred ML method as it can address almost any
regression problem and supply decent results as long as it is constructed with the proper
architecture and optimization. Nevertheless, the generalization comes with a price of not
always being optimal in terms of computing resources. Therefore, this method is also
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designed to work with multi-tread computing and GPU optimization to compensate for
the efficiency of non-optimal resources and to reduce the model training and calculation
time. Using ANN for producing quality outputs with different types of data requires
re-adjustment, re-optimization, and adaptation for each type of input dataset. Usually,
these adjustments are made by qualified personnel who use mostly trial and error and
heuristic methods to optimize and adapt the tool for a new dataset. The DPDP includes a
semi-automatic method to adjust and optimize the ANN to the different datasets, so no
special qualification is needed to adjust the tool for the organization.

3.1. DPDP Tool Architecture

The DPDP method is constructed from two sequential phases: data processing, ANN
model optimization, and model compilation. The data processing phase includes loading
the data, cleaning it, and converting it into a format that the ANN can accept. In the
ANN model optimization phase, the model is trained and tested multiple times until it is
optimized to produce the most accurate prediction.

3.1.1. Data Processing Phase

The data are loaded automatically from a spreadsheet. They are required to have a
certain structure: each line marks a different project; each column marks a project feature;
the output feature column (the actual duration of the project) is the first column. After the
data are loaded, there is a processing procedure that eliminates invalid data (e.g., features
with an invalid value, missing data, etc.). Next, non-numeric data are encoded; as the ANN
is built to process numeric data, inputs that are not numeric must be encoded to numeric
values in order to be a valid input for the ANN model. The last stage is the normalization
of the data; when using multiple inputs to an ANN model, the input variables may have
different scales, as they represent different units. Differences in the scales across input
variables may increase the complexity of the problem being modeled [59]. Therefore, this
stage makes sure that all the input data are on the same scale by applying a normalization
algorithm that scales all the input values to a scale of 0 to 1. The normalization algorithm
we used is the min–max algorithm presented in Equation (1).

InputNormalized =
Input−Min(input)

Max(input)−Min(input)
(1)

3.1.2. ANN Model Optimization

After the data processing phase, the data are divided into three groups: training
dataset, validation dataset, and testing dataset. The training dataset includes ~80% of
the projects and is used for training the ANN. The validation dataset includes ~10% of
the projects and is used as a validation reference during the training. The testing dataset
includes the rest of the projects, and is used for testing, optimization, and scoring in each of
the optimization cycles.

There are two different ways for dividing the datasets in case the dataset includes
project dates or other indications for the precedence relation between the projects. The
training dataset will include 80% of the earliest executed projects. The rest of the projects
are randomly divided into the validation dataset and the testing dataset. The aim of this
split methodology is to allow the ANN to be trained on old projects in order to predict
the more recent project duration. In case there is no indication of the precedence relation
between the projects, the data are randomly split into these three groups. The system also
sets a lower boundary for the amount of data per group, which assures that the model will
have enough data for training and testing.

The ANN model consists of an input layer, an output layer, and hidden layers. The
output of the ANN model is the predicted duration which sets the layer size to a single
artificial neuron. The input layer size is the number of features in the dataset which are being
extracted. The chosen training optimizer for the method is Adam. Adam optimization is a
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stochastic gradient descent method that is based on the adaptive estimation of first-order
and second-order moments. The Adam optimizer is considered efficient in computing and
memory; it is invariant to diagonal rescaling of gradients and is well suited for problems
with large datasets or problems with many features [60]. The learning rate of the Adam
optimizer is set to the value of 0.01. A batch size of 512 is set to allow small enough training
data to fit in the GPU memory, as well as big enough data to allow utilization of the parallel
calculation capability of the GPU. Then, the ANN training process begins with the training
dataset using the validation dataset as training validation. The outcome of a training cycle
is an ANN model able to predict a project’s duration with a certain degree of accuracy. To
optimize the ANN prediction, it is important to define the suitable number of hidden layers
and the number of artificial neurons in each layer that yield the best prediction result. A
genetic algorithm [33] is applied in order to find the most accurate ANN architecture. The
entire testing dataset is routed to the trained ANN, in order to get the prediction value
of the network. The differential between the ANN prediction value and the actual value
(the error) is calculated. To score the method prediction accuracy, three types of errors
are calculated: the mean absolute error (MAE) described by Equation (2), the root mean
square error (RMSE) [61] described by Equation (3), and the mean absolute percent error
(MAPE) [62], which is described by Equation (4).

MAE =
∑n

i=1|T_truei − T_predictioni|
n

(2)

RMSE =

√√√√∑n
i=1

(
Ttruei − Tpredictioni

)2

n
(3)

MAPE =
n

∑
i=1

∣∣∣Ttruei − Tpredictioni

∣∣∣
n·|Ttruei|

× 100% (4)

Ttruei represents the true duration of project i; Tpredictioni represents the ANN predicted
duration of project i, and n represents the total number of projects in the dataset. A lower
value of MAE, RMSE, and MAPE means a lower error which signifies better prediction
accuracy. Using these types of error measurements allows one to have different points of
view on the prediction accuracy. The MAE allocates an equal weight to all of the individual
differences, and it is considered to be more accurate than the RMSE and MAPE [62]. In the
RMSE, a relatively high weight is given to large errors, which is a good indication of the
presence of a large error. The RMSE must be bigger or equal to the MAE; if the RMSE is
equal to the MAE, then all the errors are of the same magnitude. The greater the difference
between the RMSE and MAE, the greater the variance in the individual errors. The units of
both MAE and RMSE are the same time units as the time units of the duration prediction,
so it is easier to understand the duration error in terms of time. The MAPE is related to the
percentage of the error from the true value, which allows a relative point of view on the
results, but it also gives higher weight to an under-forecast value which can bias the results
when compared with the MAE and RMSE.

The training cycle is repeated multiple times; each time the error is measured, and
the genetic algorithm is applied in order to optimize the results. Last, the ANN model
architecture with the lowest error value is selected to be saved and used as the trained
model for the DPDP-based tool.

3.1.3. Genetic Algorithm

The GA was applied to optimize two of the main ANN hyper-parameters: the number
of hidden layers and the number of neurons in each hidden layer. An initial population
of networks (chromosomes) with different sets of these parameters (genes) was randomly
created. The initial setting of the GA parameters was based on previous studies [33–36,39]
and computational experiences. Chromosomes in the population pool contained two types
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of genes: the number of hidden layers and the artificial neuron number of each hidden
layer. The range of the number of hidden layers in the network is set to 1–20. The range of
artificial neuron numbers in each hidden layer is set to 1–10 times the number of features.
For example, if the number of the input features of the ANN is 5, the number of artificial
neurons in each layer can be in a range of 5 to 50. The GA starts with 200 randomly
generated chromosomes (networks), where all chromosomes in the population pool had
at least one different parameter. The GA has three primary operations: reproducing,
generating, and choosing new populations according to their fitness; crossover, parent
choosing, recombination, and mutation in creating new generations. The fitness value of
chromosomes in generations was evaluated according to the MAE value of the network
prediction; a low MAE means better fitness. Reproduction evaluation was made according
to the fitness value, by extracting the chromosomes that have a fitness value above the
reproduction threshold. The reproduction threshold was set to the MAE of the traditional
method prediction. Since in this case the parents may not have the same number of genes, a
custom crossover and mutation algorithm was used, as described by Domashova [33]. The
evolving networks are iterated through 100 generations, where at the end, the networks
with the best fitness are the chosen networks for the provided dataset.

4. Dataset Description

In order to test the improvement in prediction accuracy of a tool based on the DPDP
method, we used real-life project datasets collected from two different organizations. The
first organization is a large global IT corporation, which produces an average of 1251 new IT
projects each year. The organization’s project datasets consist of a total of 20,024 recorded
projects that were executed during the years 2005–2021. The second organization is a
startup company that has developed multidisciplinary products including mechanics,
electronics, and software. The organization produces an average of nine projects a year and
a dataset that consists of a record of 26 projects executed during the years 2018–2021. The
two datasets represent two extremes of organization size. One is a very big organization
with a large record of project data; the organization has an established and structured
project management methodology, with a lot of experience in executing projects that have
similar properties. The other organization is a small startup that has not yet established a
project management methodology and has little historical information about its projects.
The two datasets were recorded differently by the corresponding organizations and were
based on each organization’s methods of defining and applying project features, such
as task duration, risk level, etc. It is hard to evaluate the quality of these features, how
accurate their estimations are, how relevant they are to the project outcomes, and how
they correspond to other features of the organization. Nevertheless, a DPDP tool can
overcome these biases in data as long as the methods of defining and estimating these
features per dataset are consistent, as the tool optimizes for each organization and does
not generalize across organizations. The DPDP tool learns the correlation between these
feature estimations and the actual results per dataset, so the biases and the errors caused
by different methodologies are diminished.

Tables 1 and 2 present the details of the project datasets provided by Organizations 1
and 2 respectively. As can be seen in these tables, although both datasets include 11 features
per project, the description, and the units of the features are different between the organi-
zations. Usually, it is necessary to build different prediction tools for each organization
in order to use its features and optimize the AI model according to each organization’s
dataset. However, as described in this paper, the DPDP tool can accept both datasets and
can create a unique ANN model for each organization, which is optimized to predict future
project duration.
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Table 1. Project Features of Organization 1.

No. Feature Name Notes

1 Project type Minor R&D involvement—19,247 (~96%)
(Procurement + Delivery only)—777 (~4%)

2 Business unit

Network integration services—13,587 (~68%)
Customer support—4182 (~21%)

Managed service and network assurance—776 (~4%)
Managed service—613 (~3%)

Software company service—515 (~2.5%)
Others—351 (~1.5%)

3 Project mode
The data contain 293 different project modes:

Standard—16,034 (~80%)
292Others—3990 (~20%)

4 Project risk level Four levels of scheduled risks:
Class A is the highest risk and D the lowest risk

5 Start day The day the project kicked off
6 Start month The month when the project kicked off
7 Start year The year when the project kicked off
8 Planned end day The expected day for project delivery
9 Planned end month The expected month for project delivery
10 Planned end year The expected year for project delivery
11 Project actual duration The actual project duration (in weeks).

Table 2. Project Features of Organization 2.

No. Feature Name Notes

1 Project type

Operational project
Logistic project

Combined (a project with minor R&D involvement)
Combined+ (a project with significant

R&D involvement)

2 Product type The type of products delivered in the project.
(Type 1, Type 2, Type 3, Type 4, Type 5, Type 6)

3 Project estimated duration The project estimated duration (in weeks) according
to the Gantt chart at kick-off.

4 Stability of the project scope
A 3-point scale (High, Medium, Low) of what is the

level of the certainty that the project scope is not
likely to be changed?

5 Degree of risks for
project delay

A 3-point scale (High, Medium, Low) of the level of
certainty that the project will stay on schedule

6 Importance of time A 3-point scale (High, Medium, Low) of how critical
it is to deliver the project on time

7 Importance of cost A 3-point scale (High, Medium, Low) of how critical
it is to keep the project cost low

8 Experience with
the technology

A 3-point scale (High, Medium, Low) of how much
experience the organization has with the technology

being used in the project

9 Level of details in the
project plan

A 3-point scale (High, Medium, Low) of the detailed
and resolution level of the project plan

10 Sub-contractor dependency A 3-point scale (High, Medium, Low) of how much
the project relies on sub-contractors

11 Project actual duration The actual project duration (in weeks)

5. Results

This section presents the results of the analysis performed in order to evaluate and
validate the DPDP tool. The analysis includes accuracy measurements and processing
time performance analysis. The accuracy measurement was performed by applying the
prediction tool to a real-life project dataset that was presented in the previous section,
measuring the accuracy of the prediction results and comparing these predictions to the
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traditional prediction methods used by the organizations. The accuracy measurements
of the tool were based on calculating three types of errors: MAE, RMSE, and MAPE as
presented in the previous section. The error calculations of the tool outcome were compared
with the error calculations of the traditional predictions made by these organizations using
their traditional methods. In both cases, the organizations used a Gantt chart and CPM in
order to estimate the duration of the projects. The processing time performance analysis
was conducted by comparing the processing time of sections in the DPDP tool using only
the CPU (Central Processing Unit) versus running it with an additional GPU. The aim of
this test is to understand the benefit of using this tool on a GPU-based platform and to find
the optimized size of a training batch to fit such a tool.

5.1. Prediction Accuracy Test

The results of the accuracy test are summarized in Tables 3 and 4. They reveal that
the DPDP tool prediction accuracy is superior to the traditional method. The tables show
a comparison between the MAE, RMSE, MAPE, and max error (the highest measured
error) of the two methods for each of the dataset partitions (A, B, and C). The A, B, and C
datasets were created by random partitioning of the data for the testing set and validation
set. The partition was performed three times and yielded three different validation and
testing sets A, B, and C. This was done in order to reduce the bias that a single test may
create. Table 3 compares Organization 1’s duration prediction error and Table 4 relates to
Organization 2’s duration prediction error. As can be seen in both tables, the DPDP tool’s
MAE is significantly lower than that of the traditional method on all of the testing sets
in both organizations. Comparing the RMSE with the MAE of each method reveals the
cases in which the variance of the error is large. For example, in Table 3, the value of the
traditional method’s MAE in testing set A is 54.92 while the value of the RMSE is 83.18;
the differential between these values is significant (more than 50%), which implies that
many large errors exist. The average on Organization 1’s traditional prediction MAE is
49.18 weeks and the average RMSE is 71.69 weeks, which results in an average of ~47%
difference; by comparison, the DPDP tool, which has an average MAE of 24.25 weeks and
an average RMSE of 30.12 weeks, results in a 24% difference. Organization 2’s results
show the same trend with 37% in the traditional method vs. only 15% with the DPDP tool.
The MAE and the RMSE give an absolute number in the same time units of the predicted
duration. This makes it easy to understand the practical value of the error, but it does
not help in understanding the magnitude of the error relative to the project length. For
example, a 2-week prediction error will be significant when referring to a 5-week project,
but the same error would be considered low when referring to a 200-week project. The
MAPE value of each method gives a good indication of the error magnitude relative to
the project length. For example, in Table 4, the MAE values are in single digits, seemingly
lower than the ones in Table 3 which have two-digit errors. Nevertheless, according to
the MAPE value, one can deduce that in terms of the error relative to the length of the
project, there is not much of a difference as in both tables the magnitude of the MAPE is
approximately the same. As can be seen in both tables, the average relative error of the
DPDP is consistently lower in all instances.

The max error indication focuses on one extreme use case with the biggest prediction
error. Even though this value alone is not enough for accuracy determination, presenting
it near the other average errors helps to understand more about the robustness of the
prediction tool and its suitability to extreme cases of variance and uncertainty that projects
bring with them. The results show that the DPDP can predict uncertainties better than the
traditional methods and also give better predictions in extreme cases.

Measuring the variance of the errors between the different testing datasets allows
a point of view on the tool’s immunity to noise; when the variance is high, it means
that the error of the prediction is easily affected by different types of projects, while low
variation points to a stable prediction and adaptation to different types of projects. In
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both organizations, the DPDP tool shows improvement in the variation errors, while in
Organization 1, with the larger dataset, the improvement is more significant.

Table 3. Comparing Organization 1’s traditional vs. DPDP prediction accuracy.

Prediction Method Testing Set MAE
(Weeks)

RMSE
(Weeks)

MAPE
(%)

Max Error
(Weeks)

Traditional A 54.92 83.18 190.13% 272
DPDP A 25.47 32.96 34.98% 92.18

Traditional B 37.27 55.49 29.01% 237.71
DPDP B 20.93 26.32 15.62% 68.37

Traditional C 55.35 76.4 52.75% 248.86
DPDP C 26.36 31.07 24.33% 71.02

Traditional Average A/B/C 49.18 71.69 91% 252.86
DPDP Average A/B/C 24.25 30.12 25% 77.19

Traditional Variance A/B/C 70.95 138.88 – 203.95
DPDP Variance A/B/C 5.65 7.80 – 113.52

Table 4. Comparing Organization 2’s traditional vs. DPDP prediction accuracy.

Prediction Method Testing Set MAE
(Weeks)

RMSE
(Weeks)

MAPE
(%)

Max Error
(Weeks)

Traditional A 5.75 8.13 21.67% 15.57
DPDP A 4.48 4.77 25.7% 7.29

Traditional B 6.11 8.74 18.75% 15.57
DPDP B 3.02 4.15 8.99% 7.92

Traditional C 8.54 11.11 31.14% 15.71
DPDP C 4.56 4.99 17.53% 6.46

Traditional Average A/B/C 6.80 9.33 24% 15.62
DPDP Average A/B/C 4.02 4.64 17% 7.22

Traditional Variance A/B/C 1.54 1.65 – 0.004
DPDP Variance A/B/C 0.50 0.13 – 0.36

5.2. Generated Model Structure

The prediction models generated for each use case had different hyper-parameters,
which were set using the GA, as explained in Section 3.1.3. For each organization and
separately for each validation set (A, B, and C), the DPDP tool created different models with
different hyper-parameters (a total of six ANNs). Each model was optimized according to
the validation dataset loaded into the DPDP tool. The training optimizer in all cases was
set as Adam (as presented in Section 3.1.2) and the learning rate was set as 0.01. Table 5
presents the ANN layers and artificial neurons in each layer per network and validation set.

Table 5. Number of layers and neurons per model and validation set.

Layer Org 1—A Org 1—B Org 1—C Org 2—A Org 2—B Org 2—C

Input 10 10 10 15 15 15
Hidden 1 154 110 66 105 285 105
Hidden 2 33 77 154 225 120 255
Hidden 3 - 198 77 - - 255
Hidden 4 - 176 99 - - 195
Hidden 5 - 110 187 - - 30
Output 1 1 1 1 1 1

As can be seen in Table 5, the output layer contains a single neuron as there is only
one output (project duration). The input layer is set as the number of features. Both
organizations’ (1 and 2) datasets contain 10 features, but the feature “Project Type” in
Organization 2 was decoded using one-hot encoding [63], which increases the number of
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input features to 15. The number of layers and number of artificial neurons in each layer
were optimized for the best accuracy according to the GA.

5.3. CPU/GPU Performance Analysis

As GPUs can perform multiple, simultaneous computations based on their thousands
of cores, this trait can be used for the distribution of training processes and significantly
speed up the ANN training procedure. Thus, the dataset size and mostly the batch size
which is set for the training process need to be optimized for the GPU and its characteristics.
The analysis was performed using the hardware presented in Table 6. The same hardware
was used for both CPU and GPU experiments, by enabling or disabling the GPU functional-
ity. In addition, as the tool uses randomization algorithms, we overwrite the randomization
with fixed values in order to allow the same execution in all experiments. The DPDP tool
uses multiple training sessions in order to optimize the ANN. For the presented test, we
performed only one training session as a reference to a multi- session procedure. The
tested ANN architecture includes five layers with 11, 55, 110, 55, and 1 artificial neuron(s),
respectively, in each layer. The activation function was set as a rectified linear unit [64]. In
addition, a fixed number of epochs of 100 were set in order to reduce the randomization of
weight selection.

Table 6. Server Hardware Properties.

Feature CPU GPU

Model Intel(R) Xeon(R) CPU NVIDIA Tesla-K80
No. of Cores 2 2496 CUDA
CPU Clock 2.3 GHz 820 MHz

RAM 12 GB 12 GB
Cache Memory 39,424 KB –

The experiment includes measuring the effect of changing the batch size parameter of
the ANN training. Increasing the batch size will cause a larger matrix multiplication; since
the matrix multiplications are parallelizable operations, increasing the batch size is expected
to shorten the calculation time of the GPU compared to the CPU. Above a certain batch size
value, a full batch of training data cannot fit into the GPU memory, which might cause a
deceleration in the GPU performance. Figure 2 presents the results of the CPU vs. GPU
experiment. As can be seen in Figure 2, the small batch size has a longer running time; as the
batch size increases, the running time of the training gets shorter until a certain point where
the CPU and the GPU act differently. With a small batch size, there is no advantage of
using GPU over CPU; the suggested reason for that is the fact that the CPU clock is higher
than the GPU clock, and because the amount of data is small, the overhead of loading the
data to the GPU memory is greater than the improvement in performance by the parallel
calculation method. As the batch size increases, the advantage of the GPU is manifested
and the GPU reaches a 250% faster processing time compared to the CPU. It can be seen in
Figure 2 that above a batch size of 1024, the running time of the GPU stays steady (10 s for
100 epochs) even though the batch size increases, while the CPU running time gets longer.
One suggested explanation for this phenomenon is that with a batch size above 1024, the
data loading time to the memory is negligible compared to the calculation time, and as the
calculation process by the GPU is performed in parallel; as long as the GPU’s cores are not
fully loaded, there is no major change in the calculation duration even when the amount
of data increases. However, in the CPU, it seems that above a batch size of 512 the serial
calculation takes longer than the parallel one on the GPU, even though the clock speed of
the CPU is higher.
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6. Discussion

The DPDP method showed that it fits both small and large organizations with different
sizes of datasets. It showed that it is flexible enough to get different types of features,
with different scales and units, and in all the tested cases it out-performed the other
traditional prediction methods. Nevertheless, the small organization had a less significant
improvement compared to the large organization. The reason is that the amount and the
quality of the data directly affect the ANN training and the accuracy of the DPDP results.
The small organization had provided a very small number of recorded projects, which
provided fewer examples for the tool to learn from. Because of this, an organization with
larger historical data will more likely derive a greater benefit from this tool.

An important aspect that stood out in the results was the immunity of the DPDP
method to noises. The differences between datasets hardly affected the average error
of the DPDP prediction. The three datasets A, B, and C were randomly divided and
used for training, validation, and accuracy tests. The variance between the three groups is
perceptible by looking at the traditional method prediction results; group A in Organization
1 seems to include many projects that experienced issues that were not anticipated by the
traditional prediction method. This is shown by the values of max error, MAPE, and the
differences between MAE and RMSE. However, the DPDP method’s variance in errors
between the groups is quite small, and the results were not much different than in the other
dataset groups. This fact indicates the capability of the DPDP method to provide a stable
average error even with projects that are outliers in some way. In all of the performed tests,
the variance of the errors had significantly decreased compared to the other traditional
methods. This is an important feature for a prediction tool, as it helps to have more certainty
in the prediction error range, which is important when evaluating the project risks.

To keep the DPDP tool up to date and to maintain its accuracy, it is recommended to
retrain the tool often with new records of project data. In some organizations, it can get
to a point where this training is being done daily or even a couple of times a day. Smaller
datasets will probably need frequent retraining, as every record is more significant. In large
datasets adding a small number of records will probably not affect the results too much,
so less frequent retraining is required. As training ANN with a large dataset consumes a
lot of computing resources and may take a long time, the use of a GPU with this tool is
recommended in order to produce an outcome in a reasonable timeframe. The reduction in
time can be effective with the use of a GPU as the model is being trained hundreds of times
until the optimal architecture is found. The CPU vs. GPU experiment results provided
insights into how to optimize the ANN training parameters in order to take advantage
of and maximize the GPU capabilities. The GPU performance analysis had shown an
improvement of 250% in processing time compared to the CPU. Nevertheless, as today’s
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tools are moving to cloud computing, the cost of running time is also a factor to take into
account when considering which hardware to use. In cloud computing, the GPU server
cost is significantly higher than the CPU cost. At the time of conducting this study, the cost
of a cloud GPU can be more than 1000% higher than a cloud CPU [65]. The organization
that chooses to use a tool based on the DPDP method will need to find the balance between
the time required versus the cost of GPU cloud computing. An important limitation of this
tool is its optimization per project. Although the DPDP method significantly improved the
prediction accuracy, it is not the optimal solution for each project.

7. Conclusions

The DPDP method is built to fit different types of projects and different datasets; it
cannot be optimal for all of them. A dedicated model designed for a specific project or type
of dataset can potentially produce better results than the presented tool but will require an
additional effort and redesign to fit other types of data, which is not always practical for an
organization. Future work can include more optimization of the DPDP tool with additional
validation on more datasets, finding the upper and lower boundaries of the amount of data
this tool has and improving its performance. In addition, a future study can compare the
performance of the presented DPDP tool with other AI prediction tools built and optimized
according to the project type, data type, or organization. Such a study would measure the
expected improvement in prediction accuracy and try to find the point of equivalence in
resources, time, cost, etc. of building a dedicated prediction model vs. using an existing
general prediction tool.
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