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Abstract

:

The effect of the COVID-19 pandemic on crude oil prices just faded; at this moment, the Russia–Ukraine war brought a new crisis. In this paper, a new application is developed that predicts the change in crude oil prices by incorporating these two global effects. Unlike most existing studies, this work uses a dataset that involves data collected over twenty-two years and contains seven different features, such as crude oil opening, closing, intraday highest value, and intraday lowest value. This work applies cross-validation to predict the crude oil prices by using machine learning algorithms (support vector machine, linear regression, and rain forest) and deep learning algorithms (long short-term memory and bidirectional long short-term memory). The results obtained by machine learning and deep learning algorithms are compared. Lastly, the high-performance estimation can be achieved in this work with the average mean absolute error value over 0.3786.
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1. Introduction


Crude oil is a significant energy source in the world [1]. The changes in crude oil prices have an important impact on the economic activities of countries all over the world. COVID-19 is a terrible disease, which quickly spread and heavily struck the world economy, health, and human life [2]. During this period, the crude oil price fluctuates greatly due to the global effects of the COVID-19 pandemic and Russia–Ukraine war. The severity of this fluctuation will increase as the supply and demand for oil and petroleum products change. Under this situation, predicting oil prices became crucial on a global scale.



There were some investigations focused on applying machine learning and deep learning to predict the prices of crude oil, Brent crude oil, and other commodities. These artificial intelligent methods are recognized to have powerful prediction capability, which were extensively developed and investigated during the last decades [3]. Deng et al. [1] proposed a deep transfer learning method based on the long short-term memory network (LSTM) to forecast Shanghai crude oil prices. Since the price was officially listed in March 2018, there is little available data on Shanghai crude oil prices. Therefore, the network is trained with Brent crude oil prices and the turned to Shanghai crude oil prices. A root mean square error (RMSE) value of 9.79 and a mean absolute error (MAE) value of 7.10 are obtained as the network performance.



Vo et al. [4] proposed the Brent oil price-bidirectional long short-term memory (BOP-BL) model to forecast oil prices based on bidirectional long short-term memory (Bi-LSTM). The proposed model is made up of two separate modules. The first module has three Bi-LSTM layers that support learning features in both forward and backward directions. The other module uses the fully connected layer and features extracted from the previous module to predict the oil price. Their method achieved the best prediction accuracy with an RMSE value of 1.55 and an MAE value of 1.2 by comparing with LSTM, convolutional neural network long short-term memory (CNN-LSTM), and convolutional neural network-bidirectional long short-term memory (CNN-Bi-LSTM) networks. Gabralla et al. [5] assessed the accuracy of daily West Texas Intermediate (WTI) crude oil price forecasting between 4 January 1999 and 10 October 2012. When making predictions, they compared the performance using three different machine learning algorithms with three, four, and five attributes. Kaymak et al. [6] proposed a model to predict the crude oil price fluctuations. Their model had the best results, with an MAE value of 0.5295, by comparing with artificial neural networks, the Fibonacci model, the golden ratio model, unoptimized values, and the support vector machine (SVM). Karasu et al. [7] proposed the chaotic Henry gas solubility optimization (CHGSO)-based LSTM model (CHGSO-LSTM) to solve the difficult problem of the crude oil price forecasting. Their model performed better with the particle swarm optimization long short-term memory (PSO-LSTM) model. Gupta et al. [8] proposed a crude oil price prediction model based on artificial neural networks. The proposed model had the best performance, with an RMSE value of 7.68. Busari et al. [9] compared AdaBoost-LSTM and AdaBoost-GRU models with LSTM and gated recurrent unit (GRU) models to predict crude oil prices. The AdaBoost-LSTM and AdaBoost-GRU models outperformed the LSTM and GRU models significantly. Yao et al. [10] used the LSTM and prophet algorithms to forecast crude oil prices. They found the prophet algorithm can produce the best prediction operations with an MAE value of 2.471.



Inspired by the above observations, this paper develops a new application that forecasts the change in crude oil prices by incorporating two global effects, the COVID-19 pandemic and the Russia–Ukraine war. As compared with most existing investigations, the main contributions of this work are threefold. (1) By using multiple features, current and long-dated datasets, and cross-validation in machine learning methods, the present results can achieve higher accuracy prediction. (2) By comparing machine learning and deep learning methods, the method that can produce the best results is determined. This matter is proven by comparing the results presented in this article with the results reported in the literature. (3) The effect of two major global crises, the COVID-19 pandemic and the Russia–Ukraine war, on crude oil prices is investigated in our study. Additionally, the major impact of these crises on crude oil price forecasting is discussed in detail.



The rest of this paper is organized as follows: In Section 2, the materials are provided and the artificial intelligence (AI) methods are briefly explained. In Section 3, the experimental results are given and the effects of global crises are interpreted with the results of machine learning and deep learning. Lastly, in Section 4, the conclusions of this work are presented.




2. Material and Methods


2.1. Artificial Intelligence Methods


In many data processing and big data problems, AI methods are widely used for classification [11], clustering [12], detection [13], and prediction [14,15]. AI is a broad term that encompasses a variety of techniques, including fuzzy methods [16], neural network-based algorithms [17], heuristic algorithms [18], machine learning [19], and deep learning [20]. This study focuses on the prediction of crude oil data and the results obtained using machine learning and deep learning methods are compared.



Three machine learning methods with excellent performance are employed in this work. These methods are SVM, linear regression (LR), and rain forest (RF). SVM is a classification algorithm based on statistical learning [21]. The SVM is initially developed as a method for solving two-class linear data classification problems and later evolved into a method for solving both nonlinear and multiple data classification problems. Essentially, the objective of SVM is to create a hyperplane that separates the classes in the most effective way [21,22].



LR is a machine learning algorithm that predicts a quantitative variable using one or more independent features in a linear fashion [23]. The independent variable has one or more features that can be used to estimate the dependent variable. More independent variables can be adopted to estimate the coefficients of the linear equation to better predict the algorithm-dependent variable value.



RF is a classification algorithm that employs a set of decision trees for predictions [24,25,26,27]. The RF attracted much attention owing to its advantages of high speed and excellent performance in classifications [28,29].



Cross-validation is a method for evaluating the performance of machine learning models accurately [21]. In this work, the five-fold cross-validation process shown in Figure 1 was integrated with the machine learning algorithms to improve performance, prevent overfitting, and ensure accurate prediction [30]. Meanwhile, the cross-validation can also reduce the training times and thus the results can be obtained efficiently.



Two deep learning methods with excellent performance are employed in this work. These methods are LSTM and Bi-LSTM. LSTM is a recurrent neural network (RNN) architecture that remembers values at random time intervals. The LSTM is widely used to classify, process, and predict time series with unknown time delays [31,32]. In this study, many different parameters were tested and the LSTM network, where the best performance was obtained, was used. Table 1 and Table 2 show LSTM and Bi-LSTM architecture. Only the “Bidirectional (LSTM)” layers on the architecture was used as the “LSTM” layer in the LSTM network. The number of train epochs for both models was fixed by 70 iterations. The first layer of the LSTM network used is the input layer. The number of steps of this layer is 5507 and the number of blocks is 8. The input and output of the input layer take the same values. The input value of the next layer is the same as the output value. While the number of steps of this layer is 5507, the number of blocks is 128. In the next layer, while the number of steps remains the same, the number of blocks is set to 256. The next layer is the dropout layer, and the output of the LSTM layer that it is connected to has the same values as the input and output of the dropout layer. The LSTM layer, which is the layer before the last layer, has the same input as the output of the previous LSTM layer, but there is no step value in its output. The last layer is the dense layer. Its input is the same as the output of the previous layer, but the number of blocks is set to 1.



Bi-LSTM is a combination of two independent RNNs. This structure ensures the network has the backward and forward-looking information about the sequence at each time step. Different from LSTM, Bi-LSTM runs the system inputs in two directions, one from past to future and the other from future to past, which protects information from the future and combines two hidden states [32]. In this study, many different parameters were tested and the Bi-LSTM network with the best performance was used. The first layer of the Bi-LSTM network used is the input layer. The number of steps of this layer is 5507 and the number of blocks is 4. The input and output of the input layer take the same values. The input value of the next layer is the same as the output value. While the number of steps of this layer is 5507, the number of blocks is 64. In the next layer, while the number of steps remains the same, the number of blocks is set to 128. The next layer is the dropout layer, and the output of the LSTM layer it is connected to has the same values as the input and output of the dropout layer. The Bi-LSTM layer, which is the layer before the last layer, has the same input as the output of the previous LSTM layer, but there is no step value in its output. The last layer is the dense layer. Its input is the same as the output of the previous layer, but the number of blocks is set to 1.




2.2. Performance Metrics


Mean absolute error (MAE) and mean squared error (MSE) are selected as the performance matrices in this work. MAE is a performance metric that is calculated by averaging absolute error values. The MAE can be calculated as [33]:


  M A E =  1 a    ∑  i = 1  a    |  A C T − P R E D  |     



(1)




where   A C T   is the actual value and   P R E D   is the predicted value. MAE stands for the sum of the absolute values of the differences between the actual and estimated values.



MSE is a performance metric that is calculated by squaring error values. The MSE can be calculated as [34]:


  M S E =  1 a    ∑  i = 1  a      (  A C T − P R E D  )   2     



(2)




where   A C T   is the actual value and   P R E D   is the predicted value. MAE stands for the sum of the squares of the differences between the actual and estimated values.




2.3. Dataset


The crude oil data used in this work are obtained from Yahoo Finance [35] and recorded between 2000 and 2022 and used as the dataset. This dataset includes the crude oil opening, closing, highest, and lowest prices, adjusted close price (adjusted close price means adjusted price for dividend and/or capital gain distributions) and volume data, as the features of dataset, which are described as multiple features. All these features are included in the dataset as a separate column. All the features, except the closing price are used as input in the used machine learning and deep learning methods. All data used here are used as raw data and no pre-processing or feature extraction is applied. Each column contains 5460 records. As a result, a total number of 32,760 records are utilized for training and testing procedures. The closing prices of crude oil are estimated in this work by using the described dataset. Figure 2 shows a graphical representation of the closing values in the dataset. In other words, Figure 2 depicts the appearance of the dataset that will be estimated.




2.4. The Proposed Method


The flow diagram of the method proposed in this study that performs prediction with high performance is shown in Figure 3. With this method, firstly, the data set is obtained automatically from the Yahoo Finance source. Then, the features to be used in the prediction process are determined. Data segmentation is performed for training and testing processes over the specified features. After pre-processing is performed to extract problematic data, such as empty values, it is selected whether to apply the cross-validation process in the estimation process.



If cross-validation is to be applied, selection of fold is made and then the estimation method (RF, LR, SVM, LSTM, and Bi-LSTM) is selected. If cross-validation will not be made, the direct estimation method is selected. Training is conducted according to the chosen method and the results are tested. After the test process, performance results are obtained with MAE and MSE methods.





3. Experimental Results


The main goal of this work is to reveal changes in crude oil prices caused by the global effects of the COVID-19 pandemic and the Russia–Ukraine war by using a long-term and multi-featured dataset and a prediction application. Machine learning and deep learning are used as AI methods in this work. Machine learning methods, including SVM, LR, and RF, and deep learning methods, including LSTM and Bi-LSTM suitable for time series, are employed.



The train and test data are carefully selected to depict the effects of the COVID-19 pandemic and the Russia–Ukraine war. As a result, the test data are determined to be the previous two months, four months, eight months, sixteen months, and thirty-two months, with May 2022 as the deadline. The data from the first two months of the Russia–Ukraine war are involved in the training of that for the last two months, with the goal of monitoring the effects in the next two months. Figure 4 depicts the results for the previous two months. As shown in Figure 4, the results obtained using machine learning methods and their corrected results using five-fold cross-validation are very close to the real values. Since the effect of war is accounted in the training data, the estimation results of the methods were tracking the real values for the past two months. For the other experimental results, the situations are different (four, eight, sixteen, and thirty-two months).



When the data of the last four months are mentioned, the goal is to obtain results for a situation that the effects of the pandemic slowed, and the war did not yet begin. The application without data from the war period in the training in Figure 5 diverges from the real values after the start of the war. It clearly indicates the effect of the Russia–Ukraine war on oil prices, but also demonstrates that omitting data from such crisis processes has a direct impact on the accuracy of the forecasting results. This is also seen in the MAE and MSE values given in Figure 5. As can be seen in Figure 5, there are significant differences in the MAE and MSE values in the predictions made before and after the start of the war (red line). These results clearly show the impact of the war on crude oil prices.



Using the data from the previous eight months, another experimental study was conducted. This data include a period when the world economies gradually began to recover from the effects of the pandemic at the end of the last two years. Figure 6 shows the results of the application that was run with these data. Because the pandemic data were involved in the training, the estimated results during the pandemic period are very close to the real values. Moreover, because the data from the Russia–Ukraine war period were not included in the training, the estimation results after the start of the war began to diverge from the real values. As previously stated, the impact of the war can also be found here.



The prediction operation is performed using data from the previous sixteen months in another experimental study, and the results are shown in Figure 7. Since the first year of data from the COVID-19 pandemic is incorporated into the training process, the results are close to the real values until the war broke out. It can be clearly seen that after the start of the war, the estimated values diverged from the actual values as well.



The prediction is made using data from the previous thirty-two months as in the previous experimental study and the results are shown in Figure 8. The experimental results in this case are obtained by training without using the pandemic data. As shown in the graph, the predictions made during the sharp drop in crude oil prices that occurred by closure period, which began shortly after the start of the pandemic and ended with negative values, cannot fully reflect the real values. Particularly, for SVM and RF algorithms, we are unable to predict negative values and make a reverse prediction. This situation is depicted in Figure 8. Sudden changes caused by a global crisis, such as COVID-19, pose a major challenge to the application of forecasting. Furthermore, the estimated results after the start of the war show a divergence from the real values.



It is impossible to say whether the cross-validation process used for all methods in all graphs shown in Figure 4, Figure 5, Figure 6, Figure 7 and Figure 8 makes a visual difference. Table 3 shows the MAE and MSE values of the prediction results to show the effect of cross-validation as well as the methods used. To make a better understanding, the numerical results in Table 3 are also graphically presented in Figure 9 and Figure 10.



The RF algorithm without cross-validation obtained for thirty-two months can achieve the best performance in MAE results and the RF algorithm without cross-validation obtained for sixteen months can achieve the best performance in MSE results. The results of the LR algorithm, which correctly estimate the negative peak value in Figure 9 for thirty-two months of data, are acceptable and considered to perform well. Moreover, the results show that cross-validation processes in SVM and LR algorithms perform slightly better. The RF algorithm produces slightly worse results. Therefore, it can be concluded that cross-validation is ineffective in this application.



When all the results and graphics are considered together, it is clearly seen that the predictions made by including global crises in the training data produce better results. Moreover, as the estimation periods lengthen, the accuracy of the results improves. The reason is that long-term forecasts are less affected by the divergences that occurred during the Russia–Ukraine war. This demonstrates how events that directly affect the supply balance; for instance, the war causes price volatility and makes forecasting difficult. Another conclusion is that price drops, which occurred early in the pandemic and reached negative values, became a difficult-to-predict problem because they diverged the price trend from its normal path. As a result, for this situation, the MSE values in Table 3 and Figure 10 are quite high.



As can be seen in Table 3 and Figure 10, (except for the results of 16 months and 32 months in the results of SVM) long-term forecasts give better results than shorter-term forecasts. In fact, the error is expected to be higher for longer-term forecasts under normal conditions. However, the increase in errors as the estimation period shortens in this study shows that the global crisis has an effect on crude oil prices.



In addition to machine learning, another AI learning method, a deep learning application is also considered. LSTM and Bi-LSTM models, which are deep learning methods with effective use in time series, are used in this work. Table 4 shows the results for these models using the same dataset for the same time periods.



From Table 4, it is obvious that the obtained results are inferior to those obtained by using the machine learning methods in Table 3. Consequently, it can be determined that the used machine learning methods outperform LSTM and Bi-LSTM models in terms of the dataset and problem studied.



Another focus of the research is improving the prediction performance through the use of long-term and multi-featured data. In Table 5, comparisons are made with studies performed on different data sets and with different ML/DL algorithms. In this study, it is seen that both ML and DL results obtained by using long-term/big datasets and multiple features are better than other studies. It is not difficult to find that the results of the three different machine learning algorithms presented in this work outperform those in other literature. It is regarded as a major contribution of this work, as compared with other studies. The good results obtained here do not necessarily indicate the poor performance of the methods presented in other studies. It shows that the use of a long-term dataset and multiple features improves performance, as this study focuses on.




4. Conclusions


In this work, the effects of global crises, such as COVID-19 and the Russia–Ukraine war, on crude oil prices are investigated by using AI algorithms. We compare the results obtained by machine learning and deep learning algorithms comprehensively. The high-performance estimation can be achieved with the average mean absolute error value over 0.3786. As a result, the abrupt fluctuations that occurred since the start of the global crises have a negative impact on data prediction accuracy. In addition to the effects of global crises, another focus of this work is finding that crude oil prices can be predicted more accurately by using long-term and multi-featured data as another focal point. When compared with the previous studies, it was discovered that the present results are superior. The relationship between cross-validation and prediction performance is also discussed in this research. According to the results, the use of cross-validation does not have a major impact on obtaining more accurate crude oil price prediction data.



As a limitation, it can be costly to train machine learning algorithms using large and complex data models. Extensive hardware is also required to do complicated mathematical calculations. However, there are different methods for effective use of CPU and GPU resources for data preprocessing and training, which can significantly reduce calculation costs and time. One of these methods is the overlap of data preprocessing and model training. Data preprocessing is performed one step ahead of training, which helps to reduce the overall training time for the model. Additionally, in this study, an ML method was identified that accurately predicts the long-term price of crude oil. Therefore, to reduce time and calculation costs, we should only rely on the final proposed method and the other studied methods can be disregarded. It is believed that the workload and complexity will be manageable, given this strategy. In this regard, a very cost-effective and balanced model was introduced.



In future works, we plan to develop DL networks for more accurate predictions. Additionally, the neuro-fuzzy inference system (ANFIS) is one of the methods where its inference system is a set by fuzzy rules with the potential to learn. This algorithm, along with other algorithms, such as teaching–learning-based optimization (TLBO), should be considered as algorithms that can help improve prediction. In this regard, in future works, we will implement these algorithms and use them to compare the results.
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Figure 1. Diagram of the five-fold cross-validation. 
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Figure 2. Crude oil closing price graph. 
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Figure 3. Flowchart of the proposed method. 
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Figure 4. Results for two months with the effect of war. 






Figure 4. Results for two months with the effect of war.



[image: Mathematics 10 04361 g004]







[image: Mathematics 10 04361 g005 550] 





Figure 5. Results for four months without the effect of war. 
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Figure 6. Results for eight months with the effect of COVID-19 for two years. 






Figure 6. Results for eight months with the effect of COVID-19 for two years.



[image: Mathematics 10 04361 g006]







[image: Mathematics 10 04361 g007 550] 





Figure 7. Results for sixteen months with the effect of COVID-19 for one year. 
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Figure 8. Results for thirty-two months without the effect of COVID-19. 
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Figure 9. Graphic of MAE results. 
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Figure 10. Graphic of MSE results. 
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Table 1. LSTM architecture.






Table 1. LSTM architecture.





	Layer Name
	Used Layer
	Layer Input
	Layer Output





	Input
	Input Layer
	[(None, 5507, 4)]
	[(None, 5507, 4)]



	Lstm_1
	LSTM
	[(None, 5507, 4)]
	[(None, 5507, 64)]



	Lstm_2
	LSTM
	[(None, 5507, 64)]
	[(None, 5507, 128)]



	dropout
	Dropout
	[(None, 128)]
	[(None, 128)]



	dense_1
	Dense
	[(None, 128)]
	[(None, 512)]



	dense_2
	Dense
	[(None, 512)]
	[(None, 42)]
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Table 2. Bi-LSTM architecture.






Table 2. Bi-LSTM architecture.





	Layer Name
	Used Layer
	Layer Input
	Layer Output





	Input
	Input Layer
	[(None, 5507, 4)]
	[(None, 5507, 4)]



	Bidirectional_1 (lstm)
	Bidirectional (LSTM)
	[(None, 5507, 4)]
	[(None, 5507, 64)]



	Bidirectional_2 (lstm)
	Bidirectional (LSTM)
	[(None, 5507, 64)]
	[(None, 5507, 128)]



	dropout
	Dropout
	[(None, 128)]
	[(None, 128)]



	dense_1
	Dense
	[(None, 128)]
	[(None, 512)]



	dense_2
	Dense
	[(None, 512)]
	[(None, 42)]
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Table 3. Performance results using machine learning.
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Period

	
Performance Metrics

	
SVM

	
RF

	
LR




	
Without Validation

	
With Validation

	
Without Validation

	
With Validation

	
Without Validation

	
With Validation






	
Two months (without war)

	
MAE

	
1.6448

	
1.6586

	
0.7830

	
1.4105

	
1.1365

	
1.1309




	
MSE

	
3.8451

	
3.7704

	
1.1120

	
2.9101

	
1.9536

	
1.8942




	
Four months (low COVID-19 effect)

	
MAE

	
1.5961

	
1.5764

	
0.8813

	
1.5100

	
1.1914

	
1.1736




	
MSE

	
4.0389

	
3.7484

	
1.6033

	
4.1257

	
2.4328

	
2.4214




	
Eight months (two-year COVID-19 effect)

	
MAE

	
1.0967

	
1.0853

	
0.5618

	
1.0091

	
0.8520

	
0.8417




	
MSE

	
2.3440

	
2.2022

	
0.8116

	
2.3595

	
1.4597

	
1.4528




	
Sixteen months (one-year COVID-19 effect)

	
MAE

	
0.7869

	
0.7850

	
0.4048

	
0.7234

	
0.6096

	
0.6033




	
MSE

	
1.3548

	
1.2906

	
0.4472

	
1.2725

	
0.8402

	
0.8336




	
Thirty-two months (without COVID-19)

	
MAE

	
0.9247

	
0.9224

	
0.3786

	
0.7009

	
0.5059

	
0.5047




	
MSE

	
7.8272

	
7.8440

	
1.1229

	
5.6141

	
0.6017

	
0.6340
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Table 4. Performance results using deep learning.
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Period

	
Performance Metrics

	
LSTM

	
Bi-LSTM






	
2 Months (without war)

	
MAE

	
4.8437

	
2.9232




	
MSE

	
17.9541

	
12.9031




	
4 Months (low COVID-19 effect)

	
MAE

	
8.3690

	
6.7242




	
MSE

	
78.1543

	
67.2733




	
8 Months (two year with COVID-19 effect)

	
MAE

	
9.5567

	
7.1789




	
MSE

	
93.2579

	
72.1146




	
16 Months (one year with COVID-19 effect)

	
MAE

	
7.3283

	
6.0759




	
MSE

	
65.4566

	
50.4784




	
32 Months (without COVID-19)

	
MAE

	
13.6256

	
9.9006




	
MSE

	
160.2515

	
110.8453
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Table 5. Performance comparation with the literature.
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Literature

	
Algorithms

	
MAE






	
Deng et. al. [1]

	
LSTM

	
7.10




	
Vo et. al. [4]

	
BOP-BL

	
1.2




	
Busari et. al. [9]

	
AdaBoost-LSTM AdaBoost-GRU

	
1.4164




	
Yao et. al. [10]

	
LSTM, Prophet

	
2.471




	
Kaymak et al. [6]

	
SVM

	
15.4211




	
ANN

	
15.4046




	
Proposed method (average by months)

	
SVM (without validation)

	
1.160




	
LR (without validation)

	
0.800




	
RF (without validation)

	
0.560




	
SVM (with validation)

	
1.160




	
LR (with validation)

	
0.790




	
RF (with validation)

	
1.010
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