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Abstract: The knowledge graph was first used in the information search of the Internet as a way
to improve the quality of the search because it contains a huge amount of structured knowledge
data. In this paper, the knowledge map algorithm is studied through natural language processing
technology and probabilistic fuzzy information aggregation, and the knowledge map completion
algorithm is cognitive-fitted. NLP is natural language processing. Based on the experiments in this
paper, it can be seen that, after combining the algorithm, the behavior data set of 1000 Amazon users
was analyzed, and it can be found that the accuracy of the algorithm improves as the proportion of
data in the experiment increases. Among them, the 10% dataset has a correct rate of 0.66; the 30%
dataset has a final accuracy rate of 0.68; and the 50% dataset has a final accuracy rate of 0.70. The
experimental results of this paper show that using probabilistic fuzzy information aggregation and
natural language processing technology as a way to complete the knowledge graph can improve the
accuracy of the operation. It plays an important role in the development of intelligent cognition and
search engines.

Keywords: probabilistic fuzzy sets; information aggregation; natural language processing technology;
knowledge graph completion

MSC: 65C20

1. Introduction

Knowledge graph is an important branch of AI. It was proposed by Google in 2012.
It is a structured semantic knowledge base, which is used to describe concepts and their
relationships in the physical world in symbolic form. Its basic unit is the “entity relationship
entity” triplet and entities and their related attributes value pairs. Entities are connected
through relationships to form a network of knowledge structures. A knowledge graph
is a collection of human cognition and cognitive processes. In the age of intelligence, it
is more closely related to computer technology, which, to a certain extent, facilitates the
public to have a more unified cognition of the world. Knowledge graphs are always flawed
because people’s cognitive ability is constantly improving, and computer technology is
constantly developing, so knowledge graphs need to be supplemented. Since this is related
to public perception, the research on knowledge graph completion algorithms is very
important. There are many scholars who have studied and had discussion based on the
above purposes, but they mainly study the related concepts and application scope of
knowledge graphs, including artificial neural networks and other methods. Probabilistic
fuzzy information aggregation and natural language processing techniques are rarely
analyzed because knowledge graphs involve fuzzy concepts. This paper uses probability
fuzzy sets and natural language processing technology as the basic methods of research
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and discusses the information aggregation of knowledge graph completion algorithms so
as to promote the development of technologies in related fields.

Natural language processing is an important direction in the field of computer science
and artificial intelligence. It studies various theories and methods that can realize effective
communication between people and computers using natural language. Natural language
processing is a science that integrates linguistics, computer science, and mathematics.

There are many scholars who want to complete the knowledge graph. Reyes O
believed that in real life, a large amount of unlabeled data was generated, which had
become a relatively serious problem, and active learning was a relatively important area
of discussion, which can visually compare learning curves. Therefore, two comparison
methods were proposed in his research [1]. Ji K’s research aimed to illustrate that graph
neural networks were very effective in the learning process of knowledge graphs and can
bring advantages to the completion of knowledge graphs. In this form, he proposed a
graph attention network that can perform neighborhood aggregation strategies and can
represent complex semantics [2]. Bai L believed that the temporal knowledge graph was a
very useful artificial intelligence resource, but it is not complete, so the completion of the
knowledge graph was the focus of his research, and a trend-guided prediction model was
proposed to guide the aggregation process [3]. In the experiment, Che F mainly used the
prediction missing link model in the learning of knowledge graph and used the translation
characteristic, while the convolutional network model has a strong fitting space, but it lacks
the above advantages. Therefore, in his specific research, he proposed a new knowledge
graph embedding model [4]. Zhang Z believed that the knowledge graph was rapidly
popularizing, but there were still missing values in the triples in the knowledge, so based
on the method of completing the knowledge graph, a relational graph neural network with
hierarchical attention was proposed [5]. It can be clearly found that the above-mentioned
scholars’ research on the completion of knowledge graphs has progressive significance,
and their research methods are also constantly innovating but are less often combined with
probabilistic fuzzy information aggregation and natural language processing techniques.

Fuzzy information and natural language processing technology are more commonly
used research methods. Yu T believed that traditional Chinese medicine, as an important
cultural heritage, is of great significance to the inheritance of human civilization. Therefore,
it was very important to protect and inherit TCM(traditional Chinese medicine) knowledge
by means of knowledge graph [6]. Natthawut K believed that the knowledge graph can be
constructed by analyzing Java bytecode, which is a general method belonging to natural
language text processing and can be defined at compilation time [7]. Lin Z Q said that
the development of software intelligence is a contemporary development trend, and in
the specific research, he proposed the concept of intelligent development environment
and software knowledge graph and studied the architecture and discussed it [8]. Jia Y
believed that knowledge graphs can predict entities in knowledge and can express them in
a structured way through knowledge graph embedding. However, due to the multi-layer
relationships in the graph, the current methods are still insufficient [9]. Wang C believed
that open data in current publications were an important part of literature, but they were
challenging to analyze. Therefore, semantic analysis was carried out in combination with
knowledge graphs to establish connections [10]. These scholars’ research on probabilistic
fuzzy information aggregation and natural language processing technology was relatively
in-depth and has reference significance, but it was not fully integrated with the specific
content of knowledge graph completion.

In this paper, probabilistic fuzzy information aggregation and natural language pro-
cessing technology are used as related methods for knowledge graph completion, and
experimental results are obtained by using related models, and conclusions with reference
significance are obtained from them. The innovation of this paper is to use the probabilistic
fuzzy information aggregation and natural language processing technology as the main
research methods to analyze the knowledge graph completion in the intelligence era. The
innovation of this paper is the combination of probabilistic fuzzy information aggregation
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and natural language processing technology to study the knowledge map, which ensures
the accuracy of data and makes the data more efficient in intelligent cognition and search
engine use. It has been supplemented in the text.

2. Method of Knowledge Graph Completion Based on Probabilistic Fuzzy Information
Aggregation and Natural Language Processing Technology
2.1. Knowledge Graph Completion

The knowledge map is a classification system of relevant knowledge provided for an
organization’s knowledge management system. It is convenient for organization members
to read and use, acquire knowledge, share knowledge, and create knowledge. With the
support of modern information technology, its forms include a basic layered display of
three-dimensional dynamics. The function is to provide a comprehensive introduction
to all the knowledge of the organization and to focus on a certain field. The knowledge
graph is mainly used to describe related concepts, entities, and events and the relationship
between them in the real world. In this part, concept refers to the conceptual representation
of objective things, including but not limited to people, animals, etc. Entity refers to specific
things in the objective world, such as desks, computers, etc. Events are activities that exist
in the objective world, including earthquakes, trading relationships, etc. [11]. Relationship
is used to describe the objective relationship between the three. The knowledge graph
technology is a means used in the process of establishing a knowledge graph, such as
the fusion of computational knowledge, information retrieval and extraction, etc. It is
mainly used to solve the problem of how computer algorithms acquire knowledge from the
objective world and is applied in intelligent service systems [12,13]. The existing knowledge
picture resources are mainly knowledge graphs constructed by manual construction, swarm
intelligence, Internet link data construction, and machine learning [14]. Figure 1 shows the
main research directions of knowledge graphs:

Figure 1. Main research directions of knowledge graph.

In Figure 1 the knowledge map includes the application of knowledge, knowledge repre-
sentation, time series knowledge map, and knowledge acquisition. Knowledge acquisition
mainly includes entity discovery, relationship extraction, and knowledge graph completion.

2.2. Probabilistic Fuzzy Information Aggregation
2.2.1. Probabilistic Fuzzy Algorithm

In real life, it is easy to encounter vague language such as “higher”. In order to describe
the fuzzy variables existing in this language more clearly, some scholars put forward the
concept of fuzzy set and choose to use the membership function to describe it [15]. The
triangle is a commonly used function to discuss fuzzy set theory, as shown in Figure 2.
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Figure 2. Typical fuzzy set.

It can be seen from Figure 2 that there are three fuzzy sets of short, medium, and high
on the domain U = [0, 30]. This membership function can be used to describe any point on
the field, and there are memberships belonging to the three fuzzy sets mentioned above.
The value corresponding to the point is called the degree. In Figure 2, the element a0 is
included in the fuzzy set of “short”, and its degree is 0.8, and the degree belonging to
“medium” is 0.4. On the basis of fuzzy sets, in order to better adapt to the research, some
scholars put forward the fuzzy logic system. It can simulate the thinking process of the
human brain and use fuzzy sets to describe the characteristics of the knowledge graph so
as to deal with the fuzzy uncertainty in the whole system [16,17]. The basic fuzzy inference
framework is shown in Figure 3.

Figure 3. Basic fuzzy inference framework.

Therefore, in view of the uncertain characteristics of fuzzy sets, they need to be
processed. Common processing methods include probability fuzzy sets and random sets.
All of them retain the characteristics of fuzzy sets and combine probability theory and
fuzzy theory in different directions, thereby enhancing their ability to deal with uncertainty
in random environments [18]. Among them, the random set is derived from the concept
of geometry, which belongs to the expansion of the traditional random variable, which
describes the random element and belongs to the set mapping function. The generation
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of this model provides a good mathematical basis for completing the knowledge graph
and can express vague concepts in clear mathematical expressions. It provides favorable
conditions for specific analysis [19,20].

Fuzzy random variable is a kind of random phenomenon that occurs easily and does
not have a clear meaning. It is not only a further extension of traditional random variables
but also an extension of the concept of random sets. In terms of definition, it can be
expressed that it defines a function that can map all possible results of random experiments
into fuzzy sets so as to simulate the uncertainty of the coupling between fuzzy and random
phases [21]. The specific definition can be expressed as the following: there is a probability
space (A, B, C); let a1, a2, · · · aI represent I fuzzy variables; then, ξ(m) represents a fuzzy
random variable, and ξ(m) = an, n = 1, 2, · · · I, as specifically shown in Figure 4.

Figure 4. Typical fuzzy random variable plot.

This representation is intended to illustrate specific events in the event space set.
At this time, the specific value of the fuzzy random variable becomes a fuzzy set rather
than a single value. The probability set appears to deal with the problems arising from
pattern recognition and decision making. It can directly assume the membership degree
as a random variable and integrate the random theory into the fuzzy set framework,
thereby improving the processing ability of the fuzzy set. Because the probability set only
proposes related concepts without establishing a system, it cannot be directly applied in
data modeling.

Unstable fuzzy set is a viewpoint that has been produced in recent years, which is
mainly reflected in the uncertainty of two aspects. One part is the different opinions of
a group of people when making decisions; the other part is that the opinions of any one
person change over time. In view of this situation, parameters related to time are added
to the traditional fuzzy membership function so as to describe the difference caused by
time changes in the actual inference. Thus far, an unstable fuzzy set is formed, as shown in
Table 1. M is different opinions when making decisions, F is that opinions will change over
time, and the middle point indicates the fuzzy relationship between them.
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Table 1. A person’s perception of old age in 4 weeks.

Week M.F. M.F. M.F.

1 X1 70 5
2 X2 68 5
3 X3 70 6
4 X4 72 5

Table 1 shows an individual’s perception of old age over time over a 4-week period.
In the specific operation, the Gaussian membership function is used to represent it, where
c represents the center of the function, and ε represents the variance of the function. The
Gaussian membership function can be combined with the actual parameters and time to
obtain an unstable fuzzy set:

G =
∫

t∈T

∫
a∈A

e
− (a−c(t))2

2ε(t)2 dadt (1)

Among them, four different situations correspond to 4 weeks:

G1 = X1, G2 = X2, G3 = X3, G4 = X4, T = {1, 2, 3, 4} (2)

The basis function uG(a) can be obtained:

uG(a) = e
− (a−70)2

2(42) (3)

The perturbation function fc(t) is defined as follows:

fc(t) =


0 i f t ∈ {1, 3}
−2 i f t ∈ 2
2 i f t ∈ 4

(4)

Let hc = 1, then the function

c(t) = 70 + fc(t) (5)

Then, the perturbation function is defined as follows:

fε(t) =
{
−1 i f t ∈ {1, 2, 3}
0 i f t ∈ 2

(6)

Let hε = 1; then, the function

ε(t) = 5 + fε(t) (7)

Therefore, on this basis, the specific algorithm concepts of probabilistic fuzzy sets and
probabilistic fuzzy logic systems are proposed. The former is inspired by the TYPE2 fuzzy
set, which can simultaneously deal with the fuzzy and random uncertainties generated
in more complex systems. The discrete probability fuzzy set is the earliest model of the
probability fuzzy set, which is defined as follows:

The fuzzy membership degree corresponding to the input variable a ∈ A is v, so the
probability fuzzy set X can be described by the probability space (Va, σ, P). The content
represented by Va is mainly the set of all possible events {v ∈ [0, 1]} in the probability space,
σ represents the ε domain, and P represents the probability on the domain σ. Therefore all
events Gi in Va satisfy

P(Gi) ≥ 0, P(∑ Gi) = ∑ P(Gi) P(Va ) = 1 (8)
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For the event v = vi ∈ [0, 1], v1(i = 1, 2, · · ·M) corresponding to Gi represents a
specific value of a fuzzy membership degree, P(Gi) represents the occurrence probability
of event Gi, and M represents the number of events in Gi. Therefore, a probabilistic fuzzy
set X can be shown as a union in a finite sub-probability space:

X = ∪
a∈A

(Va, σ, p) (9)

In the specific three-dimensional membership function, vX(a) represents that the
fuzzy domain variable is membership of the fuzzy set X corresponding to the input a.
P(a, vX(a)) represents the probability distribution function indicated in the probability
domain, which means the probability distribution characteristic is used to represent the
degree of membership. For example, if the input value of a = 1 is input, the corresponding
membership degree would generate three values, and the corresponding probability is:

v1(a) = 0.8186, P(a, v1(a)) = 0.3 (10)

v2(a) = 0.9047, P(a, v2(a)) = 0.5 (11)

v3(a) = 0.9444, P(a, v3(a)) = 0.2 (12)

According to the relevant definitions of discrete probability fuzzy sets, the continuous
form of probability fuzzy sets is generated, and the continuous probability density is
proposed to further describe the continuous random variable of membership degree. The
basic definition is as follows:

Input variable a ∈ A, and the corresponding fuzzy membership degree is v ∈ [0, 1].
A probabilistic fuzzy set X can be described using a probability space (Va, σ, P), where
Va = [0, 1]. σ is just one of the ε domains. Define p(v) as the probability density function
on σ that can describe the random characteristics of membership degree. Therefore, for any
v in the domain Va, it satisfies

p(v) ≥ 0,
∫ 1

0 p(v)dv = 1 (13)

Then, the probability fuzzy set can be expressed as

X = ∪
a∈A

(Va, σ, p) (14)

However, due to the complexity of probabilistic fuzzy sets, the research on them is not
deep enough, and further research is needed. The probabilistic fuzzy set system contains a
main part, which is more consistent with the traditional fuzzy logic system in this respect.
Usually, the rules of these probabilistic fuzzy sets can be expressed in the form of IF–THEN,
such as

rulei : i f a1 ∈ X̃1,i, and · · · an ∈ X̃n,i, then b ∈ Ỹi (15)

However, the probabilistic fuzzy logic system mainly uses fuzzy sets with three-
dimensional membership functions. Therefore, it is necessary to further express continuous
probability fuzzy sets.

2.2.2. Information Aggregation

Information aggregation can be referred to as sensor information fusion. It mainly
refers to the multi-level processing process, and multi-source data are detected and com-
bined to estimate so as to achieve accurate identity estimation and timely and effective
situation and threat assessment. The completion of the knowledge graph is the fusion
of multi-source data, and there are many advantages in data fusion. It has strong fault
tolerance, fast information processing speed, good robustness, and low cost of informa-
tion acquisition. Common information fusion methods are mainly divided into different
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combination levels of data layer, feature layer, and decision layer for fusion, as shown in
Figure 5.

Figure 5. Information fusion model.

In the specific information fusion process, uncertain factors are generally represented
by fuzzy language, so the probabilistic fuzzy information aggregation method can be
better used to deal with knowledge graph completion. In Figure 5, the decision layer,
feature layer, and data layer are integrated through the database to obtain information
sources for decision information, function information, and data information. The sources
of information acquisition mainly include information interaction and system information.

2.3. Natural Language Processing Technology

Natural language processing actually explores language problems that arise in human
interactions and in human–computer communication. It is currently defined as a collection
of theories and means of how to more efficiently realize human–computer communication
in human–computer interaction, covering a wide range. Natural language has a wide
range of applications. It can not only deal with the intelligent development of the search
field but also be used in the military field. In addition, it is also widely used in the field
of medical treatment. It also has certain limitations, the most prominent of which is the
ambiguity of semantics, which is more related to complex human activities. Therefore,
taking Chinese as an example, one of the disambiguation tasks is word segmentation, and
the second is the acquisition of contextual content, which is also a big challenge for machine
translation. However, as a new technology, natural language processing technology plays
an increasingly prominent role in the computer field and occupies an important position.

3. Experiment of Knowledge Graph Completion
3.1. Background Introduction

The knowledge map can deal with this kind of multi-step reasoning problem by using
the path based search method. The traditional path lookup method is mainly PRA (path
ranking algorithm); however, this method will lead to a sharp expansion of the feature space
due to the explosive growth of the number of paths for knowledge maps with a large scale.
To solve this problem, we can try to express the relationship by embedding, generalizing the
relationship, and modeling the completion of knowledge based on this so as to alleviate the
problem of feature space expansion caused by too many paths. As a technology widely used
in the Internet field, knowledge graph plays an important role in recommendation systems
and intelligent dialogue. Since it is an important research method in natural language
processing, but it lacks the specific description of entity relationships, it would also cause
many communication barriers and troubles in practical applications, which also increases
the demand for knowledge graph completion. Since the knowledge graph itself is prone
to incomplete missing relationships, it is necessary to infer the missing relationships from
the existing knowledge graph through analysis and then complete the entity relationships
within it. With the development of technology, the current completion technology can be
expressed as the following: knowledge representation (as the most direct representation
method, it mainly uses the low-dimensional embedded method of the knowledge graph
to illustrate the entities and relationships in the knowledge graph. Generally, the TransE
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method is used to represent the core rule, which can predict the missing triples); path
finding (because the previous method cannot handle multi-step knowledge reasoning.
Therefore, the path finding method is successfully generated. During the inference process,
the path ranking algorithm method is used to find the path, and the graph is completed
by the correlation between the path vector and the relationship vector to be predicted);
inference rules (mainly focus on modeling the logic rules themselves, so they are usually
combined with embedding or traditional inference models with neural network models);
reinforcement learning (a learning method that has difficulty in clearly evaluating similar
entities and relationships in the knowledge graph but easily affects path finding due to its
own imperfection); and meta-learning (mainly for the completion of the long-tail data of
the knowledge graph, mainly including two methods of measurement and optimization).
Based on the above knowledge completion methods, although the applied method is
relatively simple, it can have better completion performance through continuous method
improvement. Therefore, this paper combines probability fuzzy information aggregation
with natural language processing technology to complete the knowledge graph, which has
certain reference significance.

3.2. Experimental Analysis

Combined with the relevant completion methods in the background introduction, in
order to verify the feasibility of the above methods, this paper uses the relevant behavior
records of real users of the Amazon shopping network as the experimental data set of
this paper. It involved 1000 users, 201,526 items, and 562,135 user records. According
to the entity association graph of the triplet of “entity-association-entity”, namely entity
association graph (EAG), its efficiency, speedup ratio, parallel efficiency, and feasibility of
graph completion were tested.

3.2.1. The Efficiency of Constructing EAG

In order to visually demonstrate the efficiency of EAG, the relevant data of 2.5 × 105,
5.0× 105, and 7.5× 105 customers in the Amazon shopping network dataset were randomly
selected. The execution time and speedup ratio of related algorithms were tested when the
number of workers is two, four, and eight. The specific situation is shown in Figure 6.

Figure 6. Build time of EAG.
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It can be seen from Figure 6 that the data scale increases, and the running time also
increases with different numbers of workers. Taking the running time of two workers as an
example, the running time of the 2.5 × 105 dataset is 451 s, the running time of the 5 × 105

dataset is 633 s, and the running time of the 7.5 × 105 dataset is 805 s. Taking the running
time of four workers as an example, the running time of 2.5 × 105 dataset is 389 s, the
running time of 5 × 105 dataset is 478 s, and the running time of 7.5 × 105 dataset is 594 s.
Taking the running time of eight workers as an example, the running time of the 2.5 × 105

dataset is 372 s, the running time of the 5 × 105 dataset is 422 s, and the running time of the
7.5 × 105 dataset is 461 s.

3.2.2. Speedup Ratio of EAG

Since the speedup ratio of the parallel algorithm represents the ratio of the execution
time in the case of a single node and the case of multiple nodes, the speedup ratio for
different scales of Amazon data sets is shown in Figure 7.

Figure 7. Algorithm speedup for different dataset sizes.

According to Figure 7, under different data scales, the speedup ratio of the algorithm is
not the same, but the overall increase. From the data scale set of 2.5 × 105, the speedup ratio
of two workers is 4.15, the speedup ratio of four workers is 6.33, and the speedup ratio of
eight workers is 6.42. From the data scale set of 5 × 105, the speedup ratio of two workers
is 5.29, the speedup ratio of four workers is 7.58, and the speedup ratio of eight workers is
8.47. In terms of the data scale set of 7.5 × 105, the speedup ratio of two workers is 5.77, the
speedup ratio of four workers is 8.41, and the speedup ratio of eight workers is 8.89.

In order to better explore the speedup ratio, this paper combines the relevant Amazon
data sets to calculate the parallel efficiency of the algorithm. The specific situation is shown
in Figure 8.
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Figure 8. Algorithm parallel efficiency under different dataset sizes.

It can be seen from Figure 8 that under different Amazon data scale sets, the parallel
efficiency of the algorithm improves. Taking the running efficiency of two workers as
an example, the parallel efficiency of the 2.5 × 105 dataset is 1.51, the parallel efficiency
of the 5 × 105 dataset is 1.98, and the parallel efficiency of the 7.5 × 105 dataset is 2.05.
Although the parallel efficiency of the algorithm of two workers is not particularly high,
with the increase of data sets, the parallel efficiency gradually improves. Taking the running
efficiency of four workers as an example, the parallel efficiency of the 2.5 × 105 dataset is
2.89, the parallel efficiency of the 5 × 105 dataset is 3.17, and the parallel efficiency of the
7.5 × 105 dataset is 3.56. This parallel efficiency also gradually improves with the increase
of the data set. By comparing the parallel efficiency of two workers and four workers, it
can be clearly seen that the increase of the number of workers and the growth of the data
set improve the parallel efficiency of the algorithm to a certain extent.

3.2.3. Effectiveness of Knowledge Graph Completion

In order to better compare and test the effectiveness of the relationship between
entity nodes for completing the knowledge graph, this paper selects some data from the
experimental data set to verify the correct rate of the algorithm. The details are shown in
Table 2.

Table 2. Correct rate of the algorithm.

Data Set Proportion Threshold Value Number of Entity Nodes The Number of Entity Nodes
in the Algorithm Correct Rate

10% 0.56 102,576 67,701 0.66
20% 0.54 140,218 93,946 0.67
30% 0.56 185,146 125,899 0.68
40% 0.51 224,514 154,915 0.69
50% 0.52 272,103 190,473 0.70

According to Table 2, in order to better complete the knowledge graph, it is necessary
to verify the effectiveness of the algorithm in this paper. Considering that the thresholds of
different datasets would be different, this paper calculates the thresholds from the proportions
of 10%, 20%, 30%, 40%, and 50% of the datasets. It can be clearly seen from the data in Table 2
that as the proportion of data increases, the accuracy of the algorithm also gradually improves.
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Among them, the threshold of 10% of the Amazon dataset is 0.56, and the number of entity
nodes is 102,576. The number of entity nodes calculated in the algorithm is 67,701, and the
final correct rate is 0.66. The threshold of 30% dataset is 0.56, and the number of entity nodes
is 185,146. The number of entity nodes calculated in the algorithm is 125,899, and the final
correct rate is 0.68. The threshold of 50% of the dataset is 0.52, the number of entity nodes is
272,103, the number of entity nodes that can be obtained by the algorithm is 190,473, and the
final accuracy rate is 0.70. This gradually increasing accuracy also verifies the effectiveness of
the algorithm proposed in this paper to a certain extent.

3.3. Improvement Suggestions

Based on the above analysis, it can be seen that knowledge graphs generally have
limitations and deficiencies, but due to their wide range of use, it is necessary to complement
them to better assist humans in their intelligent life. The algorithm proposed in the
experiment only constructs EAG for analysis by calculating the relationship between
entity nodes in the graph. This is a relatively innovative superposition method, which
can calculate the potential relationship between non-adjacent entity nodes. Using this as
a complementing method can effectively deal with the situation that the relationship is
incorrectly represented due to sparse nodes. In the specific experiment process, it can also
be found that nodes with strong correlation can more easily calculate their mutual relations,
but nodes with weak correlation are easily ignored. Therefore, in future experiments, we
should consider removing weakly related entity nodes to enhance the effectiveness of
knowledge graph completion.

4. Discussion

This paper combines the research methods of probabilistic fuzzy information ag-
gregation and natural language processing technology with the relevant analysis of the
completion of knowledge graphs, which is a method to further expand the completion
of knowledge graphs. Based on the research purpose of this paper, two specific methods,
namely probabilistic fuzzy information aggregation and natural language processing tech-
nology, were combined to analyze 1000 Amazon users and related data sets. The effective
performance of the algorithm was used to mine the development potential of the two
methods in the application of knowledge graph. Finally, the final conclusion of this paper
was obtained through the in-depth study of the experimental part.

5. Conclusions

Combined with the analysis of this paper, the following conclusions can be drawn.
By describing the node relationship of the entity, the data of the stronger and weaker
relationships in the nodes can be fed back. In specific experiments, selective deletions
can be made to obtain knowledge graph completion algorithms with better accuracy.
There are many methods that can be used to complete the knowledge graph. The related
methods proposed in this article can also be analyzed in combination with the description
information of the entity. It is necessary to pay attention to the quality and value of multi-
source information to prevent incorrect or invalid information from being displayed in the
knowledge graph. Of course, when completing the completion, if the relationship between
some entities is relatively simple, some precise relationships can be introduced, and the
analysis can be carried out by combining probabilistic fuzzy information aggregation and
natural language processing technology. With the development of science and technology,
natural language processing technology will gradually be used in more places to process
more convenient information for people. This paper tests the relationship between entity
nodes to complete the effectiveness of the knowledge map. However, this paper only used
five groups of data from the experimental dataset to verify the correctness of the algorithm.
It is hoped that more data can be collected in the subsequent work to verify the experiment
and make the results more representative.
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