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Abstract

:

The Cahn–Hilliard–Navier–Stokes model is extensively used for simulating two-phase incompressible fluid flows. With the absence of exterior force, this model satisfies the energy dissipation law. The present work focuses on developing a linear, decoupled, and energy dissipation-preserving time-marching scheme for the hydrodynamics coupled Cahn–Hilliard model. An efficient time-dependent auxiliary variable approach is first introduced to design equivalent equations. Based on equivalent forms, a BDF2-type linear scheme is constructed. In each time step, the unique solvability and the energy dissipation law can be analytically estimated. To enhance the energy stability and the consistency, we correct the modified energy by a practical relaxation technique. Using the finite difference method in space, the fully discrete scheme is described, and the numerical solutions can be separately implemented. Numerical results indicate that the proposed scheme has desired accuracy, consistency, and energy stability. Moreover, the flow-coupled phase separation, the falling droplet, and the dripping droplet are well simulated.
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1. Introduction


Two-phase fluid flows extensively exist in the natural world. The front-tracking method and volume-of-fluid (VOF) method are two typical approaches to model two-phase fluids. Based on the front-tracking method, Masiri [1] investigated the pairwise interaction of two droplets in simple shear flow. Goodarzi et al. [2] adopted the VOF method to numerically study the binary collision of droplets in a horizontal channel. The Cahn–Hilliard (CH) equation [3] is one of the typical models in phase-field field. It was originally derived by Cahn and Hilliard [4] to describe the spinodal decomposition of binary alloys. The phase-field model not only captures the two-phase interface in an implicit manner but also has smooth and conservative solution. Thanks to these features, the phase-field model has been extensively used in multi-phase fluid simulation [5,6,7,8,9,10], image processing [11], topology optimization [12], and computational biology [13,14], etc. Furthermore, the CH equation satisfies the thermodynamics-consistent energy dissipation law. This energy dissipation property is thermodynamically consistent. To numerically meet this physical property, it is suitable to design energy structure-preserving numerical schemes.



To preserve the energy dissipation property of the CH model, the main difficulty is how to discretize the nonlinear term in time. Both fully explicit and fully implicit treatments cannot satisfy the unconditional energy stability. The convex splitting method (CSM) is one of the popular tools for treating the nonlinear term. Based on CSM, various linear and nonlinear time-marching schemes have been constructed in the past decade, see [15,16,17,18] and reference therein. For the purposes of efficiency, energy stability, and high-order accuracy, the auxiliary variable-type methods [19,20] are popular in recent years.



Two-phase incompressible fluid flows exist widely in natural world, such as droplet formation in micro-fluid device [21,22], liquid sloshing in ship and ocean engineering [23], and fluid instability [24], etc. The Cahn–Hilliard–Navier–Stokes (CHNS) model is practical to describe the interfacial change and fluid motion. For this model, the total energy of the system consists of the free energy for phase-field variable and the kinetic energy for velocity field. The coupling terms related to advection and surface tension lead to some difficulties for designing energy-stable numerical schemes. Recently, some researchers [25,26,27] adopted the original SAV approach to develop linear and energy-stable schemes for the flow-coupled phase-field problems. This idea used an introduced auxiliary variable to cancel the inner products related to coupling terms. Therefore, the energy dissipation property can be easily estimated. However, the original SAV method requires extra computational costs to achieve totally decoupled computation. To fix this drawback, Liu and Li [28] proposed a highly efficient variant of SAV method for generalized dissipative system. In their proposed schemes, all variables were decoupled in time and were updated in a step-by-step manner. Later, Zheng and Li [29] extended this method to Cahn–Hilliard–Brinkman (CHB) model describing two-phase creeping flow. Yang and Kim [30] used the similar method to develop efficient and stable algorithm for the ternary CHNS model. We note that another drawback of auxiliary variable-type methods is the resulting discrete version of energy dissipation law corresponds to a modified energy functional instead of the original one. Therefore, the consistency between original energy and modified energy is hard to theoretically satisfy. To overcome this, Jiang et al. [31] recently developed a simple energy relaxation method to enhance the consistency. By following similar idea, Zhang and Shen [32] constructed a novel relaxation technique for the efficient variants of SAV method. The present auxiliary variable methods with energy relaxation are only applied for phase-field models with the absence of fluid flows. In this work, we aim to develop a new variant with enhanced consistency, energy stability, and efficient algorithm for the CHNS two-phase fluid model.



The main scientific contributions of this work are: (i) all variables are totally decoupled by introducing an appropriate time-dependent auxiliary variable; (ii) the solution algorithm is highly efficient because we only need to solve several linear elliptic equations; (iii) the energy stability with respect to modified energy can be easily proved; (iv) the stability and consistency are improved using a correction technique. To the best of our knowledge, this is the first work focusing on an efficiently linear, energy-stable, and highly consistent time-marching scheme for the incompressible CHNS fluid model.



The rest is organized as follows. In Section 2, the incompressible CHNS model is briefly described. In Section 3, we introduce the equivalent forms and propose the linearly decoupled scheme. The energy stability is estimated, and the fully discrete implementation is given. In Section 4, various numerical simulations are performed to verify the accuracy, stability, and capability. The concluding remarks are drawn in Section 5.




2. Cahn–Hilliard–Navier–Stokes Model


Some notations are introduced here, we denote the   L 2  -inner product of two functions as    (  f 1  ,  f 2  )  =  ∫ Ω   f 1   f 2   d x  , where    f 1  =  f 1   ( x )    and    f 2  =  f 2   ( x )   . The   L 2  -norm of   f 1   is denoted as    ∥   f 1    ∥  2  =  (  f 1  ,  f 1  )   .



Let  Ω  be a computational domain in   R d  , where d is the dimensional of space. In particular, the rectangular domain is used in two-dimensional space. The domain  Ω  is filled with two incompressible and immiscible fluids. The phase-field variable (order parameter)   ϕ = ϕ ( x , t )   is used to represent two fluids. Here,  x  and t are spatial and temporal variables. In the bulk of one fluid, we define   ϕ = 1   and let   ϕ = − 1   in another bulk. The phase-field method assumes that a smooth and narrow transition layer exists across the interface between two fluids. The thickness of the transition layer is controlled by a small positive constant  ϵ . After the non-dimensionalization as in [33], the CHNS model describing two-phase incompressible fluid flow is expressed as


         ∂ u   ∂ t   + u · ∇ u = − ∇ p +  1  R e   Δ u −  1  W e   ϕ ∇ μ ,     



(1)






       ∇ · u = 0 ,     



(2)






         ∂ ϕ   ∂ t   + ∇ ·  ( u ϕ )  =  1  P e   Δ μ ,     



(3)






       μ = λ (  F ′   ( ϕ )  −  ϵ 2  Δ ϕ ) ,     



(4)




where  u  is velocity field. In 2D space, we have   u = ( u , v )  , u and v are velocity components along x- and y-directions. The pressure is p,   ϕ ∇ μ   represents the surface tension. Non-dimensional numbers are Reynolds number   R e  , Weber number   W e  , and Peclet number   P e  . The chemical potential is  μ ,   F  ( ϕ )  = 0.25   (  ϕ 2  − 1 )  2    is a nonlinear potential which accounts for phase separation,    F ′   ( ϕ )  =  ϕ 3  − ϕ  ,   λ > 0   is a constant. To obtain the desired energy dissipation property, we consider the periodic boundary condition or the following boundary conditions on   ∂ Ω  


       ∇ ϕ · n |   ∂ Ω     = ∇ μ · n |   ∂ Ω   = ∇ p · n    |  ∂ Ω   = u · n |   ∂ Ω   = 0 .     








It is worth noting that the periodic condition and the above conditions are used to eliminate the boundary effects in energy estimations. The initial conditions are     u |   t = 0   =   u  0   ,     p |   t = 0   =  p 0   , and     ϕ |   t = 0   =  ϕ 0   .



Theorem 1. 

With the assumptions of existence and enough smoothness of solution ϕ, the mass conservation (i.e.,    d  d t    ∫ Ω  ϕ  d x = 0  ) holds.





Proof. 

By taking the   L 2  -inner product of Equation (3) with  1 , we have


      d  d t    ∫ Ω  ϕ  d x    =     ∫ Ω    1  P e   Δ μ − ∇ ·  ( u ϕ )    d x     



(5)






            =     1  P e    ∫  ∂ Ω   ∇ μ · n  d s −  ∫  ∂ Ω    ( u ϕ )  · n  d s = 0 ,     



(6)




where the divergence theorem and appropriate boundary condition are used. The proof is completed.    □





Theorem 2. 

The CHNS model satisfies the energy dissipation law with respect to the following total energy


      E  ( u , ϕ )  =  ∫ Ω     W e  2    | u |  2  + λ    ϵ 2  2    | ∇ ϕ |  2  + F  ( ϕ )     d x ,      



(7)









Proof. 

By taking the   L 2  -inner product of Equation (1) with   W e u  , we have


      d  d t    ∫ Ω    W e  2    | u |  2   d x = −   W e   R e     ∥ ∇ u ∥  2  −  ( ϕ ∇ μ , u )  ,     



(8)




where   ( u · ∇ u , u ) = 0   and   ( ∇ p , u ) = 0   are used. Based on appropriate boundary conditions of  u  and p, these two equalities have been analytically proved in previous works, see [34,35] for some details.



By taking the   L 2  -inner product of Equation (3) with  μ , of Equation (4) with    ∂ ϕ   ∂ t   , we have


          ∂ ϕ   ∂ t   , μ  +  ( ∇ ·  ( u ϕ )  , μ )  = −  1  P e     ∥ ∇ μ ∥  2  .     



(9)






        μ ,   ∂ ϕ   ∂ t    =  d  d t    ∫ Ω  λ    ϵ 2  2    | ∇ ϕ |  2  + F  ( ϕ )    d x .     



(10)







By combining Equations (8)–(10), we derive


      d  d t   E  ( u , ϕ )  = −   W e   R e     ∥ ∇ u ∥  2  −  1  P e     ∥ ∇ μ ∥  2  ≤ 0 ,     



(11)




where   ( ∇ · ( u ϕ ) , μ ) + ( ϕ ∇ μ , u ) = 0   is used. Based on appropriate boundary conditions, Zhu et al. [35] proved this equality in detail. The proof is completed.    □






3. Numerical Scheme, Analysis, and Implementation


3.1. Time-Marching Scheme for the CHNS Model


In this work, we aim to develop a linearly decoupled, second-order time-accurate, and unconditionally energy-stable method for the CHNS system. However, the desired properties (i.e., linearly decoupled computation, second-order accuracy, and energy law) are hard to satisfy if we directly design time-marching scheme for Equations (1)–(4). To overcome this difficulty, a natural approach is to transform the original equations into equivalent forms by introducing appropriate auxiliary variables. Herein, the time-dependent auxiliary variables are defined as   R = E ( u , ϕ )   and   q = R / E ( u , ϕ )  , we rewrite Equations (1)–(4) to be


         ∂ u   ∂ t   + Q u · ∇ u = − ∇ p +  1  R e   Δ u −  Q  W e   ϕ ∇ μ ,     



(12)






       ∇ · u = 0 ,     



(13)






         ∂ ϕ   ∂ t   + Q ∇ ·  ( u ϕ )  =  1  P e   Δ μ ,     



(14)






       μ = λ ( Q  F ′   ( ϕ )  −  ϵ 2  Δ ϕ ) ,     



(15)






       q =  R  E ( u , ϕ )   ,   Q = q  ( 2 − q )      



(16)






         d R   d t   = −  R  E ( u , ϕ )      W e   R e     ∥ ∇ u ∥  2  +  1  P e     ∥ ∇ μ ∥  2   .     



(17)







From the definition of R, we observe that   q =  R  E ( u , ϕ )   = 1  . Because   Q = q ( 2 − q )  , it is obvious that   Q = 1  . Therefore, Equations (12)–(15) and Equations (1)–(4) are equivalent. For the introduced variable R, Equation (17) provides its evolutional equation. Since R is an equivalent form of total energy, the right-hand side of Equation (17) is derived from (11). Let T and   N T   be the total computational time and the number of time iteration, respectively. The uniform time step is defined as   Δ t = T /  N T   . The proposed temporally second-order accurate scheme based on second-order backward difference formula (BDF2) consists of two steps.



Step 1. Let    ( · )   n + 1    be a variable at   ( n + 1 )  -th time level. With the computed variables at n-th and   ( n − 1 )  -th time levels, we update     u ˜    n + 1   ,   p  n + 1   ,    u   n + 1   ,   ϕ  n + 1   , and    R ˜   n + 1    by


         3    u ˜    n + 1   − 4   u  n  +   u   n − 1     2 Δ t   +  Q  n + 1     u  *  · ∇   u  *  = − ∇  p n  +  1  R e   Δ    u ˜    n + 1   −   Q  n + 1    W e    ϕ *  ∇  μ *  ,          



(18)






         3   u   n + 1   − 3    u ˜    n + 1     2 Δ t   = − ∇  (  p  n + 1   −  p n  )  ,     



(19)






       ∇ ·   u   n + 1   = 0 ,     



(20)






         3  ϕ  n + 1   − 4  ϕ n  +  ϕ  n − 1     2 Δ t   +  Q  n + 1   ∇ ·  (   u  *   ϕ *  )  =  1  P e   Δ  μ  n + 1   ,     



(21)






        μ  n + 1   = λ   Q  n + 1    F ′   (  ϕ *  )  −  ϵ 2  Δ  ϕ  n + 1   + S  (  ϕ  n + 1   −  ϕ *  )   ,     



(22)






         q  n + 1   =    R ˜   n + 1    E (   u  *  ,  ϕ *  )   ,     Q  n + 1   =  q  n + 1    ( 2 −  q  n + 1   )  ,     



(23)






           R ˜   n + 1   −  R n    Δ t   = −    R ˜   n + 1    E (   u  *  ,  ϕ *  )      W e   R e    ∥ ∇    u  *    ∥  2  +  1  P e     ∥ ∇  μ *  ∥  2   .     



(24)







Here,     ( · )  *  = 2   ( · )  n  −   ( · )   n − 1     is the explicit extrapolation,     u ˜    n + 1    is the intermediate velocity field. On   ∂ Ω  , we consider the periodic or the following boundary conditions


       u   n + 1     · n |   ∂ Ω   = 0 ,    u ˜   n + 1     |   ∂ Ω   = 0 ,  ∇  ϕ  n + 1     · n |   ∂ Ω   =  ∇  μ  n + 1     · n |   ∂ Ω   = 0 ,  ∇  p  n + 1   · n    |  ∂ Ω   = ∇  p n  · n |   ∂ Ω   .     











Note Equation (24) is a temporally first-order accurate scheme, which means   q  n + 1    is a first-order approximation to 1. From the definition of   Q  n + 1    in Equation (23), we observe   Q  n + 1    is a second-order approximation to 1. Therefore, the second-order accuracy of Equations (18)–(22) is still satisfied. Although   R = E ( u , ϕ )   holds in continuous version, the discrete value of    R ˜  n   is not equal to the discrete version of original energy (i.e.,   E (   u  n  ,  ϕ n  )  ). Although the energy stability of the above scheme can be estimated by following the similar procedure as in [30], the resulting modified energy and its original version are not consistent. The inconsistent energy will destroy the desired energy stability. To enhance the consistency, we next perform the correction step as follows.



Step 2. Inspired by [31,32], we correct the energy to be


      R  n + 1   =  ξ 0    R ˜   n + 1   +  ( 1 −  ξ 0  )  E  (   u   n + 1   ,  ϕ  n + 1   )  ,    ξ 0  ∈ I ,     



(25)




where   R  n + 1    is the corrected energy,    R ˜   n + 1    is a modified energy, and   E (   u   n + 1   ,  ϕ  n + 1   )   is the discrete original energy. Here,


     I =  ξ ∈  [ 0 , 1 ]   s . t .     R  n + 1   −   R ˜   n + 1     Δ t   ≤ −  θ  n + 1     1  P e    ∥ ∇   μ  n + 1     ∥  2  +   W e   R e     ∥ ∇   u   n + 1   ∥  2           +    R ˜   n + 1    E (   u  *  ,  ϕ *  )     1  P e    ∥ ∇   μ *    ∥  2  +   W e   R e     ∥ ∇   u  *  ∥  2    .         



(26)







Here,    θ  n + 1   ≥ 0   and  I  is not empty because   ξ = 1   is in  I . It is worth noting that the inequality in Equation (26) is used to choose an appropriate value of  ξ  such that the corrected energy   R  n + 1    strictly satisfies the energy dissipation law. Please refer to the proof of Theorem 4 for some details. By substituting   R  n + 1    in Equation (26) by Equation (25), we obtain


      (   R ˜   n + 1   − E  (   u   n + 1   ,  ϕ  n + 1   )  )   ξ 0     ≤      R ˜   n + 1   − E  (   u   n + 1   ,  ϕ  n + 1   )  − Δ t  θ  n + 1     1  P e    ∥ ∇   μ  n + 1     ∥  2  +   W e   R e     ∥ ∇   u   n + 1   ∥  2           +   Δ t   R ˜   n + 1     E (   u  *  ,  ϕ *  )     1  P e    ∥ ∇   μ *    ∥  2  +   W e   R e     ∥ ∇   u  *  ∥  2   .     



(27)







The possible choices of   ξ 0   and   θ  n + 1    are as follows:




	(i)

	
If     R ˜   n + 1   = E  (   u   n + 1   ,  ϕ  n + 1   )   , we let    ξ 0  = 0   and    θ  n + 1   =     R ˜   n + 1    (   1  P e    ∥ ∇   μ *    ∥  2  +   W e   R e    ∥ ∇    u  *    ∥ 2  )    E  (   u  *  ,  ϕ *  )   (   1  P e    ∥ ∇   μ  n + 1     ∥  2  +   W e   R e    ∥ ∇    u   n + 1     ∥ 2  )     ,




	(ii)

	
If     R ˜   n + 1   > E  (   u   n + 1   ,  ϕ  n + 1   )   , we let    ξ 0  = 0   and


      θ  n + 1   =     R ˜   n + 1   − E  (   u   n + 1   ,  ϕ  n + 1   )    Δ t (  1  P e   ∥ ∇  μ  n + 1    ∥ 2  +   W e   R e   ∥ ∇   u   n + 1    ∥ 2  )   +     R ˜   n + 1    (   1  P e    ∥ ∇   μ *    ∥  2  +   W e   R e    ∥ ∇    u  *    ∥ 2  )    E  (   u  *  ,  ϕ *  )   (   1  P e    ∥ ∇   μ  n + 1     ∥  2  +   W e   R e    ∥ ∇    u   n + 1     ∥ 2  )    ,     












	(iii)

	
If     R ˜   n + 1   < E  (   u   n + 1   ,  ϕ  n + 1   )    and


       R ˜   n + 1   − E  (   u   n + 1   ,  ϕ  n + 1   )  +   Δ t   R ˜   n + 1     E (   u  *  ,  ϕ *  )     1  P e    ∥ ∇   μ *    ∥  2  +   W e   R e     ∥ ∇   u  *  ∥  2   ≥ 0 ,     








we let    ξ 0  = 0   and   θ  n + 1    take the same value in (ii).




	(iv)

	
If     R ˜   n + 1   < E  (   u   n + 1   ,  ϕ  n + 1   )    and


       R ˜   n + 1   − E  (   u   n + 1   ,  ϕ  n + 1   )  +   Δ t   R ˜   n + 1     E (   u  *  ,  ϕ *  )     1  P e    ∥ ∇   μ *    ∥  2  +   W e   R e     ∥ ∇   u  *  ∥  2   < 0 ,     








we let    θ  n + 1   = 0   and


      ξ 0  = 1 −   Δ t   R ˜   n + 1    (   1  P e    ∥ ∇   μ *    ∥  2  +   W e   R e    ∥ ∇    u  *    ∥ 2  )    E  (   u  *  ,  ϕ *  )   ( E  (   u   n + 1   ,  ϕ  n + 1   )  −   R ˜   n + 1   )    .     

















Theorem 3. 

Equations (18)–(24) admit unique solutions:   ϕ  n + 1   ,    u   n + 1   , and   p  n + 1   .





Proof. 

From Equation (24), we obtain


       R ˜   n + 1   =  R n  /  1 +   Δ t   E (   u  *  ,  ϕ *  )      W e   R e    ∥ ∇    u  *    ∥  2  +  1  P e     ∥ ∇  μ *  ∥  2    .     



(28)







It is obvious that   E (   u  *  ,  ϕ *  ) ≥ 0  , thus the denominator in Equation (28) is larger than zero,    R ˜   n + 1    can be directly updated. Next, we estimate the unique solvability for   ϕ  n + 1   . By combining Equations (21) and (22), we have


       3  ϕ  n + 1   − 4  ϕ n  +  ϕ  n − 1     2 Δ t   +  Q  n + 1   ∇ ·  (   u  *   ϕ *  )     =     λ  P e   Δ   Q  n + 1    F ′   (  ϕ *  )  −  ϵ 2  Δ  ϕ  n + 1   + S  (  ϕ  n + 1   −  ϕ *  )   .          



(29)







A convex functional is defined as


     F  ( ϕ )  =  ∫ Ω    3  4 Δ t     | ϕ |  2  +   S λ   2 P e     | ∇ ϕ |  2  +    ϵ 2  λ   2 P e     | Δ ϕ |  2  +  s  n , n − 1   ψ   d x ,     



(30)




where


      s  n , n − 1   =   − 4  ϕ n  +  ϕ  n − 1     2 Δ t   +   λ  Q  n + 1     P e   Δ  F ′   (  ϕ *  )  −   S λ   P e   Δ  ϕ *  +  Q  n + 1   ∇ ·  (   u  *   ϕ *  )  .     











By taking the variational approach for   F ( ϕ )   at   ( n + 1 )  -th time level, we obtain


       δ F   δ ϕ    |  ϕ =  ϕ  n + 1     =  3  2 Δ t    ϕ  n + 1   −   S λ   P e   Δ  ϕ  n + 1   +    ϵ 2  λ   P e    Δ 2   ϕ  n + 1   +  s  n , n − 1   .     



(31)







For a convex functional, its unique minimum value exists as   δ F / δ ϕ = 0  . In this sense, the minimization of   F (  ϕ  n + 1   )   and the solution of Equation (29) are equivalent. We complete the estimation of unique solvability for   ϕ  n + 1   . The unique solvability for    u   n + 1    can be estimated in a similar manner. To keep the presentation short, we omit these steps and interested readers can refer to [30] for some details.    □





Theorem 4. 

The solutions of Equations (18)–(24) and Equation (25) dissipate a modified energy    R ˜  n   and a corrected energy   R n  . Furthermore,    R ˜  n   and   R n   satisfy the bounded-from-below condition.





Proof. 

With an initial value    R 0  ≥ 0  , we know     R ˜  1  ≥ 0   from Equation (28). Based on the facts:    ξ 0  ∈  [ 0 , 1 ]    and   E (   u  1  ,  ϕ 1  ) ≥ 0  , we can obtain    R 1  ≥ 0   from Equation (25). By the induction, we easily derive    R n  > 0  . From Equation (24), we have


         R ˜   n + 1   −  R n    Δ t   = −    R ˜   n + 1    E (   u  *  ,  ϕ *  )      W e   R e    ∥ ∇    u  *    ∥  2  +  1  P e     ∥ ∇  μ *  ∥  2   ≤ 0 ,     



(32)




where     R ˜   n + 1   ≥ 0   and   E (   u  *  ,  ϕ *  ) ≥ 0   are used. The above inequality indicates the modified energy law, i.e.,     R ˜   n + 1   ≤  R n   . By combining (24) and (26), we have


        R  n + 1   −  R n    Δ t   = −  θ  n + 1     1  P e    ∥ ∇   μ  n + 1     ∥  2  +   W e   R e     ∥ ∇   u   n + 1   ∥  2   ≤ 0 ,     



(33)




which indicates the corrected energy law, i.e.,    R  n + 1   ≤  R n   . Based on    ξ 0  ∈  [ 0 , 1 ]   ,     R ˜   n + 1   ≥ 0  , and Equation (25), we derive    R  n + 1   ≥ 0  . We complete the estimation.    □





In each time step, the calculations are summarized as follows:




	
Calculate    R ˜   n + 1    from Equation (24);



	
Calculate   q  n + 1    and   Q  n + 1    from Equation (23);



	
Update   ϕ  n + 1    by solving Equations (21) and (22);



	
Update    u   n + 1    and   p  n + 1    from Equations (18)–(20);



	
Update   R  n + 1    from Equation (25).









3.2. Fully Discrete Implementation


We discretize the space using marker-and-cell (MAC) finite difference method (FDM) [36,37] in which  ϕ  and p locate at cell centers, the velocity components locate at cell edges. Let the domain be   Ω =  ( 0 ,  L x  )  ×  ( 0 ,  L y  )   . The uniform mesh size is   h =  L x  /  N x  =  L y  /  N y   , where   N x   and   N y   are positive even integers. Let   ϕ  i j  n  ,   μ  i j  n  , and   p  i j  n   be approximations of   ϕ (  x i  ,  y j  , n Δ t )  ,   μ (  x i  ,  y j  , n Δ t )  , and   p (  x i  ,  y j  , n Δ t )  , respectively. The spatial points are    x i  =  i −  1 2   h  ,    y j  =  j −  1 2   h  ,   i = 1 , 2 , ⋯ ,  N x   , and   j = 1 , 2 , ⋯ ,  N y   . Let   u  i +  1 2  , j  n   and   v  i , j +  1 2   n   be the approximations of   u (  x  i +  1 2    ,  y j  , n Δ t )   and   v (  x i  ,  y  j +  1 2    , n Δ t )  , respectively.



At first,    R ˜   n + 1    is updated by


         R ˜   n + 1   −  R n    Δ t   = −    R ˜   n + 1     E d   (   u  *  ,  ϕ *  )       W e   R e    ∥   ∇ d    u  *    ∥  d 2  +  1  P e     ∥ ∇  μ *  ∥  d 2   .     



(34)







The fully discrete version of total energy is


      E d   (   u  n  ,  ϕ n  )     =      W e  h 2   2    ∑  i = 0   N x    ∑  j = 1   N y    |   u  i +  1 2  , j  n    |  2  +  ∑  i = 1   N x    ∑  j = 0   N y     |  v  i , j +  1 2   n  |  2         +       ϵ 2  λ  h 2   2    ∑  i = 0   N x    ∑  j = 1   N y    |   D x   ϕ  i +  1 2  , j  n    |  2  +  ∑  i = 1   N x    ∑  j = 0   N y     |  D y   ϕ  i , j +  1 2   n  |  2   + λ  h 2   ∑  i = 1   N x    ∑  j = 1   N y   F  (  ϕ  i j  n  )  ,          



(35)




where


      D x   ϕ  i +  1 2  , j  n  =    ϕ  i + 1 , j  n  −  ϕ  i j  n   h  ,     D y   ϕ  i , j +  1 2   n  =    ϕ  i , j + 1  n  −  ϕ  i j  n   h  .     











The discrete norms in Equation (34) are


      ∥   ∇ d    u  *    ∥  d 2  =  ∇ d    u  *  :  ∇ d    u  *  ,     ∥ ∇  μ *  ∥  d 2  =  h 2    ∑  i = 0   N x    ∑  j = 1   N y    |   D x   μ  i +  1 2  , j  *    |  2  +  ∑  i = 1   N x    ∑  j = 0   N y     |  D y   μ  i , j +  1 2   *  |  2   ,     








where: is the double dot product in tensor operation. Next, we update   ϕ  i j   n + 1    from the following fully discrete system


         3  ϕ  i j   n + 1   − 4  ϕ  i j  n  +  ϕ  i j   n − 1     2 Δ t   +  Q  n + 1    ∇ d  ·   (   u  *   ψ *  )   i j   =  1  P e   Δ  μ  i j   n + 1   ,     



(36)






        μ  i j   n + 1   = λ   Q  n + 1    F ′   (  ϕ  i j  *  )  −  ϵ 2   Δ d   ϕ  i j   n + 1   + S  (  ϕ  i j   n + 1   −  ϕ  i j  *  )   ,     



(37)




where the discrete versions of divergence and Laplacian operators are


      ∇ d  ·   ( u ϕ )   i j      =      u  i +  1 2  , j    (  ϕ  i + 1 , j   +  ϕ  i j   )  −  u  i −  1 2  , j    (  ϕ  i j   +  ϕ  i − 1 , j   )    2 h          +    v  i , j +  1 2     (  ϕ  i , j + 1   +  ϕ  i j   )  −  v  i , j −  1 2     (  ϕ  i j   +  ϕ  i , j − 1   )    2 h   ,        Δ d   ϕ  i j      =       ϕ  i + 1 , j   +  ϕ  i − 1 , j   +  ϕ  i , j + 1   +  ϕ  i , j − 1   − 4  ϕ  i j     h 2   .     











The discrete velocity components are updated from the following fully discrete momentum equations


       3   u ˜   i +  1 2  , j   n + 1   − 4   u   i +  1 2  , j  n  +   u   i +  1 2  , j   n − 1     2 Δ t   +  Q  n + 1     ( u  u x  + v  u y  )   i +  1 2  , j  *      = −    p  i + 1 , j  n  −  p  i j  n   h  +  1  R e    Δ d     u ˜    i +  1 2  , j   n + 1          −   Q  n + 1    2 h W e    (  ϕ  i + 1 , j  *  +  ϕ  i j  *  )   (  μ  i + 1 , j  *  −  μ  i j  *  )  ,     



(38)






       3   v ˜   i , j +  1 2    n + 1   − 4   v   i , j +  1 2   n  +   v   i , j +  1 2    n − 1     2 Δ t   +  Q  n + 1     ( u  v x  + v  v y  )   i , j +  1 2   *      = −    p  i , j + 1  n  −  p  i j  n   h  +  1  R e    Δ d     v ˜    i , j +  1 2    n + 1          −   Q  n + 1    2 h W e    (  ϕ  i , j + 1  *  +  ϕ  i j  *  )   (  μ  i , j + 1  *  −  μ  i j  *  )  .     



(39)







The central difference [38,39] is effective to construct energy-stable discretizations for    ( u  u x  + v  u y  )   i +  1 2  , j  *   and    ( u  v x  + v  v y  )   i , j +  1 2   *  . To avoid oscillation, the second-order ENO scheme [40] will be a good choice. By taking the discrete divergence operation to Equation (19) and using the discrete divergence-free condition,   p  i j   n + 1    is updated by solving


       p  i + 1 , j   n + 1   +  p  i − 1 , j   n + 1   +  p  i , j + 1   n + 1   +  p  i , j − 1   n + 1   − 4  p  i j   n + 1     h 2     =      p  i + 1 , j  n  +  p  i − 1 , j  n  +  p  i , j + 1  n  +  p  i , j − 1  n  − 4  p  i j  n    h 2        +     3  2 Δ t        u ˜   i +  1 2  , j   n + 1   −   u ˜   i −  1 2  , j   n + 1    h  +     v ˜   i , j +  1 2    −   v ˜   i , j −  1 2     h   .           



(40)







To accelerate the convergence, we herein adopt the linear multigrid algorithm [41].



Remark 1. 

In phase-field model, the thickness of two-phase diffuse interface is controlled by a small positive constant ϵ. Since the governing equations are discretized on spatial grids with uniform mesh size h, Choi et al. [42] presented the following relation to link ϵ and mesh size


      ϵ =  ϵ m  =   h m   2  2   tanh  − 1    ( 0.9 )    .      



(41)







The above equality indicates that the diffuse interface approximately occupies m grids. The choice of ϵ in the next section follows this formulation.







4. Numerical Simulations


In this section, we first perform some experiments to confirm the temporal accuracy, energy stability, and consistency. To verify the capability, the simulations of flow-coupled phase separation, falling droplet, and liquid jet are conducted. Along x-direction, the periodic boundary condition is used. Along y-direction, we set homogeneous Neumann boundary condition for  ϕ  and no-slip boundary condition for velocity field.



4.1. Accuracy in Time


In the previous section, the BDF2-type linear discretization was used to construct temporal scheme and the desired accuracy is second-order. To confirm this, we perform the convergence tests to show the accuracy for phase-field variable  ϕ , velocities u and v, and auxiliary variable Q. In the domain   Ω = ( 0 , 2 ) × ( 0 , 2 )  , the following initial conditions are used


     ϕ ( x , y , 0 )     = tanh    0.3 −     ( x − 1 )  2  +   ( y − 0.7 )  2       2  ϵ           + tanh    0.3 −     ( x − 1 )  2  +   ( y − 1.3 )  2       2  ϵ    + 1 ,     



(42)






     u ( x , y , 0 )    =    0 ,  v ( x , y , 0 ) = 0 ,  p ( x , y , 0 ) = 0 ,  Q ( 0 ) = 1 .     



(43)







To obtain the reference solutions, we use a finer time step   δ t = 0.005  h 2   , where   h = 1 / 128   is the mesh size. The simulations are performed until   t = 1.56 ×  10  − 4     with different time steps:   Δ t = 2 δ t  ,   4 δ t  ,   8 δ t  ,   16 δ t  , and   32 δ t  . The   L 2  -error is calculated from the difference between the reference and numerical solutions. The parameters are set to be:   ϵ = 0.0075  ,   λ = 0.01  ,   P e = 1  ,   R e = 1  ,   S = 2  ,   W e = 1  . Figure 1a–c plot the errors for  ϕ , velocities, and Q, respectively. The results indicate that the proposed scheme has second-order accuracy in time.




4.2. Energy Stability


The property of energy stability indicates that the total energy of fluid system dissipates in time even if a relatively large time step is used. In discrete version, the correction technique adopted in the previous section is helpful to enhance the stability and consistency. To confirm the desired energy dissipation property and consistency, we consider the evolutions of two adjacent droplets in   Ω = ( 0 , 2 ) × ( 0 , 2 )  . The initial conditions are defined as


     ϕ ( x , y , 0 )     = tanh    0.28 −     ( x − 0.7 )  2  +   ( y − 1 )  2       2  ϵ           + tanh    0.28 −     ( x − 1.3 )  2  +   ( y − 1 )  2       2  ϵ    + 1 ,     



(44)






     u ( x , y , 0 )    =    0 ,  v ( x , y , 0 ) = 0 ,  p ( x , y , 0 ) = 0 ,  Q ( 0 ) = 1 .     



(45)







The parameters are set to be:   h = 1 / 64  ,   ϵ = 0.015  ,   λ = 0.01  ,   P e = R e = W e = 1  , and   S = 2  . Figure 2a plots the evolutions of corrected energy   R n   under different time steps. As we can see, the energy curves are non-increasing in time. In (b), we plot the original energy   E (   u  n  ,  ϕ n  )   and modified energy    R ˜  n   with a relatively large time step:   Δ t = 0.25   and without correction technique. We find that the modified energy does not satisfy the dissipative property. In (c), the original energy, modified energy, and corrected energy with correction technique and time step:   Δ t = 0.25   are plotted. The results indicate that three energy curves are monotonically non-increasing in time. The original energy and corrected energy are highly consistent. The top and bottom rows of Figure 3 display the snapshots of  ϕ  and velocity field with   Δ t = 0.01  . Under the driven force from surface tension, the initially adjacent droplets merge with each other to form a bigger one.




4.3. Flow-Coupled Phase Separation


When we consider a homogeneous distribution of  ϕ  with small perturbation at initial stage, the growth of concentration leads to the formation of two-phase state. This phenomenon is known as phase separation (spinodal decomposition). Phase separation is a basic dynamics of flow-coupled CH system and the pattern formation will be affected by average concentration. In this subsection, we first simulate phase separation with different average concentrations:    ϕ ¯  = 0   and   0.3  . The domain is   Ω = ( 0 , 2 ) × ( 0 , 2 )  . The initial conditions are defined to be


     ϕ ( x , y , 0 )    =     ϕ ¯  + 0.001  rand   ( x , y )  ,     



(46)






     u ( x , y , 0 )    =    0 ,  v ( x , y , 0 ) = 0 ,  p ( x , y , 0 ) = 0 , Q ( 0 ) = 1 ,     



(47)




where the random value between   − 1   and 1 is denoted by rand  ( x , y )  . The parameters are:   Δ t = 0.01  ,   h = 1 / 128  ,   ϵ = 0.0094  ,   λ = P e = R e = W e = 1  , and   S = 2  . The top and bottom rows of Figure 4 show the snapshots of  ϕ  with respect to    ϕ ¯  = 0   and   0.3  , respectively. It can be observed that the different values of   ϕ ¯   have significant effects on the evolutional dynamics. In Figure 5a, the original, modified, and corrected energy curves with respect to    ϕ ¯  = 0   are plotted. The results with respect to    ϕ ¯  = 0.3   are shown in (b). In (c), the evolutions of   Q n   are plotted. We observe that the energy curves are non-increasing, the modified energy and corrected energy are highly consistent. In discrete version, our proposed scheme solves an accurate problem because   Q n   is close to 1.



Next, we investigate the flow-coupled nucleation process. The following initial condition of  ϕ  is used


     ϕ ( x , y , 0 )    =    y − 1 + 0.01  rand  ( x , y ) .     



(48)







The initial velocity and pressure are zero. The above initial condition indicates that the magnitude of  ϕ  takes larger value near the upper and lower boundaries and takes smaller value near the domain center. The parameters are unchanged except   λ = 0.1  . The snapshots of  ϕ  and velocity field are shown in the top and bottom rows of Figure 6, respectively. We observe that the phase separation occurs in the nearby region of domain center. With time evolution, the formed droplets gradually disappear because the energy dissipation leads to the shrink of total interfacial length. During this process, the energy curves are non-increasing, the mass is conserved, and   Q n   is close to 1. These are reflected in Figure 7a–c.




4.4. Droplet Impacting on a Liquid-Liquid Interface


To investigate the capability of our proposed method, we consider a typical two-phase flow problem including the combined effects of surface tension and gravity. For convenience, we assume the density ratio of two fluids is small. The Boussinesq approximation [43] is adopted to recast the momentum equation as


      ρ *     ∂ u   ∂ t   + u · ∇ u  = − ∇ p +  1  R e   Δ u −  1  W e   ϕ ∇ μ +  ( ρ  ( ϕ )  −  ρ *  )  g ,     



(49)







Here, the background density is   ρ *   and we set    ρ *  =  ρ 2   . The density functional is   ρ  ( ϕ )  =  ρ 1   ( 1 + ϕ )  / 2 +  ρ 2   ( 1 − ϕ )  / 2  . The gravitational acceleration is   g = ( 0 , − 1 )  . Here, we consider    ρ 1  :  ρ 2  = 1.6 : 1  . The simulation is performed in   Ω = ( 0 , 1 ) × ( 0 , 4 )  . The initial conditions are defined as


     ϕ ( x , y , 0 )    =    tanh    0.2 −     ( x − 0.5 )  2  +   ( y − 2.4 )  2       2  ϵ    + tanh    2 − y    2  ϵ    + 1 ,     



(50)






     u ( x , y , 0 )    =    0 ,  v ( x , y , 0 ) = 0 ,  p ( x , y , 0 ) = 0 ,  Q ( 0 ) = 1 .     



(51)







The parameters are set to be:   Δ t = 0.001  ,   h = 1 / 64  ,   ϵ = 0.015  ,   P e = 1 / ϵ  ,   λ = 1  ,   R e = 30  ,   W e = 100  , and   S = 2  . The top and middle rows of Figure 8 show the snapshots of  ϕ  and velocity field at different moments. Here, the red and dark blue regions are occupied by heavier and lighter fluids. Under gravity, the heavier droplet falls. After the impact, the droplet is gradually absorbed into the heavy fluid region. During this process, we find from the bottom row of Figure 8 that   Q n   is close to 1.




4.5. Dripping Droplet under Gravity


In this subsection, we investigate the dripping droplet under gravity. With the assumption of small density ratio, we still adopt the Boussinesq approximation. The domain is   Ω = ( 0 , 1 ) × ( 0 , 4 )  . The initial conditions are defined to be


     ϕ ( x , y , 0 )    =    tanh    0.42 −     ( x − 0.5 )  2  +   ( y − 4.2 )  2       2  ϵ    ,     



(52)






     u ( x , y , 0 )    =    0 ,  v ( x , y , 0 ) = 0 ,  p ( x , y , 0 ) = 0 ,  Q ( 0 ) = 1 .     



(53)







The parameters are:   h = 1 / 64  ,   Δ t = 0.002  ,   ϵ = 0.015  ,   λ = 1  ,   P e = 1 / ϵ  ,   R e = 30  ,   W e = 1000  , and   S = 2  . The density ratio is    ρ 1  :  ρ 2  = 1.6 : 1  . Under gravity, we can observe the formation of elongated liquid filament. Finally, the pinch-off appears. The snapshots of  ϕ  are shown in the top row of Figure 9. The middle row displays the velocity field at different moments. The circulation evolves according to the dripping process. From the bottom row, the result indicates that   Q n   is close to 1.





5. Conclusions


Based on an efficient auxiliary variable approach and a simple energy correction technique, we herein developed a linearly decoupled, second-order time-accurate, and energy-stable scheme for the incompressible CHNS model. Because all variables are decoupled in time, the numerical implementation can be performed in a step-by-step manner. The unique solvability and energy stability in each time step were analytically proved. The fully discrete scheme based on FDM was described in detail. The numerical simulations indicated that the proposed scheme achieved desired second-order accuracy in time. The energy correction technique was essential to enhance the stability and consistency. Furthermore, some typical two-phase flow problems, such as flow-coupled phase separation, falling droplet, and dripping droplet, were well simulated. In the upcoming works, the proposed scheme will be extended for N-phase (  N ≥ 3  ) fluid systems [44,45,46].
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Figure 1.   L 2  -errors for  ϕ  (a), velocities (b), and Q (c) under different time steps. Here, the log-log view is displayed. 
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Figure 2. Evolutions of corrected energy under different time steps are shown in (a). With   Δ t = 0.25  , the energy curves without and with correction are plotted in (b,c), respectively. 






Figure 2. Evolutions of corrected energy under different time steps are shown in (a). With   Δ t = 0.25  , the energy curves without and with correction are plotted in (b,c), respectively.



[image: Mathematics 10 04711 g002]







[image: Mathematics 10 04711 g003 550] 





Figure 3. Snapshots of  ϕ  and velocity field are shown in the top and bottom rows. The computational moments are illustrated under each figure. 
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[image: Mathematics 10 04711 g003]







[image: Mathematics 10 04711 g004 550] 





Figure 4. The top and bottom rows display the snapshots of  ϕ  with respect to    ϕ ¯  = 0   and   0.3  . The computational moments are illustrated under each figure. 
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Figure 5. Evolutions of energy curves with respect to    ϕ ¯  = 0   and   0.3   are shown in (a,b). Evolutions of   Q n   under different average concentrations are plotted in (c). 
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Figure 6. The top and bottom rows display the snapshots of  ϕ  and velocity field for nucleation process. The computational moments are illustrated under each figure. 
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Figure 7. Evolutions of energy curves, average concentration, and   Q n   are plotted in (a–c), respectively. 
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Figure 8. The top and middle rows display the snapshots of  ϕ  and velocity field. The computational moments are shown under each figure. The bottom row plots the evolution of   Q n  . 






Figure 8. The top and middle rows display the snapshots of  ϕ  and velocity field. The computational moments are shown under each figure. The bottom row plots the evolution of   Q n  .



[image: Mathematics 10 04711 g008]







[image: Mathematics 10 04711 g009 550] 





Figure 9. The top and middle rows display the snapshots of  ϕ  and velocity field for dripping droplet. The computational moments are shown under each figure. The bottom row plots the evolution of   Q n  . 
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