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Abstract

:

This research arises from the demand in business management for capabilities that put into practice—in an autonomous way—skills and knowledge in BI&A of all those who make decisions and lead organizations. To this end, this study aims to analyze the development of scientific production over the last 20 years in order to provide evidence of possible gaps, patterns and emphasis on domains of strategic leadership competencies in BI&A. The study was split into two methodological phases. Methodological Phase 1: Application of analytical techniques of informetrics. Methodological Phase 2: natural language processing and machine learning techniques. The records collected were 1231 articles from the Web of Science and Scopus databases on 16 August 2021. The results confirm, with an    r 2    = 96.9%, that a small group of authors published the largest number of articles on strategic leadership competencies in BI&A. There is also a strong emphasis on studies in the domain of professional capability development (92.29%), and there are few studies in the domain of enabling environment for learning (0.72%); the domain of expertise (3.01%) and strategic vision of BI&A was also rare (3.37%).
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1. Introduction


Business intelligence and analytics (BI&A) is an umbrella term commonly used to describe the technologies, applications, and processes for collecting, storing, accessing, and analyzing data to help users make better decisions, and best practices for information analysis [1,2]. BI&A has shifted from producing static reports to generating real-time, integrated information. Conceptually, BI&A is divided into three phases. BI&A 1.0 was centered around descriptive analytics, where data were structured and collected from within companies. In BI&A 2.0, big data appeared, making BI&A a new strategic phase for understanding market needs [3]. With the increasing development of IT—the rise in web and mobile devices—BI&A experienced explosive development, leading to BI&A 3.0, which presents the challenge of working with unstructured data [3,4]. The hallmark of BI&A 3.0 analytics is the extensive use of analytics by traditional enterprises leading to the potential for transformation of their business models and culture. In this stage, companies create large-scale data and analytics-based products, and analytics activities are becoming increasingly industrialized, often having thousands of machine learning (ML) models [5]. This has led to the rapid development of artificial intelligence (AI), which in recent years is gaining more attention because of the enormous amount of data available [6]. AI has tools and techniques for smarter, faster, and more actionable predictive analytics [7]. It has the ability to handle large amounts of data in real time, offering the possibility of results with great accuracy. Given that AI can enhance the value of BI&A, Davenport [5] argues that it should be considered an extension of a company’s analytics capabilities. He claims it is leading the way to a new generation, BI&A 4.0, shifting the focus from descriptive to prescriptive and predictive analytics.



This technological and analytical development throughout the organization makes way for a more analytical culture, transforming and adapting organizational processes to manage the right information for the right people at the right time and fostering the skill to make less risky decisions in the organization. It is thus becoming clearer that the domain knowledge, that is, the knowledge of the field that the data belongs to, must be considered when analyzing data.



As with any major transition, executive leadership at the strategic level is necessary. In fact, the most important elements that decide the success or failure of BI&A in organizations include the quality of the data; the correct choice and implementation of technologies used; and development of analytical skills for human capital, sponsorship, and consistent alignment between BI and the strategic focus of the business, and its use [8,9]. In fact, mobilizing different capabilities of human capital for the development of leadership competencies can be learned, developed, and trained in daily experience [10,11,12]. According to organizational leadership reports, the two main strengths of the competencies approach are the flexibility and uniqueness of the concept to adapt to organizational needs [13,14]. Thus, the competencies necessary for successful leadership include a vision of the future, goal setting, communication, value fostering, the ability to gain insights into emerging visions, planning, and implementing a vision. These skills, along with managerial traits such as self-awareness, openness, self-confidence, and creativity serve as the basis for new leadership [15]. For effective leadership with high performance of organizations, it is important to develop cognitive and social intelligence competencies and emotional and behavioral skills of managers at all levels of the organizational structure, characterized by self-awareness, openness, self-confidence, and creativity in complex situations [16,17,18]. Due to the evolution of the global business environment in a context with a strong component of agility and high uncertainty, 21st-century organizations require leaders with the aforementioned competencies and skills incorporated into organizational management [19,20,21].



Our contribution aims to address four key aspects: firstly, we develop an analysis of the scientific production of the last 20 years on the competencies required by professionals who lead organizations by managing with BI&A, given that there are no studies that report on this. Secondly, the methodological design involved the use of two techniques for the development of the analysis, since all the studies in the field of BI&A, until now, have been limited to the use of bibliometrics, scientometrics, and informetrics, but none of them have corroborated their results with the use of unsupervised AI algorithm techniques. Thirdly, we report in what proportion the type of competencies to manage with BI&A is represented based on the analysis of key terms from the sweep of scientific output. The proportion of key terms is reported in relation to the dimension of competencies oriented to technical knowledge in BI&A, the dimension of competencies associated with organizational environment conducive to learning about BI&A, the dimension of competencies associated with Integrating BI&A skills into their own expert work (habits of mind) and the dimension of proportion of the scope of competencies that make it possible to achieve strategic business vision by creating value through BI&A. Fourthly, it shows the imbalance with respect to the studies in the scientific production of these 20 years in the dimensions of strategic competencies for leadership with BI&A, very relevant information to understand how to manage with BI&A in organizations, considering the great current and future development [22].



The paper is organized as follows: in Section 2, a review of the literature and previous work is developed; in Section 3, the problem is described; in Section 4, the study hypothesis is formulated and the methodology is developed; in Section 5, the results and main findings are presented; in Section 6, a discussion of the scope of the research is developed; and in Section 7, the limitations of this work are described and some directions for future research are outlined.




2. Literature Review and Previous Work


From an exhaustive review of the literature of the last 20 years, it is possible to note that there are no studies associated with the central theme of this research on strategic leadership competencies in BI&A. Only a few studies come close to this field. In that line, it is possible to mention the work of Wang [23] then in a review of the hermeneutic literature related to BI&A education, he stated that less attention has been paid to understanding the skill sets of various BI&A professionals and to demonstrating BI&A learning activity. In turn, Ardito, L. (2018) formed a bibliometric analysis of big data for business and management studied management and decision making in organizations [24]. Additionally, Di Vaio, A. (2022) developed a bibliometric analysis of humans’ and artificial intelligence’s effectiveness for public sector decision making [25]. Peifer, Jeske, and Hille (2022), in a study on artificial intelligence and its impact on leaders and leadership, pointed out that more research on its impact on leaders and leadership is needed to support companies with practice-tested guidelines and recommendations [26]. Thomas, et al. (2022), questioned whether the emotional intelligence competencies of management graduates predict their job performance, proving that several competencies of management graduates can predict the most important skill that can enable better job performance and reduce the employability gap, and in which a multi-layer artificial neural network tool was used to test the range of competencies among EQs, leadership quality, and work experience for perceived job performance [27]. Olszak (2022) pointed out that modern research indicates that the greatest impact on organizational development will pertain to business intelligence (BI). Indeed, it is believed that BI systems have become a strategic tool for economic growth, determining the competitiveness of many organizations and their innovative development. However, there is still very little research focused on exploring the problem of using BI systems in organizations [28].



This study in methodological stage 1 is based on the approach of analysis of the scientific production of the last 20 years on leadership competencies to perform with BI&A.



The term “informetrics” had its beginnings in the field of information science in the 1980s. In 1987, the International Conference on Bibliometrics and Theoretical Aspects of Information Retrieval was held in Belgium. It suggested the inclusion of this term for the next conference to be held in London in 1989. The introduction of the word “informetrics” is attributed to the German Otto Nacke, who first used it in 1979 [29] At first it was only known as a general field of study that included elements of the earlier bibliometrics and scientometrics. Informetrics builds on the research of bibliometrics and scientometrics, and encompasses issues such as the development of theoretical models and measures of information, to find regularities in the data associated with the production and use of recorded information; it encompasses the measurement of aspects of information, storage and retrieval, and therefore, includes mathematical theory and modulation. Indeed, a descriptive study with informetric methodology examines the scientific production of competencies and professional skills in the field of BI&A knowledge in organizations. To achieve this purpose, we analyzed the evolution of scientific production, the productivity of authors according to Lotka’s Law, the most productive journals, the analysis of the co-authorship map, and the co-occurrence of keywords to identify thematic trends. Lotka’s law is a statistical observation offered by Alfred Lotka (1926) that describes a quantitative relationship between authors and articles produced in a given field and time period. In this sense, when Lotka’s law is applied in this study, it shows that there is an uneven distribution, since most of the articles are written by a small portion of highly productive authors. Indeed, the number of authors    A n    who publish papers on a subject is inversely proportional to the square of n:    A  n =      A 1     n 2     , where    A n    represents the number of papers by a given number of authors,    A 1    is the number of papers produced by a single author and    n 2    is the number of authors of the papers, so we apply the law of exponential growth squared [30].



The second methodological stage focused on methodologically applying two deep learning techniques using a Python library for natural language processing, and therefore, applying deep learning techniques for the extraction of textual aspects of scientific development capable of recognizing and generating main themes with accurate prediction—in this case, a technique called latent Dirichlet allocation (LDA). Effectively, the topic modeling involves extracting the characteristics of terms contained in research documents. Mathematical structures and context such as matrix factorization and singular value decomposition (SVD) are used, which leads to discovering some of the same type of information as the decomposition itself. This is achieved by generating a group or groups of terms that are differentiated from each other; groups of words form themes or concepts. Methodologically, these concepts are used to interpret the main themes of a corpus, to establish the semantic connections between words that appear frequently in many documents. There are several frameworks and algorithms for building topic models. One of these is the statistical technique of latent semantic indexing (LSI) for correlating semantically linked corpus terms. It is based on the fact that similar terms tend to be used in particular contexts. Consequently, they tend to coexist more. LSI is used to summarize text and retrieve and search for information based on the SVD technique. Another technique is LDA. LDA is a generative probabilistic model for discrete data collections such as text corpora. It is a three-level hierarchical Bayesian model in which each element of a collection is modeled as a finite mixture over an underlying set of topics. In turn, each theme is modeled as an infinite mixture over an underlying set of thematic probabilities. In the context of text modeling, topic probabilities provide an explicit representation of a document [31]. In the task of modeling a document, LDA does better than LSI and a mixture of unigram models. The LSI over-adjusts the probabilities of document modeling to determine the topics in a new document [31]. LDA generates less word ambiguity and a more accurate assignment of documents to topics. The LDA algorithm is easier to scale for large datasets using the MapReduce approach in a computational cluster. Therefore, to model a document, LDA is better than the LSI technique. The latter adjusts the probabilities of document modeling to determine the topics in a new document. The LDA model has proven to be a robust method that can be used to assign a class or category to an object to generate learning by creating a distinction between classes and cohesion within the same class. This study applies an LDA algorithm for topic modeling.



In the same methodological approach, Python libraries for clustering analysis were applied to the analysis of scientific production. The clustering technique is possibly the best-known unsupervised ML method [32], in which each element of a dataset is assigned to one or more automatically identified clusters. The clustering technique has been used, for example, to group the category results from web searches or for hierarchical clustering, where some clusters are contained within other clusters listed as higher-level concepts [33]. Some clustering algorithm approaches make it possible to characterize each group in relation to domains of interest. In this sense, groups can be named automatically, allowing people to understand similar elements within a given group. In fact, a text clustering resulting from an automated system analyzes the distribution of terms (words) in a body of text (e.g., titles and abstracts) and identifies groups of documents that use similar combinations of words; clustering “engines” often apply a descriptive term to each group to aid human interpretation [34,35]. The usefulness of each cluster label may vary depending on the algorithm’s approach: data-focused algorithms focus on clustering text, and this is where K-means methods that vectorize the text contained in BOW are common.



BOW is an engineering model of typical features based on counting for textual data. This model may present accuracy problems when working with large corpora because the feature vectors are adjusted in absolute frequencies in absolute terms, which may lead to certain terms having frequencies—in all documents—causing terms without such high frequencies to disappear in the total feature set [36]. The term frequency inverse document frequency (TF-IDF) model lessens this problem. TF-IDF is a statistical measure that evaluates how relevant a word is to a document in a collection of documents. This is a well-known algorithm that uses an input of a set of words that is commonly used to allocate a weight each word in the text document according to its uniqueness. In other words, the TF-IDF approach captures the relevance of particular words, text documents, and categories [37].


tfidf = tf * idf








where tf = term frequency; idf = inverse document frequency.



The term frequency tf in any document vector is denoted by the value of the raw frequency of that term in a particular document, represented as follows:


  t f ( w , D )   f  w D   








where f   w D    = frequency of word w in document D, which becomes the term frequency (tf). Further,


  i d f ( w , D ) = 1 + l o g  N  1 + d f  ( w )     








where idf(w,D) represents the idf of term/word w in document D, and N is the total number of documents in the corpus. df (t) is the number of documents in which the term w is present. Then, mathematically, the feature vector tfidf is represented as
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Consequently, this algorithm uses as input a set of words (representing a text). This is the output of the first text processing steps. The vectorization step transforms the words into a meaningful representation of numbers that is used to adjust the machine algorithm for prediction (the clustering algorithm in our case). We proceed to apply k-means, a technique for clustering data—an unsupervised ML technique [36]. This algorithm can classify unlabeled data into a predetermined number of groups based on similarities (k). The strengths of choosing this algorithm in this study are: (a) we had more than 1000 records, and k-means adapts well to large datasets, so it was considered a good choice from this perspective; (b) this type of algorithm guarantees convergence, so the result should be more robust clusters; and (c) it can group different shapes and sizes or data points or records. One of the main challenges of this algorithm is defining the best k. To handle this problem, we used the elbow method, which analyzes the percentage of variance explained as a function of the number of clusters. The first few groups will add much information, but at some point, the marginal gain will drop dramatically and result in an angle on the graph. The true “k,” that is, the number of groups, is chosen at this point—hence the “elbow criterion” [38].



Considering the related works in this field of study, a thorough review of recent studies was carried out in which the methodological approach applied was analyzed. As can be seen in Table 1, similar methodologies were used that considered different time periods of scientific production in the area of competencies related to organizational leadership and management and BI&A. In all these studies, a metric analysis was applied, specifically bibliometric, although none of them incorporated scientometric or informetric analysis with advanced machine learning techniques to extract relevant data. However, the methodological approach designed for this study differs significantly from other studies in the following aspects:



Firstly, a database of indexed journals on scientific production in leadership competencies in BI&A over the last 20 years was compiled.



A two-stage methodological design is established: Stage 1 incorporates informetric analysis. This type of analysis is considered methodologically broader than bibliometric and scientometric studies. This strengthens the possibilities of analyzing phenomena and processes of different kinds, applying quantitative methods, and presenting descriptive characteristics, such as level of productivity in publications, scientific collaboration, and thematic structure, among many other characteristics [39].



Stage 2 focuses on deep learning techniques—types of artificial intelligence (AI)—methodologically in algorithms using a Python library for natural language processing, and therefore, applying deep learning techniques for the extraction of textual aspects of scientific development capable of recognizing and generating main topics with accurate prediction, in this case a technique called latent Dirichlet allocation (LDA). Analysis is incorporated with text clustering techniques, also belonging to the set of unsupervised algorithms to find groupings based on similarities that allow one to generate correlations to find the main clusters of scientific production in leadership competencies in BI&A of the last 20 years.



The results of these two methodological approaches to analysis (stage 1 and stage 2) were integrated into the analysis to validate and analyze consistency of results of the metric analysis of informetrics with the results of the associated IA methodology.



It is observed in Table 1 that the studies apply part of the metric analysis, mainly in bibliometrics. It is noted that the only study “Detection of emerging technologies and their evolution through deep learning and weak signal analysis” by Ebadi [40] methodologically used deep learning analysis techniques (not those of this study; there is no single type of algorithm that is best for solving a problem). However, none of the studies integrated the vision of informetrics with deep learning techniques, which are forms of artificial intelligence (AI).
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Table 1. Analysis of methodologies applied in the study on leadership competencies with BI&A, own elaboration.
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Data Base

	
Informetric

	
IA

	
Validation




	

	

	
Years

	
WoS

	
GS

	
Scopus

	
N° Articles

	
Bibliometric

	
Scientometrics

	
PLN

	
Lematization

	
Clustering

	
AP

	
I +IA






	
Data intelligence and analytics: A bibliometric analysis of human–Artificial intelligence in public sector decision-making effectiveness

	
Di Vaio, A. (2022) [25]

	
2007–2021

	
x

	

	
x

	
161

	
x

	

	

	

	

	

	




	
Understanding the structure, characteristics, and future of collective intelligence using local and global bibliometric analyses

	
Calof, J. (2022) [41]

	
1964–2004

	
x

	

	
x

	
3.138

	
x

	

	

	

	

	

	




	
Business Intelligence in Balanced Scorecard:Bibliometric analysis

	
Żółtowski, D. (2022) [42]

	
*

	
x

	
x

	

	
>10.000

	
x

	

	

	

	

	

	




	
Detection of emerging technologies and their evolution through deep learning and weak-signal analysis

	
Ebadi, A. (2022) [40]

	
1985–2020

	
x

	

	

	
590

	

	

	
x

	

	

	
x

	




	
Big data analytics and machine learning: A retrospective overview and bibliometric analysis

	
Zhang, JZ. (2021) [43]

	
2006–2020

	

	

	
x

	
2.160

	
x

	

	

	

	

	

	




	
Influential and determinant models in big data analytics research: a bibliometric analysis

	
Aboelmaged, M. (2020) [44]

	
2013–2019

	
x

	

	
x

	
229

	
x

	

	

	

	

	

	




	
* Various periods of years

	

	

	

	

	

	

	

	

	

	

	

	




	

	
Data Base

	
Informetric

	
IA

	
Validation




	

	
Years

	
WoS

	
GS

	
Scopus

	
N° Articles

	
Bibliometric

	
Scientometrics

	
PLN

	
Lematization

	
Clustering

	
AP

	
I +IA




	
Data Analysis and Domain Knowledge for Strategic Compe-tencies Using Business Intelligence and Analytics

	
1999–2021

	
x

	

	
x

	

	
x

	
x

	
x

	
x

	
x

	
x

	
x









Regarding the types of supervised machine learning and supervised non-machine learning algorithms and their evaluation metrics, a thorough classification study was performed for the most widespread techniques. For this purpose, we relied on studies with applications to different fields of recent scientific production.



Table 2 shows columns 1 (supervised algorithms) and 2 (literature sources), and a third column presenting the main evaluation metrics. The first column shows a list of important and generalized supervised machine learning algorithms—algorithms that need external assistance. For these, the input dataset is divided into train and test datasets. The train dataset has an output variable to be predicted or classified. The second column, upper part, indicates recent studies with applications of these algorithms. The lower part details the main metrics to evaluate these supervised algorithms—among these are sensitivity and specificity, number of leaves, number of decision variables, the confusion matrix, ROC curve, AUCPR, R-squared, root mean squared error (RMSE), and mean average precision (MAP), among others.
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Table 2. Approaches supervised and unsupervised algorithms with main metrics; own elaboration.
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Supervised Algorithms

	
Sources

	
NON-Supervised Algorithms

	
Sources






	
Decision Tree

	
Mahesh, B. (2020) [45]

	
Principal Component Analysis (PCA)

	
Mahesh, B. (2020) [45]




	
Navie Bayes

	
Ullah, I. (2022) [46]

	
Probabilistic latent semantic indexing (PLSI)

	
Suominen, A. (2016) [47]




	
Support Vector Machine

	
Chen, L. (2022) [48]

	
Latent Semantic Indexing (LSI)

	
Farkhod, A. (2021) [49]




	
Linear regression

	
Mayilvahanan, KS. (2022) [50]

	
Latent Dirichlet approach (LDA)

	
Tseng, SC. (2022) [51]




	
Logistic Regression

	
Tiwari, S. (2022) [52]

	
K-Means Clustering

	
Montavon, G. (2022) [53]




	
Main Evaluation Metrics (Supervised Learning)

	
Main Evaluation Metrics (NON-Supervised Learning)




	
Decision Tree

	
Predictive accuracy rate; Accuracy rate: Sensitivity and specificity; Number of leaves; Number of decision variables; The confusion matrix

	
Principal Component Analysis (PCA)

	
Scaling of variables; Proportion of variance explained; Optimal number of principal components




	
Navie Bayes

	
Retention method

	
Probabilistic latent semantic indexing (PLSI)

	
Conditional probability distribution




	
Support Vector Machine

	
F1-Score;Precision;Recall Breakeven Point (PRBEP)

	
Latent Semantic Indexing (LSI)

	
Correlation of semantic terms




	
Linear regression

	
The confusion matrix; Recall, F1-Score;Area under the curve (AUC)

	
Latent Dirichlet approach (LDA)

	
Perplexity; Coherence




	
Logistic Regression

	
ROC curve; AUCPR;R-squared; root mean squared error (RMSE);Mean average precision (MAP)

	
K-Means Clustering

	
Elbow method









Column 3 (unsupervised algorithms) and column 4 (bibliographic sources) are now described. At the top of column 3, there is a list of important and generalized algorithms called unsupervised learning algorithms. Unlike supervised learning above, there are no correct answers, and there is no master. The algorithms are left to their own devices to discover and present interesting structures in the data. Unsupervised learning algorithms learn few features from the data. When new data are introduced, it uses previously learned features to recognize the class of the data. It is mainly used for clustering and feature reduction. The upper part of column 4 indicates sources of recent studies with applications of these algorithms. The lower part details the main metrics to evaluate these supervised algorithms; among these are scaling of variables; proportion of variance explained; optimal number of principal components; correlation of semantic terms; perplexity; coherence; elbow method among others.



This study’s methodology uses unsupervised learning techniques and metrics of column 3 and 4—specifically a latent Dirichlet approach (LDA) and k-means clustering.



Comparison and Selection of Models


By comparing and selecting models for this study, we can see that the type of algorithm used depends on the type of problem to be solved, the number of variables, the type of model that best fits, etc. We delve into investigating algorithms commonly used in machine learning (ML) that are applicable to our study in Table 2.



Principal component analysis (PCA) is a statistical procedure that uses an orthogonal transformation to convert a set of probably correlated variable observations into a set of linearly uncorrelated variable values called principal components. It reduces the dimension of the data in order to proceed with faster and simpler calculations. It explains the variance-covariance structure of a set of variables through linear combinations. It is often used as a dimensionality reduction technique. [45]. This approach was not selected for our analysis objective, so it was not incorporated into the study methodologically.



In relation to latent patterns in semantic text, which, if it is the focus of analysis, has been studied in the literature as a likely technique to apply, probabilistic latent semantic indexing (PLSI) is able to draw latent patterns in semantic text. PLSI models each word in a document as a sample mixture model, where the mixture components are multinomial random variables that can be viewed as topic representations for clustering documents based on term frequencies. PLSI models a probability distribution in which the observed term and document frequency variables are mediated by a hidden topic variable. The number of topics is a hyperparameter delivered by the user. The output of the trained algorithm for a given document is a list of probabilities that each of the unlabeled topics discovered during training belongs to the document. PLSI uses internal parameters that can be seen as equivalent to the values derived by standard LSI. However, the two algorithms are different. The basic component of PLSI is classification, whereas LSI is a standard one used primarily for dimensionality reduction. LSI uses linear algebra, and PLSI is an iterative process based on expectation maximization. When researching literature to select the most accurate technique—studies comparing LSI with LDA—it is claimed that LDA has a better statistical basis for defining the θ topic-document distribution, by allowing inferences on new documents based on previously estimated models, and avoids the problem of overfitting. Latent Dirichlet allocation (LDA) is a subtype of PLSI with better statistical support based on two additional hyperparameters that make the algorithm prefer solutions where documents have relatively fewer topics (hyperparameter α) and where topics are characterized by relatively few words (hyperparameter β). The hyperparameters have values between 0 and 1; lower values impose a greater restriction on the number of topics/words. The literature review showed that LDA produces better results; hence, our study was oriented towards using LDA topic modelling as the methodological approach for stage two [49,51].



For ML stage-two clustering analysis, as one of the most important and fundamental techniques in ML, clustering has been extensively studied and applied to multiple fields of research. Clustering is a type of unsupervised learning which groups similar data points into the same group. In terms of similarity, the most commonly used criterion is distance, and k-means (KM) is a typical algorithm for this criterion. Classical k-means distributes data points to k different groups using norm distance 12.





3. Description of the Problem


Given the rapid development of BI&A, we were motivated to understand the development of scientific production in order to discover possible behavioral patterns in scientific development associated with the strategic competencies necessary for those who lead organizational management processes with BI&A. We wanted to be able to determine in which areas of competence domains the greatest emphasis is placed in the studies, in order to understand whether the focus of scientific progress has been toward mastery of professional skills for business managers through acquisition of a set of technical and theoretical skills and knowledge on business and analytical intelligence acquired in formal education processes; the development of a learning environment associated with the establishment of an adequate working environment that allows peer support, identification and dissemination of good practices and active learning of technologies associated with business intelligence and analytics (BI&A); the mastery of a strategic vision that refers to the ability to think creatively about the future, emerging contexts, trends, key aspects and imaginings of different future scenarios with the purpose of determining their implications and possible outcomes in a global and holistic perspective; and finally, whether the emphasis has been on the competencies that are essential for the development of a strategic vision—those that make it possible to integrate BI&A skills into models that work autonomously. The skills and knowledge acquired in business intelligence and analytics in situations that merit them are key in order to solve problems that arise in any organization and thus achieve the attainment of organizational objectives [22].



It is therefore very relevant to provide evidence on the level of development of the scientific production regarding strategic leadership competencies in BI&A and their relationships with the competence domains, to determine possible gaps and the different emphases, which will make it possible to perform more precise studies. These will allow a thorough understanding of the professional competencies needed by all those who must manage BI&A in a context of vertiginous development.



Consequently, this study analyzes the development of the scientific production of the last 20 years in strategic leadership competencies for organizational management in the field of BI&A due to the demanding demand for the development of new competencies in BI&A techniques, for models and software for decision making by those who lead organizations.



This study sheds light on the state of the art of BI&A in the field of strategic competencies for organizational leadership, helping to inform readers that the dimensions of strategic leadership in BI&A form a fertile and largely unexplored field. At the same time, this study has contributed through the application of metrics and AI techniques to determining gaps in the field of BI&A and organizational strategic-leadership-competency research.




4. Methodology


4.1. Hypotheses


Building and applying a new vision for future strategy, based on the opportunity perceived with BI&A, is essential to developing a degree of self-knowledge to anticipate the future and make accurate strategic assessments of the organization’s resources and capabilities. Intellectual agility is the ability to adapt, innovate, and transform ideas into new and improved products, processes and internal and external services, and it appears to be a critical factor related to BI&A [54]. CEOs, who lead organizations, require both an appreciation of and familiarity with BI&A, depending on the level of organizational development. It is not necessary to have a background in statistics, but such leaders must understand the theory behind various quantitative methods and the demand for extensive training for employees [8]. Skills are needed to assess technology and data infrastructures thoroughly and thus understand the technology gaps. This means having an analytics-driven business culture, i.e., the ability to identify, design and implement business use cases, through having data and technology capabilities appropriate for the data infrastructure, for the development and implementation of complex analytics; and by having capable individuals in the organization—quantitative professionals and organizational management specialists.




4.2. Methodological Steps


To determine the level of leadership development and BI&A, we designed a methodology that integrates analytical techniques of informetrics, complemented by natural language processing and machine learning techniques.



Indeed, the informetric technique makes it possible to show complex relationships between its various categories, such as documents, authors, research groups, journals, institutions, countries, and regions. This is achieved thanks to data mining, information processing, statistics, mathematics, visualization programs and bibliographic databases [55]. As a result of the combination of the above, informetrics allows for the construction of a more organized and understandable knowledge base [56].



Machine learning, on the other hand, is concerned with the formal study of learning systems. It is a highly interdisciplinary area of knowledge in which various theories, models and statistical tools from computer science, engineering, cognitive science, optimization theory and other disciplines of science and mathematics coexist. Among the different types of auto-mathematical learning, one can distinguish unsupervised machine learning. In this type of algorithm, the machine can learn, since it does not receive any feedback from its environment. It is possible to develop a formal framework for unsupervised learning based on the notion that the goal of the machine is to build representations of the input that can be used to make decisions, predict future inputs, efficiently communicate the inputs to another machine, etc. In a sense, unsupervised learning can be thought of as finding patterns in data beyond what would be considered pure unstructured noise [57].



In that direction, we developed two models from the AI domain whose approaches are based on unsupervised machine learning. The first one uses topic-modelling algorithms, which are widely used and have proven to be successful in the area of opinion mining to extract “latent” topics that relate to aspects of interest. The second uses unsupervised machine learning algorithms for text clustering, which partition a set of clustered text documents based on distance or similarity measures [58]. Effectively, text clustering algorithms attempt to develop an appropriate clustering of large text documents based on well-formulated criteria represented by an objective function. The objective function is an equation for evaluating given constraints—with minimized or maximized objectives—using a non-linear programming system. It is used in the text-clustering domain to partition decisions to distribute a set of documents over a subset of cluster centers [59].



The two models—with an unsupervised machine learning approach in this research—work on their own to discover the inherent structure of the unlabeled data (which is the situation in unsupervised learning algorithms in general). Thus, we followed the evaluation methods recommended for this type of problem: (1) we used consistent scores to check if the discovered knowledge is consistent; (2) an expert validated that the results make sense; see Figure 1.



	
Topic-modelling algorithms have proven to be successful in the area of aspect-based opinion mining to extract “latent” topics, which are aspects of interest. A technique called latent Dirichlet allocation (LDA) is used, which is based on a generative probabilistic model in which each document consists of a combination of several topics, where terms or words can be assigned to a specific topic. Latent LDA is a good-topic-modeling algorithm compared to latent semantic analysis and the hierarchical Dirichlet process for the aspect extraction process in aspect-based opinion mining [60]. The results of this technique were used to analyze the most relevant topics of the scientific production regarding strategic leadership competencies in BI&A and their relationships with the competence domains.



	
The second unsupervised machine learning algorithm was applied to a grouping of texts in order to analyze the main clusters resulting from the 1231 articles considered. The aim was to analyze the results of the k-means model trained to predict the type of cluster belonging to each article related to each of these and to analyze the resulting pattern of the most relevant scientific production with respect to the emphasis on the dimension of strategic leadership competencies in BI&A and its relationship with the competence domains.






Research Data Sample:



For the informetric methodological stage (stage 1) and the natural language processing and machine learning methodological stage (stage 2), the data sample was obtained by means of a search protocol (Table 3) from the most recognized multidisciplinary database platforms worldwide, Web of Science (WoS) Core Collection and Scopus, without a time restriction. The document typologies were “article”, “review”, “conference paper” and proceedings papers. The 350 and 1058 records retrieved from Web of Science and Scopus (Figure 2) were exported to EndNote, which enabled the elimination of duplicates and the subsequent creation of a single database with 1231 documents. Quality control of the documents was then carried out in accordance with the objectives of the study. The date of extraction of records: 16-08-21.



Accordingly, the methodology of this research consists of two stages, as described below:



The informetric methodological stage (stage 1) addressed the information of the descriptive study and examined the scientific production on competencies, professional skills in the field of knowledge in business intelligence (BI) and analytical intelligence (BA) in organizations. To achieve this purpose, the evolution of scientific production, the productivity of authors according to Lotka’s law, the most productive journals, the co-authorship map and the co-occurrence of keywords were analyzed to identify thematic trends (Figure 1).



The natural language processing and machine learning stage (stage 2) considered the analysis from the point of view of content, specifically the titles and abstracts of scientific production, using natural language processing and machine learning techniques. Indeed, the methodological idea was to extract key themes or concepts from a corpus of documents generated by NPL from the last 20 years of publications in the area of study of this article, and to represent them as topics. Each theme is represented as a bag or collection of words (or terms) from the document corpus. The latent Dirichlet allocation (LDA) technique was used, which is based on a generative probabilistic model in which each document consists of a combination of several topics; terms or words can be assigned to a specific topic. As a second additional analysis, the text clustering technique was applied to find the main clusters in the 1231 articles considered. The methodological scheme is in Figure 1.



Application of the Informetrics Methodology (Stage 1)


By means of a search protocol, information was retrieved from the multidisciplinary database platforms with the greatest worldwide recognition, Web of Science (WoS) Core Collection and Scopus, without a time restriction, as the behavior of the subject from its beginnings in the aforementioned databases was analyzed, as can be seen in Figure 2. Prior to an exhaustive review of the literature, the search equations described for each bibliographic database (Table 3) were used to retrieve records and create the dataset for the study, during the record extraction: 16-08-21.



The TS and TITLE-ABS-KEY field codes retrieved the records used, including the titles, abstracts and keywords of the documents. The document typologies were “article”, “review”, “conference paper” or proceedings papers. The 350 and 1058 records retrieved from Web of Science and Scopus, respectively (see Figure 2), were exported to EndNote, which enabled duplicates to be removed and the subsequent single database with 1231 documents to be created. Quality control of the documents was then carried out in accordance with the objectives of the study.



From the records retrieved, the units of analysis considered were articles, authors, documents and keywords. The units of measurement were indicators of productivity, collaboration and keyword co-occurrence using bibliometric network maps. To analyze the information, Excel 2019, Publish or Perish 8, EndNote X9, Tableau 2022 and VOSviewer v1.6.18 were used. VOSviewer was used to map distance-based bibliometric networks [61]. Keyword co-occurrence is the measure of the frequency of keyword pairs in a set of documents that serve to detect sources, trends or the scientific structure of research fields [62,63]. Clusters in the network are represented by specific colors and are made up of a set of nodes or items closely related to each other, according to the co-occurrence of keywords, where each node is assigned to only one cluster (Table 4).





4.3. Natural Language Processing and Machine Learning—Stage 2


Machine learning (ML) can be understood as a sub-area of AI. ML allows machines to learn automatically, gaining patterns and insights from data. It is common to use a combination of ML and NLP to solve problems such as text categorization, parsing unstructured text data into more structured forms and clustering. [36]. The stage-2 analysis comprised a collection of ML, linguistic and statistical techniques that were used to model and extract information from text primarily for analysis purposes. This analysis was based on unstructured data sources of 1231 articles, in PDF format, corresponding to all the abstracts and titles of articles on which NLP techniques were applied. The most technical tools and algorithms will be used efficiently to understand the unstructured text data of scientific production. The methodological idea is to extract key themes or concepts from a corpus of documents generated by NLP between 1999 and 2021 among scientific publications in the area of study. Each topic can be represented as a bag or collection of words (or terms) from the document corpus. We used the LDA technique, based on a generative probabilistic model, where documents constitute a combination of several topics, and where terms or words can be assigned to a specific topic [31].



4.3.1. Natural Language Processing (NLP) Techniques


Text processing techniques



	(1)

	
Analysis







To represent the main themes, during the first data analysis, textual columns were extracted: abstract and title for each article. Pre-processing (so-called text pre-processing, i.e., removing noisy terms and data) of unstructured texts was carried out.



	(2)

	
Tokenization







Therefore, a wide variety of techniques are applied that convert plain text into well-defined sequences of linguistic components that have a standard structure and notation. Therefore, each row of data was converted into a list of lowercase tokens (the NLTK tool was used, which is a platform for Python programming, providing several interfaces to perform sentence tokenization). This transformation was performed using the gensim tool (simple_preprocess). The result of this step is represented in the following example:




[‘apply’, ‘big’, ‘data’, ‘analysis’, ‘in’, ‘higher’, ‘education’].









	(3)

	
Construction of bigram and trigram models







Then, the bigram and trigram models were constructed. With gensim, common phrases, i.e., multi-word expressions, n-gram collocations of words from text sentences, were detected. All words and bigrams with a total collected count of less than 5 (called min_count) were ignored. This tool generates texts (n-grams) that are highly connected to each other; i.e., it accepts n-grams that meet this condition: (count(a, b)-min_count) * N/(count(a) * count(b)) > threshold, where N is the total vocabulary size in all data. Experimentally, it was found that threshold = 100 is good enough to extract adequate and consistent n-grams. An example of word outputs is shown below:




[‘applying’, ‘big’, ‘data’, ‘analytics’, ‘in’, ‘higher_education’, ‘systematic’, ‘mapping’, ‘study’, ‘higher_education’, ‘systems’, ‘hes’, ‘have’, ‘become’, ‘increasingly’, ‘absorbed’, ‘in’, ‘applying’, ‘data’, ‘analytics’…]









	(4)

	
Applying natural language processing







	





	(a)

	
Elimination of empty words:












The elimination of empty words in English that do not add much meaning to a sentence was continued.



	





	(b)

	
Lemmatization:












They can be safely ignored without sacrificing the meaning of the sentence. We proceeded to the lemmatization of the generated n-grams. In this step, the inflected forms of a word were grouped together so that they could be analyzed as a single element, identified by the word’s lemma or dictionary form.



	





	(c)

	
POS tagging:












POS tagging was established. The syntax of the n-grams generated by categorizing words in a text (corpus) in correspondence with a particular part of speech was analyzed, depending on the definition of the word and its context, and then they were filtered by tags, while keeping the works with the tag [‘NOUN’, ‘ADJ’, ‘VERB’, ‘ADV’], as they describe the main concepts and actions in articles, see code 1 in Figure 3.



The final processed text resulting from the last step’s lemmatized words, all of them related to the defined set of accepted tags, was used as input for the following analyses.




4.3.2. Application of the Natural Language Processing and Machine Learning (Stage 2)



4.3.3. Section (a) Topic Modelling Algorithms: LDA Model


Recognizing main topics



	(1)

	
Dictionary word assignment







We proceeded to map words with dictionary IDs which encapsulate the mapping between normalized words (the output of the last stage) and their integer ids.



	(2)

	
Construction of BOW representations







Next, BOW (or bag of words) representations were constructed. In this process, each item in the dataset was converted (changed to a list of words and n-grams) to bag-of-words format, i.e., a list of pairs in the format (token_id, token_count). This representation describes the occurrence of words within a document. There are two parts in it: token_id, which refers to a vocabulary of known words, and token_count, which reflects a measure of the presence of known words. An example output of this form of representation is shown as follows: [(0, 1), (1, 1), (2, 1), (3, 5), (4, 5), (5, 1), (6, 1), (7, 5)…]. This representation shows that the word with id = 0 appears once in the first document (because we have (0,1) in the result) and so on, see Figure 4 below.




4.3.4. Development of a Research Model, see code 3 in Figure 5


Therefore, on the basis of the last steps, we can recognize the resulting main themes (Figure 6).
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Figure 5. Code 3: Development of a Research Model, own elaboration. 
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Figure 6. Selected major topics discovered. 
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To assess the quality of the generated topic models, perplexity and coherence scores were used as measures. From the training corpus, the quality was evaluated by calculating the probability assigned to the text strings of the test corpus. To avoid probabilities that would be too small, perplexity was used. In general, the lower the perplexity, the better the model [31,64]. To address possible limitations of the perplexity measure, human judgment was used to determine when the generated model produced topics with greater coherence in relation to semantically related terms, thereby identifying a global idea of the same topic. Thus, a clear level of identification was achieved considering the mastery of the concepts of the general context [64]. To define the ideal number of topics, we used topic coherence to compare the different possible k values (number of models) with each other, see code 4 in Figure 7.



Looking at the perplexity calculation, a good UMass score value of −9.592358246810036 was obtained. Similarly, the higher the Cv score in coherence, the better the model [36,65]. From the iteration process, the number of topics with the highest coherence score (0.42718850227586297, equivalent to 20) was selected as the optimal value. Similarly, contribution (proportion) tests were performed for the most significant topics. We selected 8 of the 20 topics with the highest contribution and excluded those that did not represent a trend in topics that could be related to a generic domain, such as “software” or “computers”. Both were considered outliers and were excluded based on these two heuristics.




4.3.5. Section (b) Text Clustering Algorithms


Research model development



	
TF-IDF Vectorization:






TF-IDF stands for term frequency inverse document frequency. It takes as input a set of words (representing a text); in our case, it is the output of the first steps of text processing.



The vectorization step transforms the words into a meaningful representation of numbers that is used to adjust the algorithm of the prediction machine (the clustering algorithm in our case). The final result of this step is the TF-IDF of each word that appears in the whole text. TF-IDF (term frequency-inverse document frequency) is a statistical measure that evaluates the relevance of a word in a document in a document collection, see code 5 in Figure 8.



	2.

	
Applying K-Means:







K-means is a data clustering technique that can be used for unsupervised machine learning. It is able to classify unlabeled data into a predetermined number of clusters based on similarities (k). One of the main challenges of this algorithm is to define the best k. To solve this problem, we used the elbow method (next step), It is self-elaborated, not from another author, so it is not cited, the phrase, see code 6 in Figure 9.



	3.

	
Elbow method for optimal k







The elbow method performs k-means clustering on a dataset for a range of k values (say 1 to 10). It consists of two main steps:




	
Performing k-means clustering with all these different values of k.



	
Plotting these points and finding the point where the mean distance to the centroid drops sharply (“elbow”), see Figure 10.











5. Results


The results of this research correspond to the analysis of the informetric stage (stage 1) and the natural language processing (NLP) and machine learning (ML) stage (stage 2) and are presented below. No studies were found that integrated informetric analysis with other ML techniques to study scientific production in competencies in the field of BI&A and organizational leadership.



5.1. Results of Stage 1


5.1.1. Scientific Production According to Documentary Typology


The three types of documents analyzed (i.e., articles, reviews, and conference paper) had different behaviors in terms of the number of publications throughout the study period. We found 561 articles, 658 conference papers and 12 reviews. As for the articles, the greatest number were published in 2020 and then 2018 (83 and 80 documents, respectively). Only 61 were published in 2019. Production of the three document types showed fluctuations during the study period. As for conference papers, two peaks exited: one in 2016 and one in 2019; 72 papers were published in each (Figure 11). In general, their production rate is higher than that of articles. As for the reviews, there was a constant low level of production. As can be seen, 2020 was the year with the highest level of production (four documents).




5.1.2. Most Productive Authors


As can be seen in Figure 12, among the total 3209 authors of the 1231 papers analyzed (Figure 12), 2834 published only one paper, and only one author published 13. This shows that there is a large number of authors with low productivity and a small group of authors who publish a larger number of papers on competencies and professional skills in the area of BI&A in organizations. Additionally, the inverse Lotka model was used, having a goodness-of-fit index (coefficient of determination) of    r 2    = 96.9%, which indicates that the model fits the analyzed data.



As a complementary analysis, the most productive authors (Table 5) of the community examined (seven or more documents) were identified and compared by their main institutions of affiliation and countries, in addition to their Scopus IDs and h-indexes. Most authors are affiliated with institutions in Spain, Canada, France, Austria, Italy, the United States and China. The h-index represents an indicator that uses two indicators (production and number of citations) to show the performance of a researcher based on the distribution of citations in their articles published over a period of time. The h-index values shown in the table include the total production of each author in journals indexed in Scopus. Thus, authors such as John Mylopoulos (53) and Yong Shi (43) have higher h-indexes than the others, which reflects the higher visibility of their papers published in journals indexed in Scopus.




5.1.3. Journals with the Highest Scientific Output


For this analysis, only scientific journals were considered. Of 384 total journals, 11 were the most productive (Table 6), each having a minimum of 5 publications on the subject in the study period. Decision Support Systems and the International Journal of Information Management are the most productive journals with 12 publications each, and they are ranked in quartile 1 (Q1) SJR 2020 of Scopus. As for country, the United Kingdom and the United States have the most productive journals. Among publishing houses, Elsevier has the highest frequency of publications, having three journals in quartile 1.




5.1.4. Indicators of Collaboration


This analysis expresses the dynamics of the evolution of scientific collaboration in terms of the number of authors per document. Of the 1230 papers, 13.1% were written by a single author, 26.4% were written by two authors, 29.1% were written by three authors and 31.4% were published by four or more authors (Table 7).



To further analyze the behavior of collaboration according to publication periods, Figure 13 shows the three indicators that describe this behavior: the collaboration index (CI), the degree of collaboration (DC) and the collaboration coefficient (CC). The top graph shows the CI values indicating the average number of authors per document. In the 1999–2001 period, the highest values were recorded, the average being 3.1 authors per document. From the 2008–2010 period to the 2020–2021 period, there was slight linear growth in the number of authors per paper. The lower part of Figure 13 shows the DC values ranging from 0 to 1. In all periods, more than 80% of the documents were written collaboratively and globally. In turn, 87% of documents were published in collaboration. The CC combines the benefits of the two previous indicators, in addition to considering the difference between authors. The overall value was 0.57, and its maximum value was 0.72 in the 1999–2001 period. In general, there is a growing trend toward collaboration in this field of research.




5.1.5. Visualization of the Network and Keyword Overlay


Co-occurrence analysis was performed on 182 keywords from a population of 2539, which met the threshold of at least three occurrences. In the analyzed documents, each node represents a keyword, and its size is proportional to its number of occurrences. The top part of Figure 14 shows the keyword network visualization map. The colors indicate clusters of related keywords, according to the association strength method provided by the VOSviewer program. A total of 10 clusters, differentiated by colors, were obtained. The terms business intelligence, data mining, data warehouse, big data and OLAP had the highest frequency of occurrence as the central themes of the study, with 589, 145, 135, 118 and 80 occurrences, respectively.



As can be seen in Figure 14, the business intelligence node is the one with the highest number of links. In other words, its centrality is given by the number of links and the position it occupies in the network. In this direction, words such as data warehouse, data mining, big data, olap, decision support system (dss) and machine learning appear. In effect, the centrality (high degree) shows that the studies of the last 20 years have been occupied with relevant research on issues related to BI&A from the technical dimension and with little interest in relating them to management issues. In fact, if we look at Figure 14, words related to management are the ones with the lowest number of links and are positioned at the margins of the network. Balance scorecard, monitoring, reporting, data management, integration and motivation are some examples of words that describe the situation.



The overlay visualization of Figure 15 shows the use of keywords in the documents based on the annual average of the publication that covers the years 2012 to 2018. The evolution of the most important themes according to color can be seen. Thus, the blue color depicts—on average—the most frequent terms in the documents published since 2012 until reaching the red color in 2018. The primary terms include knowledge management (2012); data warehouse, OLAP (2013); data mining, conceptual model and e-commerce (2014); database, decision support system and association rules (2015); data analytics, analytics, business analytics and cloud computing (2016); clustering, big data, big data analytics and sentiment analysis (2017); and ML and data science (2018).



Similarly, as shown in Figure 14, the most frequent topics, both established and emerging, continue to be focused on words associated with BI&A from a technical perspective. There is little presence of words linking BI&A to management.





5.2. Results of Stage 2


5.2.1. Recognition of Main Study Topics in Scientific Production from 1999 to 2021: LDA Model


As can be seen in Figure 16, a first group emerged with three topics that showed greater and growing interest (topics 7, 12 and 16). Indeed, the pattern of topic 7 showed sustained growth since the period 2006–2008 and a steep upward slope during the period 2015–2017. Topic 7 was present in all 20 years of scientific production review. The terms reflected in this topic are related to the domain of industrial applications and empirical studies that are linked to organizational concepts such as capabilities, enterprise and performance (Figure 6).



The second topic showing a high level of interest in Figure 16 is topic 12, for which there was a clear increase in the number of papers; highlighted terms include data, content, processing, real time and unstructured (see Figure 6). Figure 16 shows that since the 2006–2014 period, the topic has experienced considerable growth and has been particularly relevant from 2014 till today.



Finally, in Figure 16, topic 16 shows greater, albeit moderate, growth compared to the others since the 2000–2006 period. Subsequently, since 2006–2008, it had a sustained upward trend; it was the most important during the 2012–2014 period. This topic is centered on studies focused on the company, showing high frequencies of the words customer, mobility, products and costs (Figure 6).



Next, Figure 16 shows a second group (topics 6 and 5) with two topics of growing interest, albeit more moderate than the previous one. In fact, in topic 6, a fairly moderate pattern of interest can be observed during the 2000–2011 decade, and from then onward, there has been sustained growth. This topic is focused on IT architecture/infrastructure for BI, mainly cloud computing, services, security, digital transformation and security (see Figure 6). Figure 16 shows that topic 5 established its presence during the 2006–2008 period; there was an increasing trend from the 2012–2014 period through when the study was conducted. This topic includes the terms analytical approach and big data (Figure 6).



The third group (topics 18, 8 and 0) can be seen in Figure 16. Within the group, topic 18 had interest since the 2000s, although less so in the two groups mentioned above and with a decreasing trend in the last five years. The terms of the highest presence, the terms were queries, OLAP, data warehouse and storage (see Figure 6). Meanwhile, topic 8 showed little significant interest from 2000 to 2014. Since 2014, although there has been slight growth in recent years, this could be explained by COVID-19. The main terms in this vector are sanitation, health, patients and pandemic criteria (Figure 6).



Finally, topic 0, as can be seen in Figure 16, presents a similar pattern to the previous one, probably because of the same reason as topic 8. It is associated with supply chain business processes and logistics issues (Figure 6).




5.2.2. Main Clusters of Scientific Production, Articles from 1999 to 2021: Text Clustering


Figure 17 presents clusters (clusters 4, 1 and 2), and a growth pattern of significant interest can be observed. The strongest trend is of cluster 4, which is focused on data modeling and analytics. Then, there is cluster 1 for BI in general and cluster 2 associated with big data.



Clusters 0 and 3 can also be observed. Cluster 0, which corresponds to data mining, shows moderately increasing interest from 2000 to 2015, and remains steady will the current date. In turn, cluster 3 is associated with decision support systems, showing moderate variations in the pattern of behavior with respect to interest between 2000–2015 and then remaining stable.






6. Discussion


We aimed to shed light on the scientific production carried out over the last 20 years in BI&A associated with the concepts of strategic leadership competencies, with the objective of understanding the development of this field of research and all those skills necessary for professionals who exercise organizational management with BI&A in order to create competitive advantages during the decision-making process.



For this reason, a metric analysis was developed, in which a search protocol was applied and information was retrieved from the world’s most recognized multi-disciplinary database platforms, Web of Science (WoS) Core Collection and Scopus, without a time restriction.



The analysis corresponding to the informetric methodological stage (Stage 1) focused on metrics associated with scientific activity, i.e., scientific collaboration, structural analysis and thematic structure. Indeed, the results of scientific activity according to document typology show that the three document typologies analyzed were reviews, articles and conferences. The latter two have each shown an upward trend over the last 20 years of study, whereas reviews have shown a considerably decreasing trend over the same period. The production of conferences in general is higher than that of articles. In total, 561 are articles and 658 are conferences. Reviews in 2018 and 2020 showed increasing interest by constituting 80 and 83 papers, respectively.



The pattern of the productivity of authors by the number of published papers was analyzed under Lotka’s inverse model [66], showing that 2,834 authors published only one paper; 279 authors published two and 13 papers were published by one author. With a goodness of fit    r 2    = 96.9%, it is shown that there are many authors with low productivity and that a small group of authors publish most of the documents on competencies and professional skills in the field of knowledge in business intelligence (BA) and analytical intelligence (BI).



With respect to the measures of author collaboration in the study period, the number of authors per paper was 3.1 on average and showed an increasing trend from 2008–2010. The highest value was 4.4 CI for the period of 1999–2000. Additionally, more than 80% of the papers were written and published, showing a general trend towards collaboration.



The analysis of the machine learning results (Stage 2) from the application of the topic modelling algorithm (LDA) highlights three topics of increasing interest (topics 7, 12 and 16). In general terms, these three topics had empirical industrial domains with interest in large unstructured data processing with enterprise, market and customer orientations (Figure 6).



The second group (topics 6 and 5) is focused on predictive analytical techniques with enterprise, value and market orientations. These two groups in general terms show the interest in predictive analytical techniques, and in turn, in the need for infrastructure and technological architecture for enterprise transformation to support BI&A evolution.



The third group of topics (topics 18, 8 and 0) is associated with BI&A 1.0, in which it is observed that BI&A’s interest to the areas of health and supply chain and logistics is increasing, which could be explained by COVID-19.



In the analysis of the results of the main clusters of the application of the k-means clustering algorithms, stage 2, of the scientific production in the last twenty years, a group that stands out was found; clusters 4, 1 and 2, which can be placed in a general way within the discovered topics (Figure 6), topics 5, 7, 12 and 16. The same behavioral pattern of scientific interest focused on empirical industrial domains and interest in unstructured big-data processing with orientations towards business, market and customer data analytics (Figure 18).



The results of the main clusters, after the application of k-means clustering (stage 2), with respect to scientific production over the last twenty years, showed a group that stands out: clusters 4, 1 and 2 can be located within topics 5, 7, 12 and 16. It shows the same behavioral pattern of scientific interest focused on empirical industrial domains, such as unstructured big-data processing with orientations towards business, market and customer data analytics (Figure 11).



Cluster 0 can be related to topics 18, 8 and 6 in Figure 6, which present interest in business, value and market-oriented predictive analytical techniques, and in turn, to the infrastructure and technology architecture needs for organizational transformation for BI&A. Finally, cluster 3 could be broadly associated with the themes discovered in topic 0, i.e., supply chain, logistics and projects supported by decision support systems (DSS) (Figure 11).



Look at Figure 16: a pattern of behavior can be seen in the eight main themes discovered in relation to the results in Table 7, with respect to the distribution of publications over 20 years. Indeed, there is a consistent relationship that shows that during the first 10 years there has been an increase in the number of studies in the field of strategic leadership competencies in BI&A. There has been a total of 101 publications (Table 7). In the same vein, the graph of topics in Figure 6 also shows a growing pattern of interest in topics such as big data, real time, data analytics, cloud, security, customers and mobility. Scientific production is predominant in this area: there have been 38 publications by two authors and 24 publications by three and four or more authors. In this sense, consistency can be observed when the increasing pattern of publications is present in two of the main groups of topics, modelling and data analysis and BI in general (Figure 17).



Now, at the end of the recent decade, in 2017–2019, as can be noticed in Table 7, the total number of publications in the field of study almost quadrupled, going from 101 publications to 376. Of them, a total of 143 publications were published by one or two authors and 233 publications by three or more authors. This increase happened from 2014 onwards (Table 7). In the same period, the results of topics obtained also showed strong growth and focuses on case studies, capacity, analytics, prediction and big data. Relating the topics to the results of the clusters confirmed the growing pattern of scientific production on competencies in BI&A belonging to the study clusters on big data, data modelling and analysis and BI in general (Figure 17). The most productive journals in research on strategic leadership competencies in BI&A were to be found based in The Netherlands, the United Kingdom, the United States, Sweden and Spain (Table 6).



The results of the keyword network analysis of the scientific production (Figure 14) show that the most recurrent groups of central themes are business intelligence, data mining, data warehouse, big data and olap, and show consistency with the results obtained from the application of the unsupervised algorithmic technique (LDA) (Figure 6), which picked out analytical capacity, prediction and big data. Likewise, the thematic evolution having the highest presence between 2012 and 2018 (Figure 15), when applying the informetric techniques, resulted in the following themes: database, decision support system and association rules (2015); data analytics, analytics, business analytics and cloud computing (2016); clustering, big data, big data analytics, predictive analytics and case study (2017); and machine learning. Indeed, these themes are entirely consistent with the findings from the results of the text clustering algorithm, confirming the pattern of clusters of study themes into big data, data modelling and analytics and BI in general (Figure 17).




7. Conclusions


In summary, with regard to the results of the descriptive study (stage 1) of the scientific production on strategic leadership competencies in BI&A in the last 20 years, it can be affirmed with an    r 2     = 96.9% that a small group of authors published most articles. Of the total number of authors, the majority produced little on the subject of study.



With regard to the results of our study applying machine learning (ML) and natural language processing (NLP) techniques, eight topics were identified with good scores, which were focused on empirical industrial domains focusing on unstructured big-data processing oriented towards the company, market and customer. The other topics discovered (5 and 6) can be said to be oriented towards predictive analytical techniques and studies of a company’s technological infrastructure and architecture to support the evolution of BI&A, and these topics (8 and 0) very likely emerged due to the COVID-19 changes. On the one hand, BI&A techniques relate to health issues, and on the other hand, to logistics and distribution.



Taking as a reference the LDM-BI&A model [40] that specifies leadership and BI&A competencies composed of six dimensions—(I) professional capability development domain for business managers in BI&A; (II) pro-business environment domain for business managers’ learning about BI&A; (III) integrating BI&A skills for their expert work (mental habits) domain; (IV) BI&A strategic vision domain—a relationship can be established by classifying the key result terms present in the semantic network (Figure 14) with each of the competency dimensions of the LDM-BI&A model, under a general criterion on competencies, given that the key terms are not written in a context of action to put into practice. A proportion of the key terms present in the semantic network is obtained for each dimension of LDM-BI&A [22].



Consequently, it is possible to conclude that for the domain enabling an environment for business managers to learn about BI&A, related to establishing an adequate working environment that allows peer support, identification, dissemination of good practices and active learning of technologies associated with business intelligence and analytics or BI&A, the proportion of key terms present in the semantic network is low, at 0.72%. Similarly, the proportion of key terms considered as competencies associated with the domain that integrates BI&A skills into expert work (habits of mind), which is related to analytics for solving organizational problems, is considerably poorly represented, at only 3.01%. Finally, the BI&A strategic vision domain represents 3.37% of the keywords. It linked to the ability to think creatively about the future and to analyzing the effects of external (political, social, cultural and economic aspects of the country) and internal (of the organization) factors or variables.



The results show a high proportion for the domain of the development of professional capabilities for business managers in BI&A: 92.29 %. This shows that the development of professional capabilities is the most represented dimension, representing a set of technical and theoretical skills and knowledge on business intelligence and analytics, data analysis, statistical techniques (descriptive, bivariate, inferential, etc.), platforms and applications associated with business intelligence (BI).



Therefore, this study sheds light on the state of the art of BI&A in the field of strategic competencies for organizational leadership, contributing to informing readers that the dimensions of strategic leadership in BI&A is a fertile and largely unexplored field. This study can be used as a framework to advance the design of new research.




8. Limitations and Suggestions


We recommend advancing research involving concepts and theories underlying other disciplines focused on leadership competencies in BI&A, with a focus on professional competencies for business managers in BI&A. This could help progress our understanding of the development of competencies to enable an adequate work environment involving peer support, identification, dissemination of good practices and active learning of technologies associated with BI&A. It could also assist in further understanding the development of competencies of leaders to establish an enabling environment for learning in BI&A and integrating BI&A skills in expert work, thereby organizing BI&A for the sake of a strategic vision.



It is recommended to enhance this research methodology with future studies on the analysis of scientific production involving the application of advanced AI techniques and models, and to develop multidisciplinary research that integrates leadership, human resources and management theories with BI&A studies. In that direction, the work of Musarra, et al. (2022), regarding emotions, cultural intelligence and mutual trust in technology and business relationships, concludes that partner companies that freely express and understand each other’s emotions and feelings are more likely to have a relationship characterized by mutual trust and confidence, and that each party will deliver on its obligations and promises. In other words, a range of leadership skills have a significant effect on business performance, particularly in the context of the major development that BI&A is experiencing [67].



Consequently, extending and integrating various theoretical bodies and methodologies for a thorough understanding of the reciprocal effects of leadership and BI&A on business value creation is a challenge that needs to be addressed in future research.



A limitation of this work is the need to increase the validation by experts so that they can analyze and classify the terms present in the keyword network in order to place them in a specific (not general) context in each dimension of the LDM-BI&A model.
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Figure 1. Methodological design for information analysis prepared by the authors. 
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Figure 2. Methodological process for search, collection, selection, normalization and inclusion of records for the study. 






Figure 2. Methodological process for search, collection, selection, normalization and inclusion of records for the study.



[image: Mathematics 11 00034 g002]







[image: Mathematics 11 00034 g003 550] 





Figure 3. Code 1: POS tagging, own elaboration. 
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Figure 4. Code 2: Recognizing main topics, own elaboration. 
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Figure 7. Code 4: metrics perplexity and coherence, own elaboration. 
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Figure 8. Code 5: TF-IDF Vectorization, own elaboration. 
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Figure 9. Code 6: Applying K-Means, own elaboration. 
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Figure 10. Elbow method for optimal k own elaboration. 
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Figure 11. Evolution of scientific production (1999–2021) according to documentary typology. 
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Figure 12. Productivity of authors according to number of published papers using Lotka’s inverse model. Note: ND: number of documents, NA: number of authors. 






Figure 12. Productivity of authors according to number of published papers using Lotka’s inverse model. Note: ND: number of documents, NA: number of authors.



[image: Mathematics 11 00034 g012]







[image: Mathematics 11 00034 g013 550] 





Figure 13. Collaboration index (CI), degree of collaboration (DC) and collaboration coefficient (CC) of authors (1999–2021). 
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Figure 14. Network visualization map. 
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Figure 15. Keyword overlay map. 
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Figure 16. Graph of the pattern of behavior of the main topics discovered. 
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Figure 17. Graph of the distribution of all the clusters (five article groups) over time. 
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Figure 18. Predominant word cloud by discovered article cluster. 
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Table 3. Advanced search equation for each bibliographic database.
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	Web of Science
	Scopus





	TS = (“business intelligence” AND (analytical OR strategic OR analysis OR descriptive OR predictive OR prescriptive OR competitive OR “Analytics 1.0” OR “Analytics 2.0” OR “Analytics 3.0” OR “Analytics 4.0”) AND (Leadership OR Models OR Competenc * s OR “competency center” OR leadership OR capability * OR skill * OR ability *) AND (“big data” OR “data warehouse” OR “machine learning” OR “predictive modeling” OR mobile OR dashboard OR cloud OR “data mining” OR “Artificial Intelligence” OR OLAP) AND (exploratory OR benefits OR implementation OR solutions OR success OR satisfaction OR decision OR continuum OR management OR adoption OR benefits OR implementation))

 

Refined by: DOCUMENT TYPES: (Article OR review OR proceedings papers)

Indexes: SCI-EXPANDED, SSCI, A&HCI, ESCI.
	TITLE-ABS-KEY (“business intelligence” AND (analytical OR strategic OR analysis OR descriptive OR predictive OR prescriptive OR competitive OR “Analytics 1.0” OR “Analytics 2.0” OR “Analytics 3.0” OR “Analytics 4.0”) AND (leadership OR models OR competenc * s OR “competency center” OR leadership OR capability * OR skill * OR ability *) AND (“big data” OR “data warehouse” OR “machine learning” OR “predictive modeling” OR mobile OR dashboard OR cloud OR “data mining” OR “Artificial Intelligence” OR olap) AND (exploratory OR benefits OR implementation OR solutions OR success OR satisfaction OR decision OR continuum OR management OR adoption OR benefits OR implementation)) AND (LIMIT-TO (DOCTYPE, “cp”) OR LIMIT-TO (DOCTYPE, “ar”) OR LIMIT-TO (DOCTYPE, “re”))







(Metacharacter *: Represents characters or ranges of previous values that can be matched zero or more times).
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Table 4. Description of bibliometric indicators and analysis tools.
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Analyzed Dimensions

	
Indicators/Variables: Description






	
Scientific activity

	
Scientific Production




	

	
Number of texts: Calculated by year and by type



	
Lotka’s law of productivity of authors



	
Productivity by scientific journal









	
Scientific collaboration

	

	
Collaboration index



	
Degree of collaboration



	
Collaboration coefficient









	
Structural analysis

	
Statistical technique and variables




	
Thematic structure

	
Keyword co-occurrence network
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Table 5. Top 9 most productive authors by number of papers, institution, country, Scopus ID and h-index.
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	N°
	Author
	NT
	Main Institution & Country
	Scopus ID
	H-Index *





	1
	Trujillo, Juan Carlos
	13
	Universidad de Alicante

Spain
	7103051196
	29



	2
	Mylopoulos, John
	11
	University of Toronto

Canada
	7005652259
	53



	3
	Bimonte, Sandro
	10
	Université Clermont Auvergne

France
	15074087900
	14



	4
	Maté, Alejandro
	10
	Universidad de Alicante

Spain
	42961909600
	14



	5
	Schrefl, Michael
	9
	Johannes Kepler University Linz

Austria
	6603818133
	17



	6
	Carta, Salvatore Mario
	8
	Università degli Studi di Cagliari

Italy
	7004254388
	24



	7
	Saia, Roberto
	8
	Università degli Studi di Cagliari

Italy
	56029094200
	14



	8
	Goul, Michael
	7
	W. P. Carey School of Business

United States
	6701579478
	16



	9
	Shi, Yong
	7
	Chinese Academy of Sciences

China
	7404963015
	43







Note: NT: number of texts on the subject, * Scopus h-index, 10 February 2022.
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Table 6. Most productive journals by country, number of documents, quartile and publisher.
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	No.
	Journal
	Country
	NT
	Quartile *
	Publisher





	1
	Decision Support Systems
	Netherlands
	12
	Q1
	Elsevier



	2
	International Journal of Information Management
	United Kingdom
	12
	Q1
	Elsevier



	3
	Expert Systems with Applications
	United Kingdom
	10
	Q1
	Elsevier



	4
	Communications of the Association for Information Systems
	United States
	8
	Q2
	Association for Information Systems



	5
	IEEE Access
	United States
	7
	Q1
	Institute of Electrical and Electronics Engineers



	6
	Journal of Intelligence Studies in Business
	Sweden
	7
	Q2
	Halmstad University



	7
	Journal of Computer Information Systems
	United Kingdom
	6
	Q1
	Taylor and Francis



	8
	Sustainability (Switzerland)
	Switzerland
	6
	Q1
	MDPI AG



	9
	Journal of Database Management
	United States
	5
	Q3
	IGI Publishing



	10
	Management Decision
	United Kingdom
	5
	Q1
	Emerald Group Publishing



	11
	Information Professional
	Spain
	5
	Q1
	The Information Professional







Metacharacter *: Represents ranges of values 1 to 4.
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Table 7. Distribution of publications by year and number of authors.
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No. of Authors

	
Year of Publication

	
Total




	
1999–2001

	
2002–2004

	
2005–2007

	
2008–2010

	
2011–2013

	
2014–2016

	
2017–2019

	
2020–2021






	
1

	
0

	
3

	
9

	
15

	
29

	
38

	
48

	
19

	
161 (13.1%)




	
2

	
1

	
5

	
12

	
38

	
54

	
70

	
95

	
50

	
325 (26.4%)




	
3

	
1

	
9

	
19

	
24

	
51

	
88

	
115

	
51

	
358 (29.1%)




	
≥4

	
3

	
6

	
14

	
24

	
54

	
84

	
118

	
83

	
386 (31.4%)




	
Total

	
5

	
23

	
54

	
101

	
188

	
280

	
376

	
203

	
1230
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# Create Dictionary
id2word = corpora.Dictionary(data_ lemmatized)

# Create Corpus
texts = data_lemmatized

# Term Document Frequency
corpus = [id2word.doc2bow(text) for text in texts]

# View
print(corpus[:1])
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# Compute perplerity
print("\nperpleity: *, bestmodel.Log peplextty(corpus)) # a seasure of haw good the sodel . Lover e better.

# Compute Coherence score.
coherence_sodel_16a - Coneenceliode(sodlbest_odel, textsedata leseatized, dictionaryeidzd, coherences'c v')
caherence_Lda - coherence soce] 1. get_ coneence()

print("\naherence Scoe: *, coherence_1d2)

Perplenity: -9.se2356206810035

Coherence Score: 0.42716856227566297
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# Compute Perplexity
print( \nPerplexity: °, best model.log perplexity(corpus)) # a measure of how good the model is. Lower the better.

# Compute Coherence Score

coherence _model lda = CoherenceModel(model=best model, texts=data lemmatized, dictionary=id2word, coherence="c v')
coherence lda = coherence model lda.get coherence()
print('\nCoherence Score: ', coherence lda)

Perplexity: -9.592358246810836

Coherence Score: ©.42718858227586297
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true k = 5

model = KMeans (n clusters=true k, init='k-means++', max iter=400, n init=50)
model . fit (X) - B - B
labels=model.labels

data cl=pd.DataFrame (list(zip(df['Title'], labels)),columns=["'title', 'cluster’
1)

print (data cl.sort values (by=['cluster']))
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# Build LoA model

best_model - gensim.nodels. 1danodel.. L datodel (<orpu
id2word=idaword,
num_topic
randon_state-100,
update_every-1,
chunksize-100,

alpha-"auto’
per_word_topics-True)
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# Do lemmatization keeping only noun, adj, vb, adv
data_lemmatized = lemmatization(data words bigrams, allowed postags=['NOUN', 'ADJ', 'VERB', 'ADV'])

print(data_lemmatized[:1])

[['apply', 'big', 'datum', ‘'analytic', 'higher_education', 'systematic', 'mapping', 'study', 'higher_education', 'system', 's’
'become’, 'increasingly', 'absorb', 'apply', 'big', 'datum', ‘'analytic', 'due’, 'competition', 'well’, 'economic', 'pressure’,
'many', ‘'study', 'conduct', 'apply', 'big', 'datum', 'analytic', 's', 'however', 'systematic', 'review', 'sr', 'research', 'sca
rce', 'author', 'conduct', 'systematic', 'mapping', 'study’', 'address', 'deficiency', 'qualitative', 'quantitative', 'analysi
s', 'mapping', 'study', 'result', 'highlight', 'research', 'progression’', 'identification', 'major', 'theme', 'subtheme', 'moti
vation', 'factor', 'major', 'challenge', 'category', 'tool', 'support', 'technique', 'model’, 'apply', 'big', 'datum’', ‘analyti
c¢', 'higher_education', 'result', 'contribute', 'ongoing', 'research', 'apply', 'big', 'datum', ‘'analytic', 's', 'provide', 'we
11', 'understand', 'level’, 'contribution', 'research', 'well’, 'identifie', 'gap', 'future', 'research’', 'direction']]
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from sklearn.feature extraction.text import TfidfVectorizer
vectorizer = Tfidfvectorizer ( stop_words = { ‘english’ })
X = vectorizer . fit_transforn ( df [ ‘Titulo’ ])

import matplotlib.pyplot as plt
from sklearn.cluster import Kieans
Sun_of_squared_distances = []

K = rango (2, 10)

para k en K :

kn = KMeans ( n_clusters = k , max_iter = 200 , n_init = 20 )

km = kn . ajuste ( X )

Suma_de_distancias_cuadradas . adjuntar( km . inercia_ )
plt . trazar (K, Suma_de_distancias_cuadradas , ‘bx-" )
plt . xlabel ( 'k’ )
plt . ylabel ( 'Suma_de_distancias_cuadradas’ )
plt . title ( 'Método del codo para k Sptimo’ )
plt . mostrar ()
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# Build LDA model

best model = gensim.models.ldamodel.lLdaModel (corpus=corpus,
1d2word=1d2word,
num_topics=20,
random state=100,
update every=1,
chunksize=100,
passes=10,
alpha="auto’,
per word topics=True)
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from sklearn.feature extraction.text import TfidfVectorizer
vectorizer = TfidfVectorizer ( stop words = { 'english’ })
X = vectorizer . fit transform ( df [ 'Titulo® ])

import matplotlib.pyplot as plt
from sklearn.cluster import KMeans
Sum_of squared distances = []

K = rango ( 2 , 18 )

para k en K :

km = KMeans ( n clusters = k , max iter = 2868 , n_init = 28 )

km = km . ajuste ( X )

Suma_de distancias cuadradas . adjuntar( km . inercia_ )
plt . trazar ( K , Suma de distancias cuadradas , ‘'bx-" )
plt . xlabel ( k" )
plt . ylabel ( 'Suma_de distancias cuadradas’ )
plt . title ( "Método del codo para k 6ptimo” )
plt . mostrar ()
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