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Abstract: Despite the success of deep learning models, it remains challenging for the over-parameterized
model to learn good representation under small-sample-size settings. In this paper, motivated by
previous work on out-of-distribution (OoD) generalization, we study the representation learning
problem from an OoD perspective to identify the fundamental factors affecting representation quality.
We formulate a notion of “out-of-feature subspace (OoFS) noise” for the first time, and we link the
OoFS noise in the feature extractor to the OoD performance of the model by proving two theorems
that demonstrate that reducing OoFS noise in the feature extractor is beneficial in achieving better
representation. Moreover, we identify two causes of OoFS noise and prove that the OoFS noise
induced by random initialization can be filtered out via L2 regularization. Finally, we propose a novel
data-dependent regularizer that acts on the weights of the fully connected layer to reduce noise in
the representations, thus implicitly forcing the feature extractor to focus on informative features and
to rely less on noise via back-propagation. Experiments on synthetic datasets show that our method
can learn hard-to-learn features; can filter out noise effectively; and outperforms GD, AdaGrad, and
KFAC. Furthermore, experiments on the benchmark datasets show that our method achieves the best
performance for three tasks among four.

Keywords: deep neural network; representation space; fully connected layer; feature extractor
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1. Introduction

Although deep learning has made great progress in recent years, many questions
remain to be answered, such as why some models can generalize well despite the fact that
they are over-parameterized [1], why adversarial examples exist [2], why representations
learned by models are difficult to transfer across various domains [3], and why handling out-
of-distribution (OoD) samples is difficult for models [4]. Thus, the mechanisms underlying
deep learning still require further exploration. In particular, in the small-sample-size
regime, models are more prone to overfitting. In order to achieve better generalization,
careful capacity control is needed via methods such as regularization.

We consider deep neural networks (DNNs) to be a functional composition of the fol-
lowing form: h ◦ ϕ : X → Y = {1, . . . , K} , where ϕ : X → Z denotes a feature extractor
that maps the input into an internal representation space Z and then a linear classifier
h : Z → Y is used to predict the class label. We can infer that, in a small-sample-size
setting, good generalization performance depends more on good representations. However,
most research on generalization [5,6] is based on an assumption that the training and test
samples are from the same distribution, and many studies on representation learning [7,8]
are based on this assumption; however, the theoretical bounds, methods, and experimental
studies based on such an assumption cannot guarantee that the model learns good rep-
resentations, especially in situations where the sample size is small. Specifically, biases
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of stochastic gradient descent (SGD) and cross-entropy loss might maximize the margins
of the training set [9], which seems beneficial for generalization with sufficient data and
under the i.i.d. assumption. However, for more complex and difficult applications, such as
domain generalization (DG) [3,10,11], open set recognition (OSR) [4,12], or OOD general-
ization [13,14], or in situations with insufficient training samples [15], these representations
may not be sufficient.

Inspired by the questions and research in fields such as OSR and OoD generalization,
here, we study a representation learning problem under a small-sample-size setting via a
broader perspective, i.e., we take both in-distribution generalization and OoD generaliza-
tion performance into consideration to learn better representations. This paper is based
on the following assumption: A good representation should achieve good in-distribution
performance, without compromising OoD performance. Therefore, we argue that good
OoD performance may be an indicator of good representation.

The first questions we ask are as follows: What is a good representation? Or, what
makes a good feature extractor? However, these questions are not easy to answer; hence,
we ask the following questions instead:

What makes a not-so-good feature extractor? Why does the model learn a poor ϕ?
What is the impact of a poor (noisy) ϕ? Additionally, how can we encourage the model to
learn a better ϕ?

In this paper, we try to explore these questions from a signal-processing perspective.
Specifically, we formulate the notion “out-of-feature subspace (OoFS) noise” for a single-
hidden-layer neural network with the aid of a feature dictionary and employ this notion
to characterize “what makes a poor ϕ”, i.e., when ϕ contains a lot of “OoFS noise”. We
identify two causes of such a noisy ϕ and study the impact of OoFS noise in ϕ on random
OoD samples. Furthermore, we propose a data-dependent regularizer that acts on the
weights of the fully connected layer and rely on the back-propagation scheme to force ϕ to
focus more on signal and to rely less on noise.

The way we consider the representation learning problem is similar to the hypoth-
esis in [16], in which the author tried to explain the success of dropout training as such:
dropout achieves gains much like a marathon runner who practices at altitudes, i.e., once a
model learns to perform well on corrupted training samples, it performs very well on an
uncorrupted test set. In our study, we seek to improve the performance of representation
learning by forcing the model to solve a more difficult problem. Intuitively, we argue that
the OoFS noise in ϕ acts as an indicator of the quality of ϕ and a noisy ϕ hurts generaliza-
tion. Under this assumption, we require the model to seek a solution that contains less
OoFS noise and view this kind of solution as a better solution that may be beneficial for
generalization potentially.

Our contributions are as follows:

(1) Using a data model based on a feature dictionary, we propose the notion of OoFS
noise and argue that OoFS noise is a factor that leads to poor representation and hurts
generalization. To our knowledge, we are the first to propose this notion. Additionally,
we theoretically study OoFS noise in the feature extractor of a single-hidden-layer
neural network and prove two theorems to (probabilistically) bound the output of a
random OoD test point. Moreover, we identify two sources of OoFS noise and prove
that OoFS noise due to random initialization can be filtered out via L2 regularization
(Section 3).

(2) Because both the noises in the data and the model are embedded in the representations,
we propose a novel approach to regularizing the weights of the fully connected layer
in a data-dependent way, which aims to reduce noise in the representation space and
implicitly force the feature extractor to focus more on informative features instead of
relying on noise (Section 4).

(3) We propose a new method to examine the behavior and to evaluate the performance
of a learning algorithm via a simple task. Specifically, we disentangle the model’s
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performance into two distinct aspects and, thus, inspect each aspect individually
(Section 5.1).

The rest of the paper is structured as follows: In Section 2, we review related work.
In Section 3, we consider a data model based on a feature dictionary and a single-hidden-
layer convolutional neural network and present some novel notions under this setting;
then, we study the impact of OoFS noise in the feature extractor on OoD test samples
theoretically. Based on this understanding, in Section 4, we focus on the signals and
noise in the representation space of DNNs and propose a data-dependent regularization
method that acts on the weights of the fully connected layer. In Section 5, we present
the experimental results on synthetic and benchmark datasets. Finally, we provide the
conclusions in Section 6.

2. Related Work

Two lines of previous work are related to our work. The first focuses on the feature
learning process. Among them, the authors of [17] studied a two-layer ReLU network
and proved that the feature learned by each neuron contains a non-robust dense mixture
of the features, and these mixtures are one of the causes of adversarial examples. The
authors suggested that adversarial training is actually a feature purification process. The
authors of [18] designed a multi-view data model and proposed that, when the dataset has
this multi-view structure, a network trained with cross-entropy loss via gradient descent
(GD) quickly picks up a subset of features for each label such that the majority of the
training examples are classified correctly; then, the model memorizes the remaining single-
view data without learning other informative features. The authors of [19] studied how
momentum improves generalization and proved that a model trained via GD initially only
learns the large-margin data and then memorizes the remaining small-margin data. In
contrast, a model trained via GD with momentum accumulates large historical gradients
and, thus, can keep learning features and memorizing less noise. The authors of [20]
considered a linear DNN and proposed that the learning dynamics is closely related to
the singular value decomposition (SVD) of the input–output correlation matrix and that
modes with stronger explanatory power, as quantified by the singular value, are learned
more quickly. The authors of [21] studied the learning dynamics of a single-hidden-layer
ReLU neural network and showed that input norm and the features’ frequency in the
dataset lead to distinct convergence speeds, which might be related to the generalization
performance of the model. They identified a phenomenon named gradient starvation,
where the most frequent features in a dataset prevent the learning of other less frequent but
equally informative features. The authors of [22] defined gradient starvation via the SVD of
the neural tangent random feature (NTRF) matrix to characterize the phenomenon in which
the model minimizes cross-entropy loss by capturing only a subset of features and fails
to discover other predictive features. The authors also provided a theoretical explanation
for this feature imbalance. The authors of [23–26] studied the simplicity bias in DNNs,
i.e., the model can rely on the simplest features and remains invariant to other predictive
complex features. The authors of [27] split the Jacobian spectrum into “information” and
“nuisance” spaces associated with large and small singular values and showed that the
generalization capability of the model is controlled by how well the label vector is aligned
with the information space. Many studies have tried to improve the feature learning
process from an optimization perspective. The authors of [28] proposed the AdaGrad
optimization algorithm; they used historical information of gradients to enable the model
to better learn those highly predictive but rare features that are hard to learn. The authors
of [29] proved that natural gradient descent (NGD) [30] outperforms GD in the misaligned
setting, whereas GD has an advantage when the signal is aligned. The authors showed
that a preconditioned update that interpolates between GD and NGD can be performed to
obtain an optimal empirical risk.

The second line related to our work is the capacity control based on explicit or implicit
regularization. Among them, weight decay is widely used, and it has been proven that,
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for SGD, weight decay is equivalent to L2 regularization with a specific regularization
coefficient [31]. It is well known that, for underdetermined least square problems, GD
converges to the minimum Euclidean norm solution, and for logistic regression problems,
GD converges to the L2 maximum margin separator [9]. However, the bias towards the
minimum Euclidean norm or the max-margin solution is not necessarily optimal. The
authors of [32] proposed that this bias is one of the failure modes of OoD generalization.
The authors of [33] proved that max-margin bias induces bias towards non-robust networks.
The authors of [34,35] suggested that capacity control based on L2 norm is not necessarily
well linked to generalization performance. The authors of [36] studied a linear predictor
for the ridgeless least square problem and provided a bias-variance decomposition of the
prediction risk, where the bias term was expressed by a matrix norm with respect to the
covariance of the data; this hints at the generalization being related to the geometry of
the data. The authors of [37] identified a regularization effect induced by a dynamical
alignment of the neural tangent kernel (NTK) along a small number of task-relevant
directions and showed that meaningful norm-based capacity control is closely related to
the geometry of features and labels. The authors of [38] proved that, for matrix completion,
dropout induces a data-dependent regularizer that directly controls the complexity of the
underlying class of DNNs. The authors of [39] showed that dropout can be viewed as
a low-rank regularizer with data-dependent singular-value thresholding. The authors
of [40] considered a single-hidden-layer linear neural network, and showed that, as a
regularizer, dropout is closely related to path regularization. The authors of [41] showed
that dropout can be viewed as a form of adaptive regularization and is related to AdaGrad,
and that the dropout regularizer is first-order equivalent to an L2 regularizer applied
after scaling the features using an estimate of the inverse diagonal Fisher information
matrix. The authors of [42] considered the cross-domain generalization problem and
proposed a method that iteratively challenges the dominant features to force the network
to activate remaining features. The authors of [43] proposed a Jacobian regularizer to
increase the margins of a model under input perturbations. Moreover, many studies
regularized activations in the latent space to improve generalization. The authors of [44]
proposed a regularizer to encourage diverse representations by minimizing the cross-
covariance of hidden activations. The authors of [45] proposed performing class-wise
regularization to minimize the pairwise distances between representations of a class. Finally,
the authors of [15] proposed a topological regularizer that acts on the samples drawn from
the probability measure of the representation space and proved the existence of a mass
concentration effect, which is beneficial for generalization.

3. Theoretical Analysis of the Noise in Hidden Neurons

When training and test data are sampled from the same underlying distribution and
when the amount of data is sufficient, things are, in some sense, controllable most of the
time; a noisy model may still achieve good performance because neurons can cooperate to
cancel noise for the in-distribution input. However, things can change wildly under more
complex settings, such as, for OoD samples, the model extrapolating arbitrarily and the
noise hurting generalization in an unpredictable manner. In small-sample-size learning,
we face a similar problem. In this paper, we argue that to achieve good performance when
data are insufficient, understanding the signal and noise in the model is crucial, and this
knowledge can be incorporated into the learning algorithm as a means of capacity control.

Therefore, in this section, we focus on the signal and noise in the model theoretically;
in particular, we consider the noise in the OoF subspace (we refer to it as “OoFS noise”
for simplicity in the following) in the hidden neurons. We first introduce the data model
and the neural network model; then, we present some notions and theoretical analyses.
Specifically, we bound the impact of the OoFS noise in the model on random Gaussian OoD
test samples using Theorem 1 and Theorem 2, thus linking OoFS noise to generalization.
We also identify two causes of OoFS noise in the model; the first cause is due to the noise
in the training data, which is memorized by the model, and this memorization can be
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reduced via a better feature learning process; the second cause is due to the noise induced
by random initialization, and it can be reduced via proper capacity control methods, such
as L2 regularization, as formulated in Theorem 3.

3.1. Data Distribution, Model, and Definitions

To understand the learned features from a signal-processing perspective, in particular,
to understand the signal and noise in neurons, we need to consider the signal and noise in
the data first. In this subsection, we adopt a data model based on a feature dictionary [17]
to formulate some notions.

Let M ∈ Rd×D be a feature dictionary. There are D features in the dictionary, and each
feature is a d-dimensional vector. We denote the i-th feature by Mi, i.e., the i-th column
of M. For simplicity, we adopt the same assumption as in [17]; let D = d and M be a
unitary matrix, i.e.,

〈
Mi, Mj

〉
= 0. Assume that the training data are generated based on

this dictionary. We denote the training set by {xi, yi}n, where xi is the input, yi is the label,
and n is the number of training samples. Furthermore, assume that each input is composed
of P patches; let it be xi = (xi[j])j∈P.

Take a binary classification task as an illustrative example: Let d > 4. Assume that the
points in Class 1 contain features M1 and M2 and that the points in Class 2 contain features
M3 and M4. Figure 1 shows a sample from Class 1. We refer to M1~M4 as the ground-truth
features and denote the submatrix composed of the first four columns of M by M f ∈ Rd×4.

Figure 1. Illustration of a data point from Class 1.

Under the above setting, we can decompose the d-dimensional space spanned by the
columns of the feature dictionary M into two subspaces: (1) One is the feature subspace (FS;
note that this is not the feature space in the DNN literature) relevant to the task, denoted
by Fspan. We view it as the signal subspace. In this example, it is the subspace spanned
by {M1, M2, M3, M4}. (2) The other is the out-of-feature subspace (OoF subspace, OoFS).
The other d− 4 features in the dictionary are not relevant to the task as they span the OoF
subspace. This subspace is the orthogonal complement of the feature subspace; we denote
it by F⊥span and view it as the noise subspace (with respect to the current task).

Next, considering the support of the data distribution, the feature subspace can be
further divided into two subsets: (1) If there is no OoFS noise in the data, then the support
of the data distribution is generally a bounded subset of the feature subspace Fspan. We
call it the “data support in the feature subspace”, denoted by suppFspan

(X). When there is
OoFS noise in the data, suppFspan

(X) corresponds to the projection of the support onto the
feature subspace. (2) The complementary set of suppFspan

(X) (CoS) in the feature subspace
is denoted by Fspan − supp(X).

Figure 2 shows the division of the d-dimensional space. From this viewpoint, we argue
that a good model should focus on the signal in the feature subspace instead of relying on
the OoFS noise, and the learning algorithm should filter out the OoFS noise in the model as
much as possible.
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Figure 2. The division of the d-dimensional space according to the task-relevant features and the
data distribution.

In the following, to keep the theoretical analysis simple, we follow the setting in [19]
and consider a special case, i.e., there is only one feature M1 relevant to the task; we denote
it by w∗ for simplicity. The data distribution is determined as follows:

(1) Uniformly sample the label y from {−1, 1}.
(2) Let xi = (xi[1], . . . , xi[P]), where each patch xi[j] ∈ Rd.
(3) Signal patch: choose one signal patch P(x) ∈ [P] such that x[P(x)] = cw∗, where

c ∈ R, w∗ ∈ Rd, and ‖w∗‖2 = 1.
(4) c is distributed as c = αy with probability 1− µ, and c = βy otherwise, where α� 1

corresponds to the majority of the samples that have a large margin and β � 1
corresponds to the minority of samples that have a small margin.

(5) Noisy patches: x[j] ∼ N(0, (Id −w∗w∗T)σ2), for j ∈ [P]\{P(x)}.
Now that we have defined the data distribution and differentiated the signal and

noise in the data, we are in a place to study the signal and noise in the model. Consider a
single-hidden-layer neural network as in [19]:

fW(x) = ∑m
r=1 ∑P

j=1〈wr, x[j]〉3 (1)

where m is the number of hidden neurons, and the weights of the first layer are denoted
by W ∈ Rm×d. We denote the r-th row of W by wr ∈ Rd, corresponding to the incoming
weights of the hidden neuron r. We refer to wr as the feature (i.e., the hidden weight) of the
r-th neuron. The weights of the second layer are fixed to 1m.

Then, we can characterize and measure signals and OoFS noise in the neurons during
training. Let r ∈ [m], i ∈ [N], j ∈ [P]\{P(x)}, t ≥ 0, and the hidden weight of the r-th
neuron at time t be denoted by w(t)

r . Let ∇wr L̂(W(t)) represent the gradient of L̂ with
respect to wr. Let c(t)r =

〈
w(t)

r , w∗
〉

be the projection of w(t)
r onto the ground-truth feature

w∗, which can be viewed as the signal contained in the hidden weight of the r-th neuron. Let
v(t)

r = w(t)
r − c(t)r w∗ be the projection of w(t)

r onto the OoF subspace, which can be viewed
as the OoFS noise contained in the hidden weight of the r-th neuron. Let c(t) = c(t)rmax be the

maximum signal, where rmax ∈ argmaxr∈[m]c
(t)
r . Let Ξ(t)

i,j,r =
〈
wt

r, xi[j]
〉

for j ∈ [P]\{P(xi)}.
The objective is L̂(W) = 1

N ∑N
i=1 log(1 + exp(−yi fw(Xi))). Let Φ(x) = (1+ exp(x))−1

and l(t)i = Φ
(
−∑m

r=1 ∑P
j=1 yi

〈
wt

r, xi[j]
〉3
)

for i ∈ [N]. Moreover, we use Õ, Θ̃, and Ω̃ to hide
the logarithmic dependency on d. The parameters are chosen as in [19]: µ = 1/poly(d),
N = Θ(log log(d)/µ), m = poly log(d),λ ∈ [0, 1/poly(d)N], β = d−0.251, α = poly log(d)

√
dβ,

σ = 1/d0.509, P ∈ [2, poly log(d)], and T ∈ [poly(d)N/η, dO(log d)/η]. Finally, κ is used to
describe when the sigmoid term is small such that

∑T
τ=0

1
1 + exp(κ)

≤ Õ(1)⇒ κ ≥ log(Ω̃(T))⇔κ ≥ Ω̃(1) (2)

3.2. The Impact of OoFS Noise in the Model

In this subsection, assume that there is OoFS noise in the training data. According
to the feature learning process described in [18,19], the network quickly picks up the
dominant features that appear in the large-margin data to decrease their training loss.
Once the large-margin data are classified correctly, the gradient terms stemming from
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them become negligible. Consequently, the gradient becomes a sum of the gradients of the
small-margin data. Thus, the model memorizes the noise in these samples to decrease the
training loss. In short, the model memorizes noise to fit small-margin samples.

According to [19], the weights learned via GD and GD with momentum (GD+M)
satisfy the following for r ∈ [m]:

w(T)
r = c(T)r w∗ + v(T)

r , where v(T)
r ∈ span(xi[j]) ⊂ span(w∗)⊥ (3)

(1) For GD, c(T)r ≤ Õ(1/α) and
∥∥∥v(T)

r

∥∥∥
2
≥ 1 for all r ∈ [m].

(2) For GD+M, at least one of c(T)r ≥ Ω̃(1/β), and
∥∥∥v(T)

r

∥∥∥
2
≤ 1 for all r ∈ [m].

Based on these results, and noting that v(T)
r corresponds to the OoFS noise in the

hidden weight of the r-th neuron, we prove the following Theorems 1 and 2. In Theorem 1,
we turn off the signal patch and bound the model’s output for a random OoD test sample,
in which each patch is sampled from a Gaussian distribution on the OoF subspace.

Theorem 1. For the above-mentioned single-hidden-layer model, assume that we run GD/GD+M
for T iterations with the above parameterization and that x = (x[1], . . . , x[P]) is a random test
sample that satisfies x[j] ∼ N(0, (Id −w∗w∗T)ρ2) for all j ∈ [P]; then, we have the following:

(1) For GD and arbitrary ε > 0, P
(
| fW(x)| ≥ ερ3)

)
≥ 1−O(d)ε1/d. Specifically, setting

ε = 1/2, we have: P
(
| fW(x)| ≥ 1

2 ρ3)
)
≥ 1− O(d)

21/d .

(2) For GD and GD+M, we have: P
(
| fW(x)| > κ

2
)
≤ 2 exp

−Õ

 κ2

ρ6
(

∑m
s=1

∥∥∥v(T)s

∥∥∥6

2

)
. Specif-

ically, for GD, we have: P
(
| fW(x)| > κ

2
)
≤ 2 exp(−Õ( κ2

ρ6 max
s∈[m]
‖vs‖6

2
)), and for GD+M, we

have: P
(
| fW(x)| > κ

2
)
≤ 2 exp(−Õ( κ2

ρ6 )).

Proof. According to Equations (1) and (3), the output of the model for the test sample is:

fW(x) = ∑m
s=1 ∑P

j=1

〈
v(T)

s , x[j]
〉3

(4)

(1) For GD, since
∥∥∥v(T)

r

∥∥∥
2
≥ 1 holds for all r ∈ [m], then, according to Lemma K.12 in [19],

for ε > 0, we have:

P
(∣∣∣∣∑m

s=1 ∑P
j=1

〈
v(T)

s , x[j]
〉3
∣∣∣∣ ≥ ερ3)

)
≥ 1−O(d)ε1/d (5)

(2) We know that
〈

v(T)
s , x[j]

〉
∼ N(0,

∥∥∥v(T)
s

∥∥∥2

2
ρ2); then, by Lemma K.13 in [19], we have:〈

v(T)
s , x[j]

〉3
is ρ3

∥∥∥v(T)
s

∥∥∥3

2
-subGaussian.>

Using Lemma K.2 in [19], we know that ∑P
j=1

〈
v(T)

s , x[j]
〉3

is
√

Pρ3
∥∥∥v(T)

s

∥∥∥3

2
-subGaussian.

Applying Lemma K.2 again, we obtain that ∑m
s=1 ∑P

j=1

〈
v(T)

s , x[j]
〉3

is
√

Pρ3

√
∑m

s=1

∥∥∥v(T)
s

∥∥∥6

2
-

subGaussian.
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Then, we use Lemma K.3 in [19] to upper bound this subGaussian random variable
and obtain:

P
(∣∣∣∣∑m

s=1 ∑P
j=1

〈
v(T)

s , x[j]
〉3
∣∣∣∣ > κ

2

)
≤ 2 exp

− (κ/2)2

2ρ6P
(

∑m
s=1

∥∥∥v(T)
s

∥∥∥6

2

)
 (6)

Thus,

P
(∣∣∣∣∑m

s=1 ∑P
j=1

〈
v(T)

s , x[j]
〉3
∣∣∣∣ > κ

2

)
≤ 2 exp

−Õ

 κ2

ρ6
(

∑m
s=1

∥∥∥v(T)
s

∥∥∥6

2

)

 (7)

For GD, since ∑m
s=1

∥∥∥v(T)
s

∥∥∥6

2
≤ mmax

s∈[m]
‖vs‖6

2, and m = poly log(d), we have:

P
(
| fW(x)| > κ

2

)
≤ 2 exp(−Õ(

κ2

ρ6max
s∈[m]
‖vs‖6

2

)) (8)

For GD+M, we have:
∥∥∥v(T)

r

∥∥∥
2
≤ 1; then, we have:

P
(
| fW(x)| > κ

2

)
≤ 2 exp(−Õ(

κ2

ρ6 )) (9)

�

Theorem 1 shows that because the OoFS noise terms in the hidden weight of the
neurons may have non-zero correlations with a test sample from the OoF subspace, the
output of the model is non-zero. From (2) in Theorem 1, we see that as ρ increases, the
upper bound of fW(x) becomes looser, which indicates a larger probability of the output
exceeding a pre-determined value. This is consistent with our intuition that when the
noise level in the data increases, the noise in the output fW(x) also increases. Furthermore,
Theorem 1 demonstrates that when

∥∥∥v(T)
r

∥∥∥
2

increases, the upper bound becomes looser,

which means that when the noise in the neurons increases, the noise in the output fW(x)
increases consequently. Therefore, increasing the noise in the data or increasing the noise in
the model results in a noisier output, corresponding to a larger probability of misclassifying
the OoD point as an in-distribution point.

In Theorem 2, we turn on the signal patch, i.e., assume the OoD test sample has a
non-zero correlation with the feature in some patch and bound the model’s output for such
a test sample.

Theorem 2. For the above-mentioned single-hidden-layer model, assume that we run GD/GD+M
for T iterations with the above parameterization and assume that x = (x[1], . . . , x[P]) is a random
OoD test sample that contains some feature noise, i.e., for some P(x) ∈ [P], let x[P(x)] = θw∗and
let θ > 0 for simplicity, and for all j ∈ [P]\{P(x)}, let x[j] ∼ N(0, (Id −w∗w∗T)ρ2); then, we
have the following:

(1) For GD, P
(

fW(x) ≤ Õ
(

θ3

α3

)
+ κ

2

)
≥ 1− 2 exp(−Õ( κ2

ρ6 max
s∈[m]
‖vs‖6

2
));

(2) For GD+M, P
(

fW(x) ≤ Õ
(

θ3

β3

)
+ κ

2

)
≥ 1− 2 exp(−Õ( κ2

ρ6 ));

(3) For GD, P
(

fW(x) ≥ 1
2 ρ3
)
≥ 1− O(d)

21/d ;

(4) For GD+M, P
(

fW(x) ≥ 1
2 Ω̃
(

θ3

β3

))
≥ 1− exp

(
−Ω̃

(
θ6

β6ρ6

))
.
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Proof. (1) First, let us consider the upper bound of fW(x), we have:

fW(x) = θ3∑m
s=1 (c

(T)
s )

3
+∑m

s=1 ∑j 6=P(X)

〈
v(T)

s , x[j]
〉3

≤ mθ3(c(T))
3
+ ∑m

s=1 ∑j 6=P(X)

〈
v(T)

s , x[j]
〉3 (10)

(i) For GD, according to Induction hypothesis D.2 [19], we have: c(t)r ≤ Õ(1/α); then,

fW(x) ≤ Õ
(

mθ3

α3

)
+ ∑m

s=1 ∑j 6=P(X)

〈
v(T)

s , x[j]
〉3

(11)

Since ∑m
s=1 ∑j 6=P(X)

〈
v(T)

s , x[j]
〉3

is ρ3
√

P− 1

√
∑m

s=1

∥∥∥v(T)
s

∥∥∥6

2
-subGaussian; then, accord-

ing to Lemma K.3 in [19], we have:

P
(∣∣∣∣∑m

s=1 ∑j 6=P(X)

〈
v(T)

s , x[j]
〉3
∣∣∣∣ > κ

2

)
≤ 2 exp

− (κ/2)2

2ρ6(P− 1)(∑m
s=1

∥∥∥v(T)
s

∥∥∥6

2
)

 (12)

Then, we have:

P
(∣∣∣∣∑m

s=1 ∑j 6=P(X)

〈
v(T)

s , x[j]
〉3
∣∣∣∣ > κ

2

)
≤ 2 exp(−Õ(

κ2

ρ6max
s∈[m]
‖vs‖6

2

)), (13)

Therefore,

P
(∣∣∣∣∑m

s=1 ∑j 6=P(X)

〈
v(T)

s , x[j]
〉3
∣∣∣∣ ≤ κ

2

)
≥ 1− 2 exp(−Õ(

κ2

ρ6max
s∈[m]
‖vs‖6

2

)), (14)

Then, we have:

P
(

∑m
s=1 ∑j 6=P(X)

〈
v(T)

s , x[j]
〉3
≤ κ

2

)
≥ 1− 2 exp(−Õ(

κ2

ρ6max
s∈[m]
‖vs‖6

2

)) (15)

Combined with Equation (11), we obtain:

P
(

fW(x) ≤ Õ
(

mθ3

α3

)
+

κ

2

)
≥ 1− 2 exp(−Õ(

κ2

ρ6max
s∈[m]
‖vs‖6

2

)) (16)

Since m = poly log(d), we have:

P
(

fW(x) ≤ Õ
(

θ3

α3

)
+

κ

2

)
≥ 1− 2 exp(−Õ(

κ2

ρ6max
s∈[m]
‖vs‖6

2

)) (17)

(ii) For GD+M, according to Induction hypothesis D.5 in [19], c(t)r ≤ Õ(1/β); then,
combined with Equation (10), we have:

fW(x) ≤ Õ
(

mθ3

β3

)
+ ∑m

s=1 ∑j 6=P(X)

〈
v(T)

s , x[j]
〉3

(18)
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Since
∥∥∥v(T)

s

∥∥∥
2
≤ 1, combined with Equation (12), we have:

P
(∣∣∣∣∑m

s=1 ∑j 6=P(X)

〈
v(T)

s , x[j]
〉3
∣∣∣∣ > κ

2

)
≤ 2 exp(−Õ(

κ2

ρ6 )), (19)

Thus,

P
(∣∣∣∣∑m

s=1 ∑j 6=P(X)

〈
v(T)

s , x[j]
〉3
∣∣∣∣ ≤ κ

2

)
≥ 1− 2 exp(−Õ(

κ2

ρ6 )), (20)

Then, we have:

P
(

∑m
s=1 ∑j 6=P(X)

〈
v(T)

s , x[j]
〉3
≤ κ

2

)
≥ 1− 2 exp(−Õ(

κ2

ρ6 )) (21)

Consequently, we have:

P
(

fW(x) ≤ Õ
(

mθ3

β3

)
+

κ

2

)
≥ 1− 2 exp(−Õ(

κ2

ρ6 )), (22)

i.e.,

P
(

fW(x) ≤ Õ
(

θ3

β3

)
+

κ

2

)
≥ 1− 2 exp(−Õ(

κ2

ρ6 )) (23)

(2) Then, we consider the lower bound, we have:

fW(x) = θ3∑m
s=1 (c

(T)
s )

3
+∑m

s=1 ∑j 6=P(X)

〈
v(T)

s , x[j]
〉3

≥ θ3(c(T))
3
+ ∑m

s=1 ∑j 6=P(X)

〈
v(T)

s , x[j]
〉3 (24)

(i) For GD, we have:

fW(x) ≥∑m
s=1 ∑j 6=P(x)

〈
v(T)

s , x[j]
〉3

(25)

According to Lemma K.12 in [19], we know that:

P
(∣∣∣∣∑m

s=1 ∑j 6=P(X)

〈
v(T)

s , x[j]
〉3
∣∣∣∣ ≥ ερ3)

)
≥ 1−O(d)ε1/d, (26)

Thus, we have:

P
(

∑m
s=1 ∑j 6=P(X)

〈
v(T)

s , x[j]
〉3
≥ ερ3)

)
≥ 1

2
(1−O(d)ε1/d). (27)

Combined with Equation (25), we have:

P
(

fW(x) ≥ ερ3
)
≥ 1

2
(1−O(d)ε1/d) (28)

Setting ε = 1/2, we obtain:

P
(

fW(x) ≥ 1
2

ρ3
)
≥ 1− O(d)

21/d (29)

(ii) For GD+M, according to Lemma 6.3 in [19], we have: c(t) ≥ Ω̃(1/β), and thus,
c(T) ≥ Ω̃(1/β); then, combined with Equation (24), we have:

fW(x) ≥ Ω̃
(

θ3

β3

)
+ ∑m

s=1 ∑j 6=P(X)

〈
v(T)

s , x[j]
〉3

, (30)
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Using Lemma K.3 in [19], we have:

P
(

∑m
s=1 ∑j 6=P(X)

〈
v(T)

s , x[j]
〉3

< −1
2

Ω̃
(

θ3

β3

))
≤ exp

− ( 1
2 Ω̃(θ3/β3))

2

2ρ6(P− 1)(∑m
s=1

∥∥∥v(T)
s

∥∥∥6

2
)

, (31)

Then, we have:

P
(

∑m
s=1 ∑j 6=P(X)

〈
v(T)

s , x[j]
〉3

< −1
2

Ω̃
(

θ3

β3

))
≤ exp

− Ω̃(θ6/β6)

2ρ6(P− 1)(∑m
s=1

∥∥∥v(T)
s

∥∥∥6

2
)

, (32)

Thus, we obtain:

P
(

∑m
s=1 ∑j 6=P(X)

〈
v(T)

s , x[j]
〉3
≥ −1

2
Ω̃
(

θ3

β3

))
> 1− exp

− Ω̃(θ6/β6)

2ρ6(P− 1)(∑m
s=1

∥∥∥v(T)
s

∥∥∥6

2
)

 (33)

Combined with Equation (30), we have:

P
(

fW(x) ≥ 1
2

Ω̃
(

θ3

β3

))
≥ 1− exp

− Ω̃(θ6/β6)

2ρ6(P− 1)(∑m
s=1

∥∥∥v(T)
s

∥∥∥6

2
)

 (34)

We note that
∥∥∥v(T)

r

∥∥∥
2
≤ 1; then, we obtain:

P
(

fW(x) ≥ 1
2

Ω̃
(

θ3

β3

))
≥ 1− exp

(
−Ω̃

(
θ6

β6ρ6

))
(35)

�

Theorem 2 shows that for an OoD sample that has a non-zero correlation with the
feature, we have the following: (1) As θ (i.e., the correlation with the feature) increases, the
output increases and the upper bound of the output becomes looser, which is consistent
with our intuition. (2) As β decreases, the upper bound of the output becomes looser, which
means that when the signal in the neurons increases, the output increases. (3) As ρ increases,
i.e., the noise in the data increases, the bound becomes looser, which means that we are
less confident that the output will be smaller than a pre-determined value. (4) As

∥∥∥v(T)
r

∥∥∥
2

increases, i.e., the OoFS noise in the neurons increases, the bound becomes looser, again,
and we are less confident that the output will be smaller than a pre-determined value.

In the above, we discuss the first cause of OoFS noise in the model, i.e., the model
memorizes the noise in the small-margin data during training to decrease their training
losses. In order to reduce this kind of noise, we may employ methods that favor hard-to-
learn features [22,28,42], and we may also resort to regularization methods, such as those
in [41].

3.3. The OoFS Noise in the Model Induced by Random Initialization

In this subsection, we use the same model and data distribution as in Section 3.2,
except that we assume that there is no OoFS noise in the data (i.e., the noise patches are
all zero); then, we can identify another cause of OoFS noise in the model, i.e., the noise
induced by random initialization. In this setting, for the r-th neuron, assume that we have〈

w(0)
r , Mk

〉
6= 0 for at least one k, where k > 1, i.e., Mk is one of the features that are

irrelevant to the task (remember that M1 is the only feature relevant to the task).
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Take the linear model as an illustrative example when using GD and squared loss
without regularization; because the gradients of the loss are always constrained to the
fixed subspace spanned by the data {xi}n [46], the weight w(t)

r are confined to the low-

dimensional affine manifold w(0)
r + span({xi}n). If there is no OoFS noise in the data, then

we have: 〈span({xi}n), Mk〉 = 0; hence,
〈

w(t)
r , Mk

〉
=
〈

w(0)
r , Mk

〉
for all r ∈ [m] and k > 1.

This demonstrates that if we do not impose any capacity control, the OoFS noise remains in
the model; although it is irrelevant to the task, the model has no incentive to filter them out.

Since {Mk}d
k>1 forms the orthogonal basis of the OoF subspace, let ω

(t)
r,k =

〈
Mk, w(t)

r

〉
,

where r ∈ [m] and k = 2, .., d; then,
{

ω
(0)
r,k

}
characterizes the OoFS noise in the hidden neurons

induced by random initialization. For GD and GD+M, we can write w(t)
r = c(t)r w∗ + v(t)

r , since

〈w∗, Mk〉 = 0; then, we have: ω
(t)
r,k =

〈
Mk, w(t)

r

〉
=
〈

Mk, v(t)
r

〉
, i.e., v(t)

r = ∑d
k=2 ω

(t)
r,k Mk, and

thus,
∥∥∥v(T)

r

∥∥∥
2
=

√
∑d

k=2

(
ω
(t)
r,k

)2
. According to Theorems 1 and 2, we know that reducing∥∥∥v(T)

r

∥∥∥
2

is beneficial for OoD samples; in the following Theorem 3, we prove that L2

regularization can filter out the OoFS noise in the model, thus reducing
∥∥∥v(T)

r

∥∥∥
2
.

Theorem 3. Assume that we run GD on the above-mentioned single-hidden-layer model with
the above parameterization. Assume that xi[j] = 0, i ∈ [N], j ∈ [P]\{P(x)}, and the training
objective is L̂wd(W) = 1

N ∑N
i=1 log(1 + exp(−yi fw(Xi))) +

λ
2 ‖W‖

2
2. Let ω

(t)
r,k =

〈
Mk, w(t)

r

〉
,

where r ∈ [m] and k = 2, .., d; then, we have: ω
(t)
r,k = (1− ηλ)tω

(0)
r,k for all r and k, where η is the

learning rate and when t→ ∞ , ω
(t)
r,k → 0 .

In order to ensure
∣∣∣ω(Tr,k)

r,k

∣∣∣ < ε1 for some ε1 > 0, Tr,k should satisfy Tr,k > 1
ηλ ln

( ∣∣∣ω(0)
r,k

∣∣∣
ε1

)
.

To ensure
∣∣∣ω(T)

r,k

∣∣∣ < ε1 for all r and k, T should satisfy T ≥ max
{

Tr,k
}

. Moreover, to ensure∥∥∥v(Tr,k)
r

∥∥∥
2
< ε, we may require

∣∣∣ω(Tr,k)
r,k

∣∣∣ < ε/
√

d− 1, which means Tr,k >
1

ηλ ln

(√
d−1

∣∣∣ω(0)
r,k

∣∣∣
ε

)

Proof. Via gradient update, for k = 2, .., d, we have:

ω
(t+1)
r,k = (1− ηλ)ω

(t)
r,k − η

〈
Mk,∇wr L̂(W(t))

〉
, (36)

where L̂(W) = 1
N ∑N

i=1 log(1 + exp(−yi fw(Xi))).
According to Lemma E.1 in [19], we know the following:

∇wr L̂(W(t)) = − 3
N

[(
∑i∈Z1

α3l(t)i + ∑i∈Z2
β3l(t)i

)(
c(t)r

)2
w∗ + ∑N

i=1 ∑j 6=P(Xi)
l(t)i

(
Ξ(t)

i,j,r

)2
xi[j]

]
(37)

Since xi[j] = 0 for j ∈ [P]\{P(x)}, the gradients ∇wr L̂(W(t)) are constrained to the
fixed one-dimensional subspace spanned by w∗; thus,

〈
Mk,∇wr L̂(W(t))

〉
= 0, and we

obtain the following:

ω
(t+1)
r,k = (1− ηλ)ω

(t)
r,k ; then, we have : ω

(t)
r,k = (1− ηλ)tω

(0)
r,k . (38)

To satisfy
∣∣∣ω(Tr,k)

r,k

∣∣∣ < ε1, we should have:

(1− ηλ)Tr,k =
ω
(Tr,k)
r,k

ω
(0)
r,k

<
ε1∣∣∣ω(0)
r,k

∣∣∣ (39)
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Thus, we have: Tr,k ln(1− ηλ) < ln
(

ε1/
∣∣∣ω(0)

r,k

∣∣∣). In practice, we know that ηλ is small;
so, we can use the Taylor expansion for ln(1− ηλ). Using ln(1− ηλ) ≈ −ηλ, we have

Tr,k >
1

ηλ
ln


∣∣∣ω(0)

r,k

∣∣∣
ε1

 (40)

�

From Theorem 3, we know that weight decay or L2 regularization can be used to filter
out the OoFS noise in the model, but there are also trade-offs: First, the convergence is
slow; we need to train for a long time to reduce the noise below a pre-defined threshold.
Second, weight decay imposes the same level of penalty for all the parameters in the model
regardless of the geometry of the data. Third, setting the weight decay to a large value
hurts generalization. Therefore, we need other capacity control schemes to filter out the
OoFS noise.

Based on the above understanding, we can infer that the OoD generalization perfor-
mance is related to both the test distribution and the model’s properties. First, we can
evaluate the performance of the model from two aspects:

(1) The performance in the feature subspace, which further depends on two factors:
(i) Does the model learn all the informative features, i.e., does the model learn the basis
of Fspan and the relative strength of the learned features, i.e., the signal strength c(T)r ,
in the hidden neurons? (ii) How does the model explain the data in Fspan − supp(X)?
Different algorithms have different biases and provide different explanations;

(2) The performance in the OoF subspace, which is determined by the OoFS noise in
the model.

Second, considering the distribution of the test data, we can evaluate the performance
by sampling test data from the feature subspace and the OoF subspace individually and by
obtaining the model’s responses to them, as we show in Section 5.1.

Therefore, we can evaluate algorithms under this simple setting to understand their
behaviors and to evaluate their performance from the above two distinct aspects, which
may help us to improve existing algorithms or to develop new algorithms.

4. From Neurons to Representations—Data-Dependent Regularization for the Fully
Connected Layer

In Section 3, we study the impact of the OoFS noise in the model on the OoD test
samples under a simplified setting, i.e., a single-hidden-layer neural network and a data
model based on a feature dictionary. Although things are more complicated for natural
datasets and DNNs, we can still gather some insights from the above analysis. First, in
order to learn a good representation, we should suppress the OoFS noise in the feature
extractor. Although we cannot directly measure OoFS noise anymore for DNNs, from
Theorems 1 and 2, we can see that both the noise in the data and the noise in the model
are embedded in the output; thus, in order to reduce the noise in the feature extractor, we
focus on the representations. However, signal and noise in the representations are still
difficult to define and measure; hence, inspired by [20,22,37] in which modes with stronger
explanatory power can be quantified by the singular value, we resort to using the SVD. For
the model c = h ◦ ϕ, we shift attention away from the properties of ϕ and instead focus
on the representations and the fully connected layer h, i.e., we view the representations as
noisy data that should be processed by the fully connected layer.

On the other hand, we know from Theorem 3 that L2 regularization is beneficial
in reducing OoFS noise in the model; inspired by this effect and considering that both
the signal/noise structure in the data and in the model are reflected in the structure of
the representations, we take the geometry of the representations into consideration and
regularize the parameters of h via a data-dependent norm. Our reasons are as follows:
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First, the fully connected layer is flexible and prone to overfitting, which can be further
constrained by some capacity control scheme in addition to or instead of weight decay.

Second, according to the learning dynamics [21], by changing the dynamics of the
fully connected layer, the behavior of the feature extractor also changes accordingly; thus,
we can promote ϕ to learn better features via back-propagation by regularizing the weights
of the fully connected layer.

Third, from the perspective of the fully connected layer, its input (i.e., the presentations)
is highly anisotropic and has a low rank; hence, uniform L2 shrinkage without being aware
of the geometry of the data may not be the best choice. Moreover, since there may be a
lot of noise in the representations that should be filtered out by the fully connected layer,
setting the same level of penalty for all weights is not very reasonable.

In short, we seek to reduce the noise in the representations via a data-dependent
regularizer that acts on the weights of the fully connected layer; then, we rely on the
back-propagation scheme to push this bias back to the feature extractor, and in this way, we
can implicitly force the feature extractor to focus on signals and to suppress noise, hence
increasing the signal-to-noise ratio (SNR) in the feature extractor.

Let ‖w‖A denote the matrix norm of w with respect to the matrix A, i.e.,
‖w‖2

A = 〈w, Aw〉. For the DNN model c = h ◦ ϕ, let W ∈ RC×m denote the parame-
ters of the fully connected layer, where m is the dimension of the representation space and
C is the number of different classes. Let z = ϕ(x), z ∈ Rm; we denote all the representations
in a mini-batch by Z ∈ Rb×m, where b is the batch size. Suppose that m > b and that
there are d non-zero singular values; assume the singular values are sorted from largest to
smallest. Then, we have: Z = USVT = ∑d

i=1 siuivT
i , where U ∈ Rb×d; S ∈ Rd×d; V ∈ Rm×d;

vi ∈ Rm is the i-th column of V, which represents the i-th (latent) feature; Si,i is the strength
of that (latent) feature; and ui ∈ Rb is the i-th column of U, which contains the weights of
this (latent) feature in each example. Then, we have: Σ = ZTZ = VS2VT .

Similar to principal component analysis (PCA) [47], we assume that the large singular
values are more likely to correspond to the signal, and the small singular values are more
likely to correspond to the noise.

4.1. Data-Dependent Regularization on the Weights of the Fully Connected Layer for
Binary Classification

First, let us consider the case of a single output. We denote the weights of the fully
connected layer by w; then, we need to determine a matrix A ∈ Rm×m to ensure that,
with the regularizer ‖w‖2

A, w is encouraged to align with the signal, i.e., in the directions
corresponding to larger singular values, the penalty is smaller, and vice versa. We introduce
a parameter p > 0 to control the strength of this bias; p can be fixed during training or can
be set in an adaptive way dynamically. We restrict the matrix A to the class of matrices:
A = ∑d

i=1 γivivT
i , and let (

si
sj

)p

=

∥∥vj
∥∥2

A

‖vi‖2
A

, where i, j ∈ [d], (41)

Then, we have the following:(
si
sj

)p

=

〈
vj, Avj

〉
〈vi, Avi〉

=
vT

j Avj

vT
i Avi

=
vT

j (∑
d
k=1 γkvkvT

k )vj

vT
i (∑

d
k=1 γkvkvT

k )vi
=

γj

γi
. (42)

Consequently, we have: γis
p
i = γjs

p
j = constant = τ; hence, γi = τs−p

i .
Let τ = 1, and putting the results into a matrix form, we have:

A = ∑d
i=1 s−p

i vivT
i = VS−pVT (43)
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Let G = VS−p/2VT ; then, A = GGT , and we can also write the following:

‖w‖2
A = 〈w, Aw〉 =

〈
GTw, GTw

〉
=
∥∥∥GTw

∥∥∥2

2
(44)

In practice, we can set p = 1/2 to balance convergence speed and accuracy, with p = 1
leading to faster convergence. Intuitively, by the inclusion of a data-dependent whitening
term in the weight vector w, we encourage w to focus more on the signal direction and to
rely less on the noise, thus preventing the fully connected layer from fitting data with noise;
consequently, this implicitly prevents the feature extractor from learning noisy features via
back-propagation. Moreover, because L2 regularization for w corresponds to the special
case when A = Im×m, we can also view the parameter p as controlling the (geometric)
interpolation between A = Im×m(i.e., p = 0) and A = Σ−1(i.e., p = 2).

Let p = 1/2; suppose that w lies in the subspace spanned by the columns of V, i.e.,
w = ∑d

i=1 aivi. Then, we have:

‖w‖2
A =

〈
∑d

i=1 aivi, (∑d
i=1 s−1/2

i vivT
i )(∑

d
i=1 aivi)

〉
=
〈

∑d
i=1 aivi, ∑d

i=1 ais
−1/2
i vi

〉
= ∑d

i=1 a2
i s−1/2

i

(45)

Let l = (|a1|s−1/4
1 , |a2|s−1/4

2 , . . . , |ad|s−1/4
d ); then,

reg = ‖w‖2
A = ∑d

i=1 |ai|2(s−1/4
i )

2
=

1
d
‖1d‖2‖l‖2 ≥ 1

d
〈1d, l〉2 =

1
d
(∑d

i=1 |ai|s−1/4
i )

2
(46)

The inequality follows from the Cauchy–Schwarz inequality. Hence, the regularizer is

lower-bounded by 1
d (∑

d
i=1 |ai|s−1/4

i )
2
, with equality if, and only if, l is parallel to 1d, i.e.,

when |ai|s−1/4
i = |a1|s−1/4

1 for all i ∈ [d], that is, |ai |
|a1|

=
s−1/4

1
s−1/4

i
=
(

si
s1

)1/4
. Therefore, the

regularization term favors directions corresponding to larger singular values.
We can also calculate the gradient of the regularizer:

ai = 〈w, vi〉 = ∑m
j=1 wjvi,j (47)

∂‖w‖2
A

∂wj
=

∂(∑d
i=1 a2

i s−1/2
i )

∂wj
= ∑d

i=1 (2ais
−1/2
i )

∂ai
∂wj

= ∑d
i=1 (2ais

−1/2
i )vi,j (48)

Then, we obtain: −∇w‖w‖2
A = −∑d

i=1 (2ais
−1/2
i )vi, i.e.,

〈
−∇w‖w‖2

A, vi

〉
= −2ais

−1/2
i .

We can see that, in the directions corresponding to larger singular values, the correla-
tions between the directions and the weight vector w decrease at a slower rate, while in the
directions corresponding to smaller singular values, the correlations between the directions
and the weight vector w decrease at a faster rate. Thus, our regularizer filters out noise in
the representation space in a data-dependent manner.

4.2. Extension to Multi-Class Classification

Here, we extend this method to the case of multi-class classification; we denote the
weight vector corresponding to the c-th logit by wc,: ∈ Rm; we define the regularization
for the c-th logit by regc = ‖wc,:‖2

A = 〈wc,:, Awc,:〉; and then, we sum the results for all the
logits to obtain the final regularization item: R = ∑C

c=1 regc = ∑C
c=1‖wc,:‖2

A. We can also
formulate it into a matrix form:

R = tr(WAWT) = tr(AWTW) = tr(WTWA) (49)

where tr(X) represents the trace of the matrix X.
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Let g = (‖w1,:‖A, ‖w2,:‖A, . . . , ‖wC,:‖A); we apply the Cauchy–Schwarz inequality
again and obtain:

∑C
c=1‖wc,:‖2

A =
1
C
‖g‖2‖1C‖2 ≥ 1

C
〈1C, g〉2 =

1
C

(
∑C

c=1‖wc,:‖A

)2
(50)

The equality holds if, and only if, g is parallel to 1C. Therefore, for multi-class classifi-
cation, the bias of the regularizer is to bring the first C singular values closer.

The training process of the proposed method is described in Algorithm 1:

Algorithm 1 The training process of the proposed method

Input: the training set, {xi, yi}n
i=1; the model, f ; max number of steps, T; the size of a mini-batch,

b; the number of mini-batches, nb; the weighting of the regularizer, λ; the parameter of the
regularizer, p;
Output: the model, fθ̂
for t = 1 to T do

for k = 1 to nb do
Sample a mini-batch of training inputs, Xb, and the ground-truth labels, Yb;
Compute the outputs and representations with current θ, Ŷb, Zb = fθ(Xb);
Compute the cross-entropy loss, LCE = CrossEntropyLoss(Ŷb, Yb);
Compute the SVD decomposition of the representations, U, S, VT = SVD(Zb);
Compute A with formula (43), i.e., A = VS−pVT ;
Compute the regularization item with formula (49), Rb = tr(Wt AWT

t );
Compute the mini-batch loss, L = LCE + λRb;
Update θ by taking an SGD step on the mini-batch loss, L;

end for
end for

Finally, because we do not incorporate the label information into the regularizer and
the regularizer encourages the weights of the fully connected layer to align with the repre-
sentations, we actually push the pressure back to the feature extractor to force it to learn
class-specific representations instead of letting it learn shared and mixed representations
and then relying on the final layer to fit the label. Additionally, this can take advantage of
GD, which performs better when the task and the data are aligned [29].

5. Experiments

In this section, we evaluate our approach with experiments. We first consider synthetic
datasets to examine the behavior and show the advantages of the proposed method; then,
we evaluate the performance on the image classification task.

5.1. Binary Classification Task with a Synthetic Dataset

In this subsection, we consider a binary classification task with a data model based on
a feature dictionary. We generate a dataset that contains hard-to-learn features to highlight
the power of our method. We carry on multiple kinds of tests to examine the effect and
the bias of our regularizer from the feature learning perspective, as presented in Section 3,
and compare our algorithm with GD, AdaGrad [28], Kronecker-Factored approximate
curvature (KFAC) [48].

Considering a binary classification task, we generate training data as follows: assume
that the feature dictionary M contains six features, denoted by M1~M6, where Mk ∈ R6,
‖Mk‖2 = 1, and

〈
Mk, Mj

〉
= 0 for i 6= j. We denote the training set by {xi, yi}n, where

n = 600, i.e., each class contains 300 training samples. Let xi = Mzi + ξi, where x, z, ξ ∈ R6,
z is the hidden variable and denoted by z = (z(1), z(2), . . . , z(6)), and ξ ∼ N(0, 0.3I6×6)
is the random Gaussian noise. The label is generated by y(x) = (sign(〈w∗, z〉) + 1)/2,
where w∗ ∈ R6 is the task vector. The latent variables are determined as follows: for
all samples in Class 1, first, let z(k) = 0 for k = 2, . . . , 6, z(1) ∼ Uni f orm(0.7, 1); then,
randomly select a minority of them (we set it to 10%) and let z(2) ∼ Uni f orm(0.8, 1) for
these samples. The samples of Class 2 are generated in a similar way, i.e., let z(k) = 0 for



Mathematics 2023, 11, 2327 17 of 33

k = 1, 2, 4, 5, 6, z(3) ∼ Uni f orm(0.7, 1); then, select 10% of the samples randomly and let
z(4) ∼ Uni f orm(0.8, 1). Because z(5) and z(6) are always equal to zero, M5 and M6 are
irrelevant to the task, i.e., they span the OoF (noise) subspace.

Under the above setting, M1~M4 are all useful signals informative of the class; how-
ever, they correspond to different levels of difficulty to be learned, i.e., M1 and M3 are
strongly correlated to the label and easy-to-learn, while M2 and M4 are relatively weaker
and harder to learn. Intuitively, from the frequency perspective, features that appear in the
majority of the samples are easier to learn [49]; features that appear only in the minority of
samples are more difficult to learn.

We use a two-layer leaky-ReLU neural network with m = 100 hidden neurons; the
weight matrix of the first layer is denoted by W ∈ R100×6, and the weight vector correspond-
ing to the r-th hidden neuron is denoted by wr ∈ R6, where r ∈ [m]. The bias of the hidden
layer is denoted by b, where b ∈ R100, and the weight vector of the second layer is denoted
by a ∈ R6. The output of the model is a scalar denoted by fW,a(x). The loss objective is
l(x, y) = y · log σ( f (x)) + (1− y) log(1− σ( f (x))) and L̂(X, y) = 1

n ∑n
i=1 l(xi, yi).

In the following of Section 5.1, we compared our approach with GD, AdaGrad, and
KFAC; all the results are obtained with the same initialization.

5.1.1. The Signal and Noise in a Hidden Neuron

To measure the features (i.e., hidden weights) learned by the neurons, we use
cos(θ) = 〈z, z′〉/‖z‖2‖z′‖2 as a measure of the correlation between vector z and z’. We
calculate the following quantities during training:

• The correlation between the hidden weight wr of the r-th neuron and the k-th ground-truth
feature (i.e., the k-th feature in the feature dictionary) Mk: cos(θr,k) = 〈wr, Mk〉/‖wr‖2;

• The correlation between the gradient of the loss with respect to the weight of the r-th

neuron and the k-th ground-truth feature: cos(φr,i) =
〈∇wr L̂,Mk〉
‖∇wr L̂‖2

;

• The norm of the weight vector of the r-th neuron: ‖wr‖2 = ‖Wr,:‖2;
• The norm of the gradient:

∥∥∇wr L̂
∥∥

2;
• The weight of the fully connected layer corresponding to the r-th neuron: ar;
• The bias of the r-th neuron: br.

(1) Optimization via GD

Figure 3 visualizes the above quantities during training via GD for the third neuron
in the hidden layer; we set the learning rate and the weight decay to 1e-3 and set the
momentum to 0.9. The x-axis represents the epoch number, k = 1, . . . , 6. Figure 3a
plots cos(θ3,k), and Figure 3b plots cos(φ3,k). In Figure 3a,b, the blue and green solid lines
represent the correlations with the two easy-to-learn features (i.e., M1 and M3, respectively),
while the orange and red dashed lines represent the correlations with the two hard-to-
learn features (i.e., M2 and M4); finally, the purple and brown dotted lines represent the
correlations with the two remaining irrelevant features (i.e., M5 and M6). Figure 3c plots
‖w3‖2 (blue),

∥∥∇wr L̂
∥∥

2 (orange), a3 (green), and b3 (red).
In Figure 3, for the third neuron, the correlations with M1~M4 evolve in different ways,

and the hidden weight w3 has a positive correlation with M3 and a negative correlation with
M1, thus corresponding to a negative a3. Because M2 and M4 only appear in a minority
of the samples, they are hard to learn, and this neuron tends to “forget” them instead of
learning them, i.e., their correlations converge to some values near zero. Moreover, the
correlations with M5 and M5 also converge to some values near zero.

We can also compare the convergence speed of the correlations in Figure 3a; the
neuron learns M3 very fast but filters out M5 and M6 at a relatively slow rate. Although
training for longer durations seems beneficial for filtering out OoFS noise, this also makes
the neuron “forget” M2 and M4 more completely. It seems that GD cannot differentiate
well between the hard-to-learn features and noise; it filters out noise as well as forgets the
informative features.
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Figure 3. The evolution of the quantities for Neuron 3 during training via GD. (a) The correlations
between w3 and M1 ~M6: note that M1 and M3 are easy to learn and that M2 and M4 are hard to
learn. (b) The correlations between ∇w3 L̂ and M1 ~M6. (c) The norm of the hidden weight ‖w3‖, the
norm of the gradient

∥∥∇w3 L̂
∥∥

2, the outgoing weight a3, and the bias b3 of the hidden neuron.

(2) Optimization via AdaGrad

It is known that AdaGrad can learn highly predictive but rare features better than GD.
Figure 4 shows the results when training via AdaGrad; the learning rate and the weight
decay are set to 1 × 10−3. It can be seen that, for the third neuron, AdaGrad performs better
when learning M4 compared with GD, at the expense of performing worse when filtering
out noise, i.e., Figure 4a shows that the correlations with M5 and M6 do not converge to
zero. It seems that AdaGrad also cannot differentiate well between hard-to-learn features
and noise; it favors hard-to-learn features at the expense of memorizing more noise.

Figure 4. The evolution of the quantities for Neuron 3 during training via AdaGrad: (a) The
correlations between w3 and M1 ~M6. (b) The correlations between ∇w3 L̂ and M1 ~M6. (c) The
norm of the hidden weight ‖w3‖, the norm of the gradient

∥∥∇w3 L̂
∥∥

2, the outgoing weight a3, and
the bias b3 of the hidden neuron.

(3) Optimization via KFAC

KFAC is an efficient second-order optimization method proposed for approximating
NGD in neural networks. It can be seen in Figure 5 that KFAC learns M2 well, but the
gradient correlations with M1~M6 are much noisier than GD and AdaGrad. Moreover, it
memorizes the irrelevant noise M6. It also favors hard-to-learn features at the expense of
memorizing noise.

(4) Optimization via GD with the proposed regularizer

Figure 6 shows the results of training via GD with our regularizer. To highlight the
effect of our method, we set the weight decay of the weights of the fully connected layer
to zero, and the other super-parameters are set to the same values as in GD; moreover,
p = 1/2, and the weighting of our regularization term is set to 1.

It can be seen that the correlations with M1~M6 all converge at a relatively fast rate,
and it performs well in learning M4; meanwhile, it filters out M5 and M6 better than
AdaGrad and KFAC.
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Figure 5. The evolution of the quantities for Neuron 3 during training via KFAC: (a) The correlations
between w3 and M1 ~M6. (b) The correlations between ∇w3 L̂ and M1 ~M6. (c) The norm of the
hidden weight ‖w3‖, the norm of the gradient

∥∥∇w3 L̂
∥∥

2, the outgoing weight a3, and the bias b3 of
the hidden neuron.

Figure 6. The evolution of the quantities for Neuron 3 during training via GD with our regularizer.
(a) The correlation between w3 and M1 ~M6. (b) The correlation between∇w3 L̂ and M1 ~M6. (c) The
norm of the hidden weight ‖w3‖, the norm of the gradient

∥∥∇w3 L̂
∥∥

2, the outgoing weight a3, and
the bias b3 of the hidden neuron.

Specifically, compared with GD with weight decay, training with our regularizer
makes it easier to learn M3 and M4. Meanwhile, it performs better than GD in filtering
out OoFS noise M5 and M6, which demonstrates the power of our method; in particular, it
exhibits the ability to differentiate signal and noise in some sense.

It can be seen from Figures 3–6 that these methods share some common properties:

(i) Due to the existence of underlying noise in the data (i.e., ξ the gradients have non-zero
correlation with the two OoFS features M5 and M6.

(ii) The correlations between the gradients and the ground-truth features tend to converge,
and the norm of the gradients converges to zero fast.

(iii) The correlations between the hidden weights and the ground-truth features tend to
converge but with different rates.

(iv) Due to both the OoFS noise in the data and the influence of the random initialization,
the learned features (i.e., the hidden weights) have non-zero correlations with M5 and
M6, which may induce noise in the output for the OoFS test samples.

(v) Although the six ground-truth features in the feature dictionary are orthogonal, the
neurons in the models do not learn these pure ground-truth features; instead, they
learn a mixture of the ground-truth features M1~M4 and contain OoFS noise (i.e., M5
and M6) as well.

5.1.2. Test with Samples within the Feature Subspace

In this test, we generate the latent variables as follows: for Test 1 (corresponds to
Class 1 but contains out-of-support samples), we set z(k) = 0 for k = 3, . . . , 6, and sample
2500 points uniformly on the two-dimensional mesh [0, 1]× [0, 1]. Let [z(1), z(2)] correspond
to the coordinates of these points, i.e., the x and y coordinates correspond to z(1) and z(2),
respectively. We generate samples for Test 2 in a similar way, i.e., we set z(k) = 0 for
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k = 1, 2, 5, 6, and sample 2500 points uniformly on the two-dimensional mesh [0, 1]× [0, 1].
Let the x and y coordinates correspond to z(3) and z(4), respectively.

After we generate the hidden variables, we use x = Mz + ξ to generate the inputs,
where we set ξ = 0. Then, we have 2500 test points for each test and feed them into the
model to obtain the outputs. Figures 7–10 visualize the results for GD, AdaGrad, KFAC,
and our method. In each figure, the first row shows the results for Test 1, while the second
row shows the results for Test 2. The left column plots the original outputs, while the right
column plots the sigmoid of the outputs. All the super-parameters are set as in Section 5.1.1.

Figure 7. Feature subspace test with the model trained via GD: (a) the contour of the original output
for Test 1; (b) the contour of the sigmoid of the output for Test 1; (c) the contour of the original output
for Test 2; (d) the contour of the sigmoid of the output for Test 2.

Figure 8. Feature subspace test with the model trained via AdaGrad: (a) the contour of the original
output for Test 1; (b) the contour of the sigmoid of the output for Test 1; (c) the contour of the original
output for Test 2; (d) the contour of the sigmoid of the output for Test 2.
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Figure 9. Feature subspace test with the model trained via KFAC: (a) the contour of the original
output for Test 1; (b) the contour of the sigmoid of the output for Test 1; (c) the contour of the original
output for Test 2; (d) the contour of the sigmoid of the output for Test 2.

Figure 10. Feature subspace test with the model trained via GD with our regularizer: (a) the contour
of the original output for Test 1; (b) the contour of the sigmoid of the output for Test 1; (c) the contour
of the original output for Test 2; (d) the contour of the sigmoid of the output for Test 2.

(1) Optimization via GD

Figure 7 shows the results for GD. It can be seen that the contour is almost vertical to
the x-axis, i.e., when the x coordinate is fixed, the output is almost independent of the y
coordinate; therefore, the model has hardly learned M2 and M4. This example shows the
feature imbalance mentioned in [18,21,22,26,28,32].
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From the contour of the sigmoid, we can see that, for the points within the support
of the training data (i.e., [0.7, 1] * [0.8, 1]), the model is very confident in its prediction;
however, different algorithms present different explanations for the points outside the
support. Some algorithms make conservative predictions, while others choose to be more
tolerant. For example, consider the point (0.5, 0.1); although it is outside of the support of
the training data, the model trained via GD still produces very confident predictions.

(2) Optimization via AdaGrad

Figure 8 shows the results for AdaGrad. It can be seen that AdaGrad performs better
when learning M2 than GD, but it still can hardly learn M4. Moreover, it provides more
tolerant predictions than GD; it predicts that a point, such as [0.35, 0.1], is from Class 1 with
high confidence.

(3) KFAC

The results for KFAC are shown in Figure 9. As a second-order optimization algorithm,
the learned features (i.e., the hidden weights) seem more complicated, and it performs
better when learning M2 than other methods, in some sense.

(4) Optimization via GD with the proposed regularizer

The results for the model trained via GD with our regularizer are presented in
Figure 10; it can be seen that compared with GD and AdaGrad, the model trained with our
regularizer performs better when learning the hard-to-learn features, i.e., M2 and M4. We
can see that, for the same x, as the y coordinate increases, the model is more confident in
its predictions. Furthermore, our model is more conservative for the points belonging to
Fspan − supp(X), i.e., it is not as confident as GD and AdaGrad when the test point lies
outside the support of the training set.

In this test, we show that the model trained with our regularizer performs better on
both the easy-to-learn features and the hard-to-learn features than GD, AdaGrad, and
KFAC, which demonstrates its ability to learn features (i.e., signal). On the other hand, for
the test points in Fspan − supp(X), our method provides more conservative predictions.

5.1.3. Test with Samples within the OoFS

This test is similar to the test in Section 5.1.2, except that the coordinates of the points
within the mesh correspond to z(5) and z(6), and the other components of the latent variable
z are all set to zero. It can be seen that these test samples lie in the OoF subspace.

Figure 11 shows the results of the four methods. The four rows correspond to GD,
AdaGrad, KFAC, and our method; the left column shows the original output, while the
right column shows the sigmoid of the output. It can be seen that our method produces
smaller outputs than the other methods and provides the best sigmoid confidence value
(i.e., all near 0.5). This demonstrates that our model contains less OoFS noise, which means
that our regularizer performs well in filtering out OoFS noise.

5.1.4. The Signal and Noise in the Hidden Layer

In the test in Section 5.1.1, we measured the signal and noise in the hidden weight of
each neuron; however, here, to obtain the whole picture, we capture the signal and noise of
the whole hidden layer via the following quantities:

We measure the signal learned by the hidden layer using: si = ∑m
r=1〈wr, Mi〉, where

i = 1, .., 4 and m = 100, i.e., the number of hidden neurons, and we measure the noise in
the hidden layer using ni = ∑m

r=1〈wr, Mi〉, where i = 5, 6. Remember that M2 and M4 are
hard-to-learn features, and that M5 and M6 span the OoF subspace.

In Figure 12, the x-axis represents the epoch number, the y-axis represents the signal
or noise. Specifically, the blue and green solid lines correspond to s1 and s3, respectively;
the orange and red dashed lines correspond to s2 and s4, respectively; and the purple and
brown dotted lines correspond to n5 and n6, respectively.
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Figure 11. OoFS test with the model trained via the four methods: (a) the contour of the original
output with the model trained via GD; (b) the contour of the sigmoid of the output with the model
trained via GD; (c) the contour of the original output with the model trained via AdaGrad; (d) the
contour of the sigmoid of the output with the model trained via AdaGrad; (e) the contour of the
original output with the model trained via KFAC; (f) the contour of the sigmoid of the output with
the model trained via KFAC; (g) the contour of the original output with the model trained via GD
with our regularizer; (h) the contour of the sigmoid of the output with the model trained via GD with
our regularizer.
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Figure 12. The signal and noise in the hidden layer of the model trained via the four methods: (a) GD;
(b) AdaGrad; (c) KFAC; (d) our method.

It can be seen that, for GD, the signal strength on M1 and M3 increases quickly during
the early phase of training, while the signal strength on M2 and M4 only increases a little at
the beginning and then decreases. The noise strength measured by n5 and n6 approaches
zero at a slow rate. We can say that, during the training, GD forgets M2 and almost does
not learn M4 at all, which is consistent with the results given in Section 5.1.2. We can infer
that if we train for a longer duration, the amount of OoFS noise decreases, but the model
also forgets about more of M2.

Figure 12b shows that AdaGrad does not forget M2 as GD does, and it learns M4
better than GD; however, it filters out noise at a slower rate.

The results for KFAC are given in Figure 12c; it can be seen that KFAC learns M2 and
M4 well, and it even puts more focus on the hard-to-learn feature M4 than the easy-to-learn
feature M1. However, when we shift our attention to the noise, its performance is poor.
The model trained via KFAC contains much OoFS noise, which hurts generalization.

Figure 12d shows the results of our method. It can be seen that the model trained with
our regularizer indeed learns the hard-to-learn features M2 and M4. Moreover, it performs
a bit better than GD and obviously better than AdaGrad and KFAC when filtering out
OoFS noise.

5.1.5. The Effective Rank, Trace Ratios, and Spectrum

In another test, we measure the effective rank based on spectral entropy and the
trace ratios [37]. Given a kernel matrix K ∈ Rr×r with positive eigenvalues λ1, . . . , λr,
let µj = λj/∑r

i=1 λj be the trace-normalized eigenvalues. The effective rank is defined
as follows:

erank = exp(H(µ)), H(µ) = −∑r
j=1 µj log(µj)

where H(µ) is the Shannon entropy. The effective rank is a real number between 1 and r,
upper bounded by rank(K), which measures the “uniformity” of the spectrum through the
entropy. The trace ratios are defined as: Tk = ∑j<k λj/∑j λj, and it quantifies the relative
importance of the top k eigenvalues.

Figures 13–16 show the effective rank and trace ratios of the representations during
training via GD, AdaGrad, KFAC, and our method. We also plot the spectrum of the
representations for the final models trained via the four methods.
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Figure 13. The effective rank, trace ratios, and spectrum of the representations evaluated on the
model trained via GD: (a) effective rank; (b) trace ratios; (c) spectrum of the representations.

Figure 14. The effective rank, trace ratios, and spectrum of the representations evaluated on the
model trained via AdaGrad: (a) effective rank; (b) trace ratios; (c) spectrum of the representations.

Figure 15. The effective rank, trace ratios, and spectrum of the representations evaluated on the
model trained via KFAC: (a) effective rank; (b) trace ratios; (c) spectrum of the representations.

Figure 16. The effective rank, trace ratios, and spectrum of the representations evaluated on the
model trained via our method: (a) effective rank; (b) trace ratios; (c) spectrum of the representations.

It can be seen that GD and AdaGrad are more or less similar under this perspective,
while the model trained with KFAC apparently contains much noise. Our method leads to
a smaller effective rank in the representation space and suppresses noise better than the
other methods.
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5.2. Linear Binary Classification Task

In this subsection, we evaluate our regularizer on a binary classification task with
input from a mixture of Gaussian distribution with two components. Assume that there
are two classes; each contains 150 data points, and p(x|C1) ∼ N(µ1, Σ) and p(x|C2) ∼
N(µ2, Σ), where µ1 = (−3, 0), µ2 = (3, 0), and Σ = diag(1.5, 16). The linear model y = βx
is trained with the cross-entropy loss. We visualize the decision boundaries and plot the
contour lines for the models trained via SGD, AdaGrad, KFAC, and our method.

Figure 17 shows the results for SGD; it can be seen in Figure 17a that, due to the noise
in the training data, the decision boundary is skewed. In Figure 17b, we see that the model
is over-confident near the decision boundary.

Figure 17. Results with the model trained via SGD: (a) the decision boundary; (b) the contour of the
sigmoid of the output.

Figure 18 shows the results for AdaGrad; the decision boundary is similar to that of
SGD, but the model trained with AdaGrad is less confident near the decision boundary,
which indicates better performance in uncertainty estimation.

Figure 18. Results with the model trained via AdaGrad: (a) the decision boundary; (b) the contour of
the sigmoid of the output.

The results for KFAC are shown in Figure 19; the decision boundary is closer to
the ground-truth boundary compared with SGD and AdaGrad, and it presents better
uncertainty estimations near the boundary.

Figure 19. Results with the model trained via KFAC: (a) the decision boundary; (b) the contour of the
sigmoid of the output.
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Figure 20 shows the results for our method. The regularization acts on the parameter β;
we set p = 1/2, and the weighting of the regularizer is 0.1. It can be seen that the decision
boundary is the closest to the ground-truth boundary compared with the other methods,
which indicates better generalization. Furthermore, it provides the best uncertainty estimate
near the decision boundary.

Figure 20. Results with the model trained via GD with our regularizer: (a) the decision boundary;
(b) the contour of the sigmoid of the output.

From this experiment, we can see that, although this is only a linear model without any
hidden layer and we have no chance to enforce a good representation via back-propagation,
we can still benefit from data-dependent regularization. It can be seen that our regularizer
can deal with noisy data in a better way; thus, we obtain a decision boundary closest to the
ground truth, along with the best uncertainty estimation performance.

5.3. Image Classification Task on Benchmark Datasets

In this section, we evaluate our method on three vision benchmark datasets: MNIST
(MNIST dataset link: http://yann.lecun.com/exdb/mnist/ (accessed on 9 February 2023)) [50],
SVHN (SVHN dataset link: http://ufldl.stanford.edu/housenumbers/ (accessed on
2 March 2023)) [51], and CIFAR10 (CIFAR10 dataset link: http://www.cs.toronto.edu/
~kriz/cifar.html (accessed on 4 March 2023)) [52]. We use the same models and settings as
in [15]. For MNIST and SVHN, we use 250 samples to train the model; for CIFAR10, we
use 500 and 1000 samples to train the model.

For SVHN and CIFAR10, the CNN-13 architecture [53] is used, and for MNIST, we use
a simpler CNN architecture, as in [15]. We train the model using an SGD optimizer with a
momentum of 0.9 and employ a cosine annealing learning rate scheduler [54].

The cross-entropy loss is employed; we set the super-parameter p of the regularizer to
1/2; the batch size is set to 32; the weight decay on the feature extractor ϕ is set to 1 × 10−3;
and the weight decay on the linear classifier h is set to 1 × 10−3, except for CIFAR10-1k,
which we set to 5 × 10−4. For SVHN and CIFAR10, the weighting of the regularization
term is set to 0.35, and the initial learning rate is set to 0.2. For MNIST, both the weighting
of the regularization term and the initial learning rate are set to 0.1.

Table 1 compares our method with Vanilla (including batch normalization, dropout [55]
and weight decay) and the regularizers proposed in relevant work, including the Jacobian
regularizer [43], regularizers based on statistics of representations [44,45], and the topologi-
cal regularizer [15]. We report the average test error (%) and the standard deviation over
10 cross-validation runs. The number attached to the dataset names indicates the number
of training instances used. It can be seen that our method achieves the lowest average error
for MNIST-250, CIFAR10-500, and CIFAR10-1k.

It should be mentioned that the topological regularization method in [15] relies on
sub-batch construction, i.e., each mini-batch consists of n sub-batches, and each sub-batch
consists of b samples from the same class. However, this construction is not commonly
used in modern practice, and our method achieves the best performance on three tasks
among four without any dependence on special construction.

http://yann.lecun.com/exdb/mnist/
http://ufldl.stanford.edu/housenumbers/
http://www.cs.toronto.edu/~kriz/cifar.html
http://www.cs.toronto.edu/~kriz/cifar.html
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Table 1. Comparison with previous regularizers. “Vanilla” includes batch normalization, dropout,
and weight decay. The average test error and the standard deviation are reported. (We use the bold
to highlight the smallest test error).

Regularization MNIST-250 SVHN-250 CIFAR10-500 CIFAR10-1k

Vanilla 7.1 ± 1.0 30.1 ± 2.9 39.4 ± 1.5 29.5 ± 0.8
+Jac.-Reg [43] 6.2 ± 0.8 33.1 ± 2.8 39.7 ± 2.0 29.8 ± 1.2
+DeCov [44] 6.5 ± 1.1 28.9 ± 2.2 38.2 ± 1.5 29.0 ± 0.6

+VR [45] 6.1 ± 0.5 28.2 ± 2.4 38.6 ± 1.4 29.3 ± 0.7
+cw-CR [45] 7.0 ± 0.6 28.8 ± 2.9 39.0 ± 1.9 29.1 ± 0.7
+cw-VR [45] 6.2 ± 0.8 28.4 ± 2.5 38.5 ± 1.6 29.0 ± 0.7

+Sub-batches [15] 7.1 ± 0.5 27.5 ± 2.6 38.3 ± 3.0 28.9 ± 0.4
+Sub-batches + Top.-Reg [15] 5.6 ± 0.7 22.5 ± 2.0 36.5 ± 1.2 28.5 ± 0.6
+Sub-batches + Top.-Reg [15] 5.9 ± 0.3 23.3 ± 1.1 36.8 ± 0.3 28.8 ± 0.3

+FC_Reg (ours) 5.3 ± 0.3 27.8 ± 1.3 36.2 ± 0.7 28.4 ± 0.3

Figure 21 visualizes the representations for CIFAR10-500. It can be seen that, for our
method, although we do not explicitly force clustering within a class or separation of differ-
ent classes, the representations of samples from the same class are clustered more tightly,
and there are no outliers. Moreover, samples from different classes are well separated,
and the representation space is more structured. However, we should also mention that
Figure 21 is only a low-dimensional visualization of the representations; although it may
serve as an illustration of the bias of the algorithms, some information is lost during dimen-
sionality reduction, and the performance of the fully connected layer is not included. Thus,
the generalization capability cannot be reliability inferred via this visualization. Specifically,
Figure 21d shows the result for the cw-CR method. This method explicitly utilizes class
information and performs representation shaping per class. It targets a reduction in the
covariance of representations calculated from same-class samples to encourage feature
independence. We can infer that, due to this feature independence effect, more information
is lost in the dimensionality reduction for the cw-CR method than for other methods, and
the impact of the lost information on the generalization performance is difficult to estimate.
Moreover, Figure 21g shows the results of the topological regularizer proposed in [15]. This
regularizer controls the representation space by extracting topological information from
the representations. Since the topological method collects information from all dimensions
and can capture the global shape of high-dimensional data, its advantage may not be fully
captured by low-dimensional visualization.

We also compare the trace ratios in Table 2 and plot the spectrum of the representations
in Figure 22. It can be seen from Table 2 and Figure 22 that, for our method, the dominant
singular values are more balanced, which is consistent with the theoretical analysis pre-
sented in Section 4.2. In particular, Figure 22 shows the bias of our method in suppressing
noise such that almost all the variances can be explained with the first 10 singular values.
We think that, due to this strong bias toward the suppression of noise, the model is forced
to learn hard-to-learn features instead of fitting hard samples with noise; hence, we achieve
better generalization performance by suppressing noise and favoring hard-to-learn features
over noise simultaneously.
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Figure 21. Visualization of the representations using models trained with different methods: (a) SGD;
(b) Jacobian regularizer; (c) CR; (d) cw_CR; (e) VR; (f) cw_VR; (g) Top.-Reg; (h) our regularizer.

Table 2. Comparison of trace ratios.

Regularization Trace Ratios of the Representations

Vanilla [0.3169, 0.4428, 0.5347, 0.6189, 0.7002, 0.7735, 0.8363, 0.8934, 0.9445, 0.9903]
+Jac.-Reg [43] [0.5379, 0.6417, 0.7099, 0.7706, 0.8209, 0.8686, 0.9089, 0.9422, 0.9684, 0.9891]
+DeCov [44] [0.2386, 0.3460, 0.4434, 0.5366, 0.6175, 0.6964, 0.7638, 0.8259, 0.8841, 0.9380]

+VR [45] [0.3013, 0.4078, 0.4997, 0.5849, 0.6643, 0.7422, 0.8100, 0.8746, 0.9335, 0.9909]
+cw-CR [45] [0.2001, 0.3326, 0.4374, 0.5364, 0.6252, 0.7113, 0.7902, 0.8650, 0.9338, 0.9983]
+cw-VR [45] [0.3013, 0.4078, 0.4997, 0.5849, 0.6643, 0.7422, 0.8100, 0.8746, 0.9335, 0.9909]

+Top.-Reg [15] [0.6253, 0.6835, 0.7317, 0.7781, 0.8220, 0.8608, 0.8971, 0.9313, 0.9637, 0.9883]
+FC_Reg (ours) [0.1727, 0.3008, 0.4158, 0.5226, 0.6253, 0.7254, 0.8217, 0.9165, 0.9997, 1.0000]

Figure 22. Comparison of the spectrum of representations. (a) GD; (b) Jacobian regularizer; (c) CR;
(d) cw_CR; (e) VR; (f) cw_VR; (g) Top.-Reg; (h) our regularizer.
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6. Discussion

Motivated by previous work on OoD generalization and OSR, we studied the repre-
sentation learning problem in a small-sample-size regime and identified a factor that affects
the representation quality in this paper. The division of the data space and the notion of
OoFS noise proposed in Section 3 can be used in a theoretical analysis of representation
learning; moreover, they may serve as powerful tools in research on OoD generalization,
OSR, and uncertainty estimates. Furthermore, in contrast to GD, AdaGrad, and KFAC,
which struggle to balance learning hard-to-learn features and filtering out noise, the pro-
posed method can simultaneously learn hard-to-learn features and filter out noise, which
not only demonstrates the power of the proposed method but also hints at the potential of
the proposed notion.

However, there is room for improvement. First, our regularizer introduces additional
hyperparameters, i.e., the weighting and the parameter p. Although they can be determined
empirically or by using a grid search, this workload can be reduced by designing some
adaptive tuning algorithms. Second, a theoretical analysis of the generalization error of
the proposed method can be performed using the PAC-Bayesian approach. Finally, some
other failure modes of representation learning methods exist, such as a dense mixture of the
features, as proposed by [17] from the perspective of adversarial examples; therefore, their
impact on the representation quality should also be explored, with further understanding
giving rise to better representation learning algorithms.

7. Conclusions

A good representation is generally beneficial for generalization in deep learning, espe-
cially when the amount of data is insufficient. In this paper, we studied the representation
learning problem via a novel perspective and argued that the model’s response to OoD
samples can be seen as an indicator of the quality of the feature extractor. Based on this
assumption, we proposed decomposing the data space into three subspaces and formu-
lated a notion of OoFS noise. Then, we theoretically studied the OoFS noise in the feature
extractor for a single-hidden-layer neural network and bound the impact of the OoFS noise
by proving two theorems. Furthermore, we identified two distinct causes of OoFS noise
and demonstrated the effect of L2 regularization on filtering out the OoFS noise induced
by random initialization. Finally, we proposed a novel data-dependent regularization
approach to filtering out the noise in the representation space.

We evaluated our approach both on synthetic and benchmark datasets. For the
synthetic datasets, we considered a binary classification task, and the experiments showed
that our method could simultaneously learn hard-to-learn features and filter out OoFS noise
and outperformed GD, AdaGrad, and KFAC. These results demonstrated that the proposed
regularizer could effectively force the feature extractor to focus on informative features
instead of memorizing noise via a back-propagation mechanism. For the vision benchmark
datasets, experiments on image classification showed that our method outperformed other
methods in three tasks among four. These experiments demonstrated the advantages of
our proposed method.

Future work includes exploring other failure modes of representation learning meth-
ods in small-sample-size settings. Moreover, exploring the potential of the proposed
method in more involved scenarios, such as noise reduction [56] and feature mining [57–59],
and testing our method on new datasets [60] are also challenging. Furthermore, studying
the learning dynamics of the proposed method will be beneficial in understanding back-
ward feature correction effects. Finally, using the notion of OoFS noise to study the OoD
generalization problem and to develop better methods based on this new understanding
would be interesting.
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