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Abstract: This paper applies a new artificial intelligence architecture, the temporal fusion transformer
(TFT), for the joint GDP forecasting of 25 OECD countries at different time horizons. This new
attention-based architecture offers significant advantages over other deep learning methods. First,
results are interpretable since the impact of each explanatory variable on each forecast can be
calculated. Second, it allows for visualizing persistent temporal patterns and identifying significant
events and different regimes. Third, it provides quantile regressions and permits training the model
on multiple time series from different distributions. Results suggest that TFTs outperform regression
models, especially in periods of turbulence such as the COVID-19 shock. Interesting economic
interpretations are obtained depending on whether the country has domestic demand-led or export-
led growth. In essence, TFT is revealed as a new tool that artificial intelligence provides to economists
and policy makers, with enormous prospects for the future.

Keywords: GDP; deep learning; time fusion transformers; multi-horizon forecasting; interpretability

MSC: 37M10

1. Introduction

The Great Recession, the COVID-19 pandemic, and the war in Ukraine increased the
uncertainty surrounding the economic cycle. Preceding these crises, the world economy
underwent a process of financialization over the preceding two decades, characterized
by a broad range of shifts in the relationship between the financial and real sectors. This
phenomenon elevated the significance of financial actors in the economy ([1]). It altered the
aspects of micro and macro dynamics. This translated the dynamics of financial markets,
in particular, nonlinearities and long-term dependencies ([2,3]), into features of different
business cycle indicators, including real GDP. Consequently, forecasting macroeconomic
data, such as real GDP growth, became a more complex task.

The effect of an explanatory variable on real GDP depends on how it is interrelated
with other explanatory variables, which, in addition, can vary over time. An example of
that is the evidence that we obtain in this study on the loss of the predictive power of the
slope of the yield curve to anticipate the business cycle. In different previous studies, the
yield curve was revealed as an extremely powerful predictor of recessions ([4-9]).

The existence of long-range dependence and non-linearities in a business cycle time
series ([10-13]) opens the door to the use of artificial intelligence (Al) techniques to forecast
real GDP. Al is the development of computer-based algorithms that can perform tasks
similar to human intelligence being able to modify their actions, thus maximizing their
chances of success. Such algorithms are increasingly capable of solving extremely complex
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problems, such as helping in decision-making processes; including the classification and
evaluation of large amounts of data.

This paper contributes to the real GDP forecasting literature by proposing the ap-
plication of temporal fusion transformers (TFTs). This state-of-the-art time series model,
developed by [14], is encompassed within deep neural networks (DNNs). This new
attention-based architecture offers significant comparative advantages over regression
models and other deep learning methods. First, it can be applied to univariate and multi-
variate time series. Second, three types of explanatory variables can be used: temporal data
known only up to the present, temporal data with known inputs into the future, and/or
exogenous static/categorical variables. Third, it allows working with heterogeneous time
series, so that it can train on multiple time series from different distributions. Fourth, the
TFT architecture splits processing into local preprocessing and global processing. The first
one captures specific events and the second one the common features of all the time series.
Fifth, the results are interpretable since the impact of each explanatory variable on each
forecast can be calculated by analysing the variable selection weights. Sixth, it allows for
visualizing persistent temporal patterns and identifying significant events and different
regimes. Finally, it provides quantile regressions and permits computing simulations
based on a known input into the future. This feature is especially valuable to evaluate
macroeconomic policies.

We apply TFTs for the joint GDP forecasting of 25 OECD countries using macroeco-
nomic and financial variables. Since TFTs allow multi-horizon forecasts, we will forecast at
different time horizons: one, two, three, and four quarters. It requires the data sample to
be partitioned into three datasets: the training dataset, the validation dataset, and finally
the test dataset. The obtained results are compared with those of a benchmark ARIMA
model using two standard metrics, mean absolute error (MAE) and root mean square
error (RMSE).

TFT outperforms the standard ARIMA in the two proposed metrics, MAE and RMSE.
The performance of TFT forecasts was compared to that of the ARIMA model separately,
in recession and expansion sub-periods, in order to give greater robustness to the results
obtained at a global level. TFT outperforms ARIMA in periods of economic slowdown or
global recession as well as in periods of stable growth; in this case, the improvement is
marginal. Results suggest that TFTs outperform regression models, especially in periods of
turbulence, such as the COVID-19 shock. Interesting economic interpretations are obtained
depending on whether the country has domestic demand-led or export-led growth. The
obtained results show that the TFT forecasts improvements are significantly greater in
demand-driven growth countries.

The use of TFTs to predict real GDP yields very interesting results regarding the
importance of the explanatory variables. While the slope of the curve has limited predictive
power, it is worth noting that the variable measuring the indebtedness of the non-financial
private sectors demonstrates a remarkable ability to anticipate future trends. This variable
played a catalytic role in the Great Recession once the value of collateral began to deteriorate,
in accordance with Hyman Minsky’s financial instability hypothesis ([15,16]). In this regard,
recent studies show the high persistence of the ratio of private debt to GDP for different
OECD countries, and the key importance of macroprudential policy, as one of the pillars
of macroeconomic policy ([17]). Finally, it should be noted that the importance of the
explanatory variables in predicting real GDP might vary somewhat depending on the
phase of the economic cycle or the forecast time horizon. TFTs are capable of capturing this.

The rest of the paper is organized as follows: Section 2 discusses the theoretical
framework that allows us to use financial variables, composite leading indicators, the
credit cycle, and international trade as predictors of economic growth. Section 3 reviews
the literature on forecasting economic growth using deep learning and regression models.
Section 4 formulates the methodology designed, using TFTs, for the joint forecasting of the
GDPs of a substantial number of countries, and details the description of the sample and
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the variables used. Section 5 discusses the empirical results obtained. Finally, Section 6
presents the conclusions, pointing out future lines of research.

2. Predictors of GDP Growth: A Literature Review

Over decades, economists devoted a substantial amount of effort to model economic
growth. There exists a wide literature that supports the importance of different kinds
of variables to predict the evolution of GDP. Throughout this section, we review a list
of variables from a broad array of candidates and describe how they are related to the
business cycle.

2.1. Financial Variables and Leading Indicators

Financial variables, such as the prices of financial instruments, interest rates, interest
rate spreads, stock price indexes, and monetary aggregates, have significant predictive
content for economic activity since they are forward-looking variables, and therefore, are
useful indicators in macroeconomic prediction. For a comprehensive literature review,
see [18].

1. The Yield Curve. The spreads between interest rates for different maturities tend
to be interpreted as the market expectations of future rates corresponding to the period
between the two maturities. Intuitively, long-term rates incorporate the expectations of
financial markets on future short-term rates. Consequently, a negative-sloped or flat curve
means that markets’” prospects involve a decrease in future real interest rates, which is
associated with weak economic activity or downturn.

Evidence on the predictive power of the spread between long-term and short-term
government bond rates, called the slope of the yield curve, for inflation and real economic
activity is wide and robust across countries and time periods ([4,5,19-23]).

Ref. [6] provides the theoretical basis for this statistical evidence. In particular, the
main implication of the analytical rational expectations model is that the relationships are
not structural since they are influenced by the monetary policy regime. In other words, the
extent to which the yield curve is a good predictor depends on the form of the monetary
policy reaction function, which, in turn, may depend on explicit policy objectives. The yield
curve has predictive power, for example, if the monetary authority follows strict or flexible
inflation targeting or if policy follows the [24] rule.

We hypothesize that the impact of the yield curve on economic growth will de-
pend on how it interacts non-linearly with the global credit spread cycle and the official
interest rates.

2. Corporate Bond Spreads. Asset purchase programs, forward guidance, and other
unconventional monetary policies can lower long-term interest rates, altering the informa-
tion content of the yield curve. However, even in such circumstances, the behavior of the
corporate bond credit spread curve varies over the business cycle, potentially containing
more information about the future.

Many studies focused on corporate bond spreads ([25-31]), providing strong evidence
for the link between this spread and the economic activity.

We include in our model the ratio of the Moody’s U.S. Baa corporate bond yields to
that of Aaa as a global proxy for credit spread.

3. The Composite Leading Indicator. The combination of multiple leading variables in
composite leading indicators (CLIs) pursues a more accurate prediction of the development
of the reference series. CLIs are designed to predict the development of the business cycle,
focusing on the identification of turning points that occur when the growth rate moves from
an expansion period to a contraction period or vice versa. Empirical evidence supporting
the usefulness of the CLIL, both in-sample and out-of-sample real-time, in a real time context,
is wide. Some examples are [4,32-35].

We include in our model the CLI built by OECD (see [36]), which captures fluctuations
of the economic activity around its long-term potential level. This CLI shows short-term
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economic movements in qualitative rather than quantitative terms. A CLI reading above
(below) 100 precedes levels of GDP above (below) its long-term trend.

4. The Industrials Commodity Price Index. The CRB Raw Industrials Spot Index,
drawn from Bloomberg, is a synthetic measure of price movements of 13 sensitive basic
commodities whose markets are presumed to be among the first to be influenced by changes
in economic conditions. As such, it serves as one early indication of imminent changes in
business activity.

The criteria for the selection of commodities are: (i) wide use for further processing
(basic); (ii) freely traded in an open market; (iii) sensitive to changing conditions significant
in those markets; and (iv) sufficiently homogeneous or standardized so that uniform and
representative price quotations can be obtained over a period of time.

Then, the Spot Market Index is defined as the unweighted geometric mean of the
individual commodity price relatives (i.e., the ratios of the current prices to the base
period prices).

Different papers empirically examine the interactions between commodity prices,
money, interest rates, goods, and economic growth ([37-41]). In particular, Ref. [41] ex-
plores how the commodity market can predict GDP growth for countries worldwide, rather
than a few specific countries or regions. They find commodity returns significantly pre-
dict the next quarter’s GDP growth, and thus can be considered as leading indicators of
economic growth.

2.2. The Credit Cycle

The credit cycle and the economic cycle are closely related. Many studies provide
empirical evidence supporting that endogenous credit supply expansions precede a decline
in real GDP (see [42], for a review). The intuition is that, in the supply side of financial
markets, risk appetite and the debt accumulation evolve over the business cycle following
a regular process, and ultimately, this credit cycle translates to the real economy through
defaults that materialize credit risk, and the end, financial constraints affecting the real
economy. In particular, the Minsky’s financial instability hypothesis ([15,16,43,44]) predicts
that, for a given microeconomic condition, the likelihood of facing credit constraints
decreases in periods of GDP expansion and increases in periods of contraction.

We include in our model the measurement of private indebtedness at the country level
developed and published by the Bank for International Settlements (BIS). Specifically, it is
defined as the ratio of the total debt of non-financial private sectors at market value of one
country over its nominal GDP.

2.3. World Trade and Economic Integration across Countries

As was first stressed by the classics, Adam Smith and David Ricardo, trade promotes
growth by allowing the optimal use of resources. Empirical evidence is profuse and
supports that trade tends to favor development, given that it stimulates technical progress,
which is spread across countries through the importation of capital goods that incorporate
innovations (for a survey, see [45]).

Particularly, exports promote economic growth through several channels: they en-
hance a better allocation of resources through specialization on goods that have an im-
proved comparative advantage, favoring productivity gains through economies of scale,
spillover effects, and learning-by-doing. In this sense, trade integration enables a higher ex-
ternal demand that increases the probability and /or intensity of exporting, and therefore, of
economic growth, especially in periods where domestic demand is under pressure ([46—48]).

International trade was also identified as a channel through which shocks are interna-
tionally transmitted, contributing to the synchronization in business cycles across countries.
In particular, countries joining a currency union may lose their ability to stabilize cyclical
fluctuations through independent counter-cyclical monetary policy. In general, empirical
research found that pairs of countries with relatively strong economic linkages, not only in
terms of trade intensity, but also in terms of financial and institutional integration, tend
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to have highly correlated business cycles. For example, Refs. [49-51] find that the closer
the trade linkages are, the higher the correlation in countries” business cycles are as well.
Similarly, Ref. [52] shows that more financially integrated countries display more correlated
business cycles.

We incorporate in our model the World Trade Volume Index that is monthly computed
by the Netherlands Bureau for Economic Policy Analysis. This index, defined as the
arithmetic average of world exports and imports of goods, constitutes an indicator of global
economic activity. It covers the United States, Japan, EU, and four groups of emerging
countries: Asian countries (excluding Japan), Eastern Europe and CIS countries, Latin
America, and Africa and the Middle East.

Here, we have to emphasize the ability of the temporal fusions transformers method-
ology to capture cross-country business cycle co-movements, even if the drivers of this
synchronization are not explicitly introduced in the list of explanatory variables.

3. Forecasting Economic Growth Using Deep Learning and Regression Models:
Literature Review

The Great Recession (2007-2009) and the COVID-19 pandemic increased the uncer-
tainty surrounding the economic cycle. This indetermination occurs in a context of the
financialization of the global economy in recent decades, understood as a broad set of
changes in the relationship between the financial sector and the real sector, which gave
greater weight than before to financial motives and actors, consequently affecting the
different relationships between macroeconomic and/or financial variables.

The influence of macroeconomic and/or financial variables on the business cycle was
extensively detailed in the previous section. In this one, we collect the different technical
contributions to the forecasting of the business cycle, measured by GDP in real terms, from
advanced regression models, especially in time series analysis, for the use of Al techniques.

3.1. The Use of Regression Models for Business Cycle Forecasting

There is a wide variety of regression models used in macroeconomic research in or-
der to forecast economic activity. They range from the early ARIMA ([53-55]), or VAR
models ([56,57]) to those more complex ones that analyze the cycle from an explicit non-
linear perspective. VAR models are particularly useful for forecasting purpose but suffer
from a major drawback, as they require the estimation of many potentially non-significant
parameters. This over-parametrization problem, resulting in multicollinearity and loss of
degrees of freedom, leads to inefficient estimates and large out-of-sample forecast errors.
To face this problem, there are two main approaches. The first one consist in identifying
non-significant lags through statistical tests and estimating the restricted version of the
model that incorporates the identified restrictions on the parameters of the model. The
second approach uses quasi-VAR models, which specify an unequal number of lags for the
different equations.

Alternatively, some authors ([58,59]) propose a Bayesian VAR or BVAR model. Instead
of eliminating the longest lags, the Bayesian method imposes restrictions on the coefficients
of the model, assuming that these coefficients are more likely to approach zero than the
coefficients of the shortest lags. Within the VAR family, in order to capture the systemic
dimension while retaining the advantage of estimating a single equation, structural vec-
tor autoregressive (SVAR) models emerged ([60,61]). Finally, it is worth mentioning the
time-varying parameter VAR models, which successfully model regime-switching time
series ([62—64]).

Within business cycle modeling from an explicit nonlinear perspective, the range is
very broad. They include, for example, smooth transition regression (STR) models, which
are a general class of reduced-form, state-dependent, nonlinear time series models in which
the transition between states is, generally, generated endogenously, and where smooth
transition autoregression (STAR) models are a particular case. See [65-67].
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Ref. [68] shows that the STR models include particular cases, in addition to the STAR,
the exponential autoregressive (EAR), the threshold autoregressive (TAR), and the SETAR
models. TAR and SETAR models are those which, maintaining the idea that the level
and time structure in an economic phenomenon depend on the cyclical phase in which
it is found, provide a relatively simple way of introducing non-linear elements in the
econometric analysis of time series. See [69-71].

Finally, within the nonlinear modeling of the business cycle, we distinguish those
models where the state of the cycle can be represented by a binary state variable whose
evolution is explicitly characterized by a Markov chain. This state variable conditions the
parameters of a linear model that completes the representation of the observed dynamics.
We refer to Markov-switching autoregression (MS-AR) models, see [57,72-79], and further
generalize the MS-AR model to a MS-VAR time series model.

Ref. [80] use a small set of variables (real GDP, the inflation rate, and the short-term
interest rate) to analyze atheoretical (time series) and theoretical (structural) regression
models, as well as linear and nonlinear, to test whether the decline in U.S. real GDP
during the Great Recession had the potential to be predicted. Their results suggest that
structural (theoretical) models, especially the nonlinear model, perform well on average
at all forecast horizons in ex post, out-of-sample forecasts, although at certain forecast
horizons, certain nonlinear atheoretical models perform better. The nonlinear theoretical
model also dominates in the ex ante, out-of-sample forecasts of the Great Recession.

3.2. Forecasting Real GDP Using Artificial Intelligence Models

Forecasting real GDP growth, such as with other macroeconomic data, is a far from
straightforward process. Starting from the causal relationship between dependent and
independent variables, traditional economic models use predetermined relevant variables
to make predictions, adopting top-down and theory-driven approaches ([81]). This process,
in relation to the data and methods used, is founded on economic intuition and forecasters’
judgment. If any of the forecasters” assumptions are not met, the models will produce
inaccurate predictions.

The effect of an explanatory variable on real GDP depends on how it is interrelated
with other explanatory ones, which, in addition, can vary over time. This feature cannot
be modeled using the conventional regression framework, opening the door to the use
of Al techniques. Al is the development of computer-based algorithms that can perform
tasks similar to human intelligence, being able to modify their actions to maximize their
chances of success. Such algorithms are increasingly capable of solving extremely complex
problems, and can assist in decision-making, including the classification and evaluation of
large amounts of data.

Unlike many traditional economic forecasting models, Al machine learning models
focus on pure prediction ([82]). Being more flexible than traditional economic forecast-
ing models, they produce predictions without predetermined assumptions or judgments.
Therefore, thanks to the development of new algorithms and the increase in computing
power, machine learning models were actively applied in various fields, from forecasting
transportation, traffic or electricity flows ([14,83,84]), to forecasting housing prices ([85])
or financial market volatility ([14,86]). In most of the fields analyzed, machine learning
methods perform better than traditional econometric models, including cases with low-
frequency data. Looking at their application to economics, such as the inflation forecasting
studies of [87,88], they produce robust predictions.

Ref. [89] divides Al learning methods into four major groups: unsupervised, super-
vised, semi-supervised, and reinforcement learning.

Almost all the Al models applied for business cycle forecasting fall within the super-
vised learning models, although elements of reinforcement learning can also be incorpo-
rated. For real GDP forecasting, different Al models are used: K-nearest neighbor ([90-92]);
decision trees, boosted trees, gradient boosting and/or random forest ([91,93-98]); artificial
neural networks and their deep learning extensions ([99-101]); ordinary and alternative
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support vector machines ([91,101-103]); and Boltzmann machines ([101]). These papers
find that all these learning algorithms can outperform traditional statistical models, thus
offering a relevant addition to the field of economic forecasting.

It is important to remark that most machine learning techniques, such as random
forest or gradient boosting algorithms, are not ideal for time series forecasting since they
ignore the time order of the features. They assume that the value of each feature at a certain
time step is independent of the value of the same feature at the previous time step. This is
violated in time series data, where serial correlations are essential.

Because of this, recurrent neural networks (RNNs), such as gated recurrent units
(GRUs) and long short-term memory networks (LSTMs), are extensively used to solve
time series forecasting problems since they are capable of capturing the dependencies
between time steps. The problem with these DNNSs is that they cannot correctly capture
long-range dependencies. This issue is solved in the transformer architecture, initially
presented in [104].

This paper is a contribution to the real GDP forecasting literature based on the ap-
plication of Al It proposes the application of TFTs, recently developed by [14], which are
encompassed within DNNs. TFIs provide considerable advantages that will be detailed in
the next section.

4. Methodology and Database

We will apply a new deep learning model, the temporal fusion transformers, for
forecasting jointly the real GDP on a quarterly basis for 25 OECD countries at different
time horizons. We will detail the main features of TFTs, explaining both the attributes that
make them very suitable for forecasting macroeconomic variables and the different blocks
of their architecture. We will then explain in detail the methodology we designed for the
joint forecasting of the GDPs of a substantial number of countries.

4.1. Temporal Fusion Transformers for Forecasting Real GDP

TFT ([14]) is the state-of-the-art model for interpretable, multi-horizon time series fore-
casting. This attention-based architecture is specifically designed for time series prediction
and provides several advantages over other deep learning models (Figure 1).

Forecast Time (t)

Prediction Intervals

Point Forecasts

-
e
Past Targets T T
>
e ~ i
‘ ..“.. - ' T T
Static ‘
3 Covariates 7
R A - -
Observed Inputs ¢ + } 4

Known Inputs

Figure 1. The TFT advantages. Source: [14].

First, TFTs support different types of variables as inputs: time series that are only
known up to the present (this is the type of data that most models work with); time series
with known values in the future; and static or time-invariant variables. All these variables
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can be categorical or continuous. Due to its ability to process static variables, TFTs permit
training on multiple time series, from different distributions. This is extremely important
because it enabled us to train the model with data from different countries, significantly
increasing the size of the dataset, something essential for machine learning models.

Most models are not able to work with known future values and this is essential for
certain time series problems. For example, from the perspective of a central bank, the
model’s ability to work with known future values of a given explanatory variable will
allow for an analysis of the impact of monetary policy (interest rates and/or quantitative
easing) on a given macroeconomic variable under study, be it inflation and/or real GDP.

Secondly, TFTs allow multi-horizon quantile prediction through multi-step forecasts
by calculating prediction intervals using the quantile loss function. The user can define
these forecasting intervals.

Finally, one main property of TFTs is their interpretability. Most deep learning archi-
tectures are “black box” models and their predictions cannot be explained. Generally, Al
explanatory methods obtain interpretability measures in a differentiated process from the
estimation one. Common post hoc machine learning explanatory techniques, such as SHAP
or LIME, do not take into account the temporal order of the inputs, ignoring dependen-
cies between time steps that are essential in time series. TFTs address this weakness by
incorporating variable selection networks (VSN) that provide variable selection weights,
which quantify the importance of each feature in the prediction of each observation in
the dataset. Then, selection weights are collected for each variable across the entire test
set to compute any statistic that characterizes each sampling distribution. In addition to
quantifying the importance of each input variable in prediction, TFTs permit us to visualize
persistent temporal patterns, different regimes, and significant events. For this purpose,
TFTs employ a self-attention mechanism that estimates the attention weights that measure
the importance of each period.

Having already explained the capabilities that make the TFT ideal for economic
forecasting, we will now briefly explain its architecture before detailing the methodology
we designed for the joint forecasting of real GDP for a considerable number of countries.
See Figure 2.

Quantile Forecasts<  #+1(0.1) #41(0.5) 941(0.9) wun G47(0.1) §r47(0.5) Ge4(0.9

Temporal Fusion Decoder

Position-wise
Feed-forward

Temporal
Self-Attention

‘ LSTM I ' - LSTM
Encoder ] 3 i Decoder

Variable Variable Variable
Selection Selection Selection

Variable
Selection

Static
Metadata

\’ II' e \I 'I't+l s ;'.f+T,[’¢’|l'
v ) L J
Past l'npu(s Known Fulure Inputs

Figure 2. TFT architecture. Source: [14].
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TFT has a complex architecture, which gives it enormous flexibility and computing
potential, the main blocks being:

1-Gating mechanisms: Gating mechanisms give TFTs the ability to skip unused parts
of the architecture. This is especially important in small or noisy datasets, where a simpler
model can enhance performance (as the problem solved in this paper). This gated residual
network (GRN) is one of the main blocks of TFTs. The GRN takes in the main input and a
context vector and decides whether additional dense layers are useful or these layers can
be skipped through the residual connection. See Figure 3.

Residual Dropout
Connection
External
Primary Context
Input (Optional)

Gated Residual Network (GRN)

Figure 3. GRN Scheme. Source: [14].

2-Variable selection networks (VSN): In most prediction problems, we have variables
that do not increase the prediction ability of the model. TFT introduced variable selection
networks: this part of the architecture removes irrelevant inputs that decrease the algorithm
performance and provides information about the most relevant variables just by analyzing
the weights assigned to each one.

3-Static covariate encoders: TFT is able to use information from static data thanks to
separate GRN encoders that produce different context vectors that are connected to several
parts of the architecture. These kinds of encoders are especially important for our problem
since they allow the model to train with data from different countries.

4-LSTM Encoder-Decoder: This sequence-to-sequence layer is used for local process-
ing; it captures short-term time dependencies. Known future inputs are directly connected
to the decoder.

5-Interpretable multi-head self-attention: TFT has a self-attention mechanism that
makes the model capable of learning long-term relationships: it integrates information
from any time step. This transformer architecture presents some changes in comparison
to standard transformers ([104]); these modifications allow for conducting interpretability
studies by the analysis of attention weights.

6-Dense layers: Several dense layers are part of the model; these layers learn through
different non-linear transformations. The final dense layer generates prediction intervals in
addition to point forecasts.

7-Loss function: TFT is trained by minimizing the quantile loss of all quantile outputs.
We use the following quantiles: {0.02, 0.1, 0.25, 0.5, 0.75, 0.9, and 0.98}. The following
equation represents the loss function:

Z Z ZTmax QL ]/t/ (/ _T/T)/q) (1)

yeQ’ 7€Q MTax

QL(yt,9,9)=q(y—9), +1-9)@—vy), - )
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4.2. Methodology

In this section, we provide a brief explanation of the data used in the training, valida-
tion, and test datasets, the hyperparameter configuration, and the model specifications for
each forecast horizon.

The target value (y) of our neural network is the GDP logarithmic growth rate, ex-

pressed as:
GDPys)
y—logGT%, s=1,2 30r4 3)
where s denotes the number of quarters. For example, in the case of the annual growth rate
forecast, it would be: CDP
_ (t44)
y = log GT% 4)

This means that we will train our network with four different target values and
different hyperparameters settings depending on the forecast horizon. We will measure the
performance of the models using two different metrics, the RMSE and the MAE. For each
date, the dataset is composed of the data from 25 OECD selected countries. Thus, we will
simultaneously train and forecast for all of them.

The main disadvantage of machine learning models for macroeconomic forecasting is
the lack of available data. We used the Python library PyTorch Forecasting to implement
the TFT; this package does not have stochastic gradient descent available. Because of this,
we need to refit the model for each forecast to incorporate the data from the latest available
observation. This is critical to forecast the GDP since the economic paradigm can change
suddenly.

As shown in Figure 4, the first observation that belongs to the test dataset is the first
quarter of 2009 and the last one is the third quarter of 2021. PyTorch Forecasting uses the
last available quarter as the validation dataset; therefore, the validation and test datasets
will contain one observation per country in each forecast.

| Train | Validation | Test |
Q2 1990 Q3 2008 Q4 2008 Q12009
| Train | Validation | Test |
Q2 1990 Q4 2008 Q12009 Q2 2009
| Train Validation | Test |
Q2 1990 Q12009 er2009 Q3 2009
@ (] ® e (] & (]
I Train | Validation | Test
Q2 1990 Q12021 Q22021 Q3 2021

Figure 4. Quarterly prediction methodology.

When we make predictions greater than one quarter (s = 2, 3, or 4 quarters), the test
dataset contains the GDP logarithmic growth rate that corresponds to those s periods. The
forecast that we will use to check the model performance is the last one, in order to avoid
overlapping data. We can see in Figure 5 how we may predict Q4 2009 when the last data
available are Q4 2008. Even though our test dataset contains four annual growth rates, we
only use the last one since it is the first prediction that does not contain any information
from the test dataset.
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Train Validation Test

Q1 1991

Q3 2008 Q4 2008 Q4 2009

Figure 5. Annual prediction methodology.

The hyperparameters used to forecast at different time horizons are the same, with
the only exception being the number of epochs. The main hyperparameters are shown in
Table 1.

Table 1. Main hyperparameters.

Forecast Horizon

Main Hyperparameters

1Q 2Q 3Q 40Q
Epochs 13 17 19 20
Learning rate 0.03
Dropout 0.1
Number of heads 1
State size 16
Batch size 64
Quantiles 0.02,0.1,0.25, 0.5, 0.75, 0.9, 0.98
Normalized GroupNormalizer

The GroupNormalizer scales by groups (in this application, countries). It means that
for each group, a scaler is fitted and applied.

In Appendix B, we added the code for annual predictions and how we compute the
RMSE and the MAE for the whole dataset.

4.3. Sample Data and Variables

The database used in this paper comes from different combined sources corresponding
to the period 1990-2021 for 25 OECD countries (See Table 2). (i) The Organization for
Economic Co-operation and Development (OECD) for GDP in volume index, and main
economic indicators; (ii) The Bank for International Settlements (BIS) for the Total Debt Non
Financial Private Sectors over GDP; (iii) Federal Reserve Economic Data (FRED), Federal
Reserve Bank of St. Louis for Credit Spreads; (iv) Netherlands Bureau for Economic Policy
Analysis (CPB) for World Trade data; and (v) Bloomberg for CRB Raw Industrials Spot
Index. Table 3 shows detailed information about the variables, the reason for use, and the
sources.

Table 2. Selected countries.

Australia Italy United Kingdom
Austria Japan United States
Belgium Korea South Africa
Canada Mexico

Denmark Netherlands
Finland New Zealand

France Norway
Germany Portugal
Greece Spain
Iceland Sweden

Ireland Switzerland
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Table 3. Variables description.
Variable Definition Reason of Use Source
Dependent variable
GDP in volume index, hundredths, Dependent variable for the country’ s
GDP logarithmic growth rate;; 2015 = 100, of every country 7 in penc Y OECD
economic growth.
year t.
Independent variables
Idiosyncratic variables
The slope of the yield curve was shown
empirically to be a significant predictor
of inflation and real economic activity.
Quite a few academic studies suggested
It is the ratio of long-term interest :habt the tslopelof the ! e.ld curve seems
Yield curve (YCj;) rates on sovereign debt to O DS EXTErnery profusing as a OECD
short-term interost rates. predictor .of recessions. See [4-9]. We
hypothesize that its impact on
economic growth will depend on how
it interacts non-linearly with the global
credit spread cycle and official
interest rates.
It captures the progression of risk
appetite and the debt accumulation
process. During an economic expansion
investors’ risk appetite tends to
increase; the longer the expansion,
without any major setback, the higher
the risk appetite, indebtedness, and
economic growth—exactly the opposite
Ratio of the total debt of during periods of deleveraging and
non-financial private sectors at private balance sheet
Debt non-financial private market value of one country over recessions ([15,16,43,44,48,105-107]).
sectors/GDP (private debt/GDP); its nominal GDP. It is developed, Ref. [108] found an increase in the BIS
' calculated and updated by the Bank  household debt to GDP ratio predicts
for International Settlements (BIS).  lower GDP growth and higher
This index is regularly updated. unemployment in the medium run for
an unbalanced panel of 30 countries
from 1960 to 2012. Ref. [17] found for
almost all of the 43 OECD countries
analyzed that the private debt-to-GDP
ratio is highly persistent. These results
suggest long-lived effects of shocks to
the private debt-to-GDP ratio, which
require appropriate policy actions.
The OECD Composite Leading Ths C(.)mpgsite lead.igg inc}icafcor (fLIf)
Indicator (CLI) is an aggregate time 18 desighed to Prol;/ \de earty s11gna S0
series displaying a reasonably h}llrmr.lg pfcl)mts m us.melis cyees
consistent leading relationship with showing fluctuation in the economic
OECD composite leadin, the reference series for the business ~ 2<v'Y @ round its long term potential
P & level. Different research found that the =~ OECD
indicator (CLIj) cycle of a country (GDP). A CLI

Common variables

reading above (below) 100 is always
an indication that anticipates levels
of GDP above(below)

long-term trend.

composite leading indicators (CLI) are
useful for forecasting gross demand
product (GDP), both in sample and in
an out-of-sample real-time

exercise ([4,32-34,38]).
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Table 3. Cont.

Variable

Global Credit spread cycle (GCSCy)

CRB RIND Index (CRBRIND)

World Trade volume Index (WTVIy)

Definition

The ratio of the Moody’s U.S. BAA
corporate bond yields to that of
AAA is taken as a proxy for the
global credit spread cycle.

CRB Raw Industrials Spot Index

The monthly world trade volume
index is computed by the CPB
(Netherlands Bureau for Economic
Policy Analysis) and is defined as
arithmetic average of world exports
and world imports of goods. The
series covers United States, Japan
and EU and four groups of
emerging countries: OPEC, Asian
newly industrialised countries
(Taiwan, Hong Kong, Singapore
and South Korea), transition
countries (central and eastern
European countries including
Turkey and ex-Soviet Union’s
countries) and other

emerging economies

Reason of Use Source
Much research indicates the usefulness
of credit curve information to predict
economic activity ([25-29,31]). Most
unconventional monetary policies, such
as asset purchase programs and
forward guidance, aim to lower
long-term rates, significantly affecting
the information content of the yield
curve. However, even in such
circumstances, the behaviour of the
corporate bond credit spread curve
varies over the business cycle,
potentially containing more
information about the future economy.
More recently, research ([30]) found
credit spread curve information in
higher deciles (implying low credit
quality) is statistically significant and
economically important for predicting
the business cycle.

It is a measure of the price movements
of 13 sensitive basic commodities
whose markets are presumed to be
among the first to be influenced by
changes in economic conditions. As
such, it serves as one early indication of
impending changes in business activity.

FRED,
Federal
Reserve
Bank of
St. Louis

Bloomberg

It is an indicator of global economic
activity. Although, after the financial
crisis in 2008, the growth rate in world
trade is unusually low relative to
growth in world GDP ([109]), a higher
external demand increases the
probability and/or intensity of
exporting, and therefore, of economic
growth, especially in periods where
domestic demand is under

pressure ([46-48]).

CPB

5. Results and Discussion

The TFT model is estimated for the 25 OECD countries listed in Table 2, focusing the

analysis of the results of 10 representative countries that were selected taking into account
their heterogeneity in terms of size, growth pattern (demand-led or export-led growth),
and monetary sovereignty.

In this section, we present and discuss the most important results. First, in Section 5.1

we will discuss the results obtained over the entire test period for all forecast horizons
and differentiating them across the 10 representative countries. Second, in Section 5.2,
we will present the results across different sub-periods defined to observe differences in
performance, depending on the stage of the business cycle. Finally, we will provide some
concrete examples of TFT forecasts and their interpretability.
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5.1. Performance over the Entire Period

Table 4 shows how TFT outperforms the standard ARIMA over the entire test period
for the selected countries in two metrics: mean absolute error (MAE) and root mean square
error (RMSE). Percentages reflect the error excess of ARIMA relative to TFT. For example,
for an annual forecast, ARIMA RMSE is 188.27% higher than that of TFT. Improvements
occur for all forecast time horizons.

Table 4. Improvement of the MAE and RMSE of TFT relative to ARIMA.

Metric t+1 t+2 t+3 t+4
MAE 8.38% 33.89% *** 47.98% *** 48.53% ***
RMSE @ 12.44% 88.80% *** 151.85% *** 157.07% ***

2 RMSE is the average of the RMSEs calculated at country level. Note: *** significant coefficient at 1%.

To evaluate the statistical significance of the results, we perform a one-tailed hypothesis
tests on the TFT error metrics. We compute the 99th percentile of the bootstrap distribution
of the TFT error metrics and compare this critical value against the error metrics of the
benchmark model. For the two metrics and across all forecast horizons’, except for one
quarter, ARIMA error measures are higher than the 99th percentile of the TFT error metric
distribution, confirming that TFT error metrics are statistically lower than the ARIMA ones,
at the 1% significance level (see Appendix A).

Table 5 shows the increases in the two considered error metrics (MAE and RMSE), for
the ARIMA model with respect to the TFT in the 10 selected countries for the 1-quarter and
1-year forecasts. It shows that the TFT forecasts are usually more accurate than ARIMA,
being that these improvements greater in demand-driven growth countries.

Table 5. Improvement of the MAE and RMSE of TFT relative to ARIMA by country.

CAN GER DNK SPA FRA GBR ITA JPN POR USA
MAE t+1 3.0% —8.0% 11.0% 23.3% 20.8% 25.0% —5.8% 5.0% 1.1% —2.1%
t+4 17.0% 4.2% 12.0% 113.8% 78.3% 103.5% 41.6% 1.8% 49.1% 36.8%

RMSE t+1 9.1% —19.1% 16.9% 21.1% 20.6% 45.4% —0.7% —1.1% 1.4% 2.4%
t+4 63.3% 12.3% 7.6% 3272%  2052%  416.5% 92.0% 2.7% 1271%  128.2%

One of TFT’s most interesting features is its interpretability. Figure 6 shows the encoder
variables importance for one quarter (LHS) and annual (RHS) forecasts.

OECD Leading Indicator 4GDP_log_ret
GDP_log_ret OECD Leading Indicator

USA Credit Spread CRB RIND
Private Debt/GDP USA Credit Spread

CRB RIND WTI_var_lg

time_idx time_idx

WTi_var_lg Private Debt/GDP

YC Spread YC Spread

00 25 50 75 100 125 150 175 00 25 50 75 100 125 150 175 200
Importance in % Importance in %

Figure 6. Encoder variables importance for one quarter (left hand side) and annual predictions (right
hand side).

As expected, the most important predictor is the nearest lag of real GDP growth,
which reflects the autoregressive behavior of the time series. Likewise, the OECD Leading
Indicator Index provides early signals of turning points in business cycles ([4,32-34,109]).
The CRB Raw Industrial Spot Index’s relevance confirms it serves as an early indicator
of impending changes in global business activity ([41]). The change in the World Trade
Volume Index is an indicator of the global external demand, and its importance depicts
how it affects countries’ business activity.
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It is remarkable the predictive capacity of the variable that captures the indebtedness
of the non-financial private sectors as a percentage of GDP, which played a catalytic role in
the Great Recession once the value of collateral began to deteriorate in accordance with
Hyman Minsky’s financial instability hypothesis ([15,16]). Recent studies provide evidence
on the high persistence of the ratio of private debt to GDP for different OECD countries
and the key importance of macroprudential policy in this area ([17]).

Related to this variable, our proxy of global credit spread cycle (USA Credit Spread) is
economically important for predicting the business cycle ([25-31]). In contrast, the limited
forecasting capacity of the yield curve in TFT suggests that the slope of the sovereign debt
interest rate curve diminished its predictive power, compared to previous work ([4-9]), in
anticipating the evolution of the business cycle. This loss of forecasting accuracy occurs in
a context where quantitative easing policies gained importance. More research is needed to
understand the effects of quantitative easing on the yield curve’s predictive power.

5.2. Performance over Expansive and Recessive Periods

A comparison of TFT versus ARIMA was performed in both recession and expansion
sub-periods in order to give greater robustness to the results obtained at a global level.
Table 6 shows how TFT clearly outperforms the standard ARIMA during the COVID-
19 pandemic and behaves almost equally in the rest of sub-periods. The difference in
performance between both models increases in long-term forecasts due to the TFT ability
to capture nonlinearities.

Table 6. Improvement of the MAE and RMSE ? of TFT relative to ARIMA by period.

Period Metric t+1 t+2 t+3 t+4
200 Ricke wse  sam ame i
00205 pus  lazwe osew  dsm 20
6209 uspe  gap  amw ese oo
2002020Q)  isge  pam, sree 108t mi0o

2 RMSE is the average of the RMSEs calculated at country level.

Table 7 exhibits the increases in the two considered error metrics (MAE and RMSE), for
the ARIMA model with respect to the TFT, in the 10 selected countries for 1-year forecasts
over the different sub-periods. In general, TFT forecasts are more accurate than those of the
ARIMA, being that these improvements are greater in periods of economic slowdown or
recession, in particular, in demand-driven growth countries.

Table 7. Improvement of the MAE and RMSE of TFT relative to ARIMA by period and country in

annual forecast.

Period Metric CAN DEU DNK ESP FRA GBR ITA JPN POR USA
20082011 MAE —13.4% —14.2% 10.0% 9.0% —20.8% —31.0% —1.7% —2.1% 19.9% —7.4%
B RMSE —0.7% —13.0% 5.3% —0.2% —10.2% —18.5% 1.0% —2.2% 5.3% —5.9%
2012-2015 MAE 15.8% —10.2% 27.4% 49.4% 34.3% —27.8% 100.2% 3.2% 81.0% —17.7%
- RMSE 6.4% —5.8% 21.6% 32.9% 29.5% —26.6% 70.2% —2.3% 74.1% 7.4%
2016-2019 MAE —15.8% 80.5% 6.5% —11.7% 40.0% —24.0% —21.3% —17.2%  —29.0% 40.2%
B RMSE —11.0% 77.6% —2.4% —21.0% 38.3% —23.3% —18.7% —22.5%  —=23.0% 41.8%
MAE 61.6% 19.1% 11.6% 201.3% 140.6% 237.5% 68.6% 18.4% 79.1% 111.8%

2020-2021 (Q3)

RMSE

94.9% 41.6% 12.3% 363.3% 219.7% 476.6% 105.7% 16.2% 149.7% 190.8%
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5.3. Forecast Examples

In order to provide a better understanding of the TFT, in this section, we present
concrete examples of its predictions and their interpretability. We show the quantile
forecast for Spain and the United States for two years, 2011 and 2017. The first year displays
how the model works in a period of turbulence, while the second presents its performance
in a period of stable growth.

Figure 7 represents the quantile forecast for Spain (LHS) and the USA (RHS) for the
year 2011. In addition to the point forecasts (orange line), the confidence intervals for
different significance levels (2%, 10%, 25%, 50%, 75%, 90%, and 98%) are plotted. The
primary y-axis represents the accumulated logarithmic growth rate, while the secondary
y-axis provides information of which of the previous periods has more importance in each
prediction. This aspect is obtained by analyzing the attention weights. As expected, the
Great Recession has a great importance.

———observed ~—— observed
predicted 4 predicted
Fo3s
Fo16
\\\ Fo0.30
[014 2 \
Lo2s
— fto12§ \ g
010 Z o N[
% Lo1s ¥
008 -2 Fo.10
200 L 005
[0 -4 000
1o -8 % -4 2 0 2 10 -8 % - 2 0 2
Time index Time index

Figure 7. 2011 quantile forecast for Spain (left hand side) and the USA (right hand side).

Figure 8 shows the encoder variables importance for the 2011 forecast. Variable
time_idx, which represents the temporal sequence, is the most important one, followed
by the World Trade Volume Index, the autoregressive component, the OECD Leading
Indicator, and the CRB Raw Industrial Spot Index. Otherwise, the private debt to GDP
ratio and our proxy of global credit spread cycle (USA Credit Spread) are not as relevant,
as most of private deleveraging process already occurred. Finally, the yield curve spread
predictive power is almost insignificant.

time_idx

WTl_var_lg
4GDP_log_ret

OECD Leading Indicator
CRB RIND

USA Credit Spread
Private Debt/GDP

YC Spread

00 25 50 75 100 125 150 175 200
Importance in %

Figure 8. Encoder variables importance for the year 2011 forecast.

Figure 9 displays the quantile forecasting results for Spain (LHS) and the USA (RHS)
in 2017, including the predicted values compared to the observed ones, the prediction
intervals, and the relative importance of each lag in the forecast (grey line).
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Figure 9. 2017 quantile forecast for Spain (left hand side) and USA (right hand side).

Figure 10 depicts the encoder variables importance for the 2017 forecast. The variable
that captures the temporal sequence (time_idx) is revealed as the most important one,
followed by the autoregressive component and the OECD leading indicator.

Encoder variables importance

time_idx

4GDP_log_ret

OECD Leading Indicator
USA Credit Spread
WTI_var_lg

CRB RIND

Private Debt/GDP

YC Spread

10 15 20 25 30
Importance in %

0 5

Figure 10. Encoder variables importance for the 2017 forecast.

6. Concluding Remarks

The main contribution of this paper is that it is the first to apply a new artificial
intelligence architecture, TFTs, recently developed by [14], to the joint forecasting of GDP
growth for a large number of OECD countries at different time horizons. Its relevance lies
in the fact that this Al architecture offers important comparative advantages over regression
models and other deep learning methods in a context where the time series characteristics
of business cycle indicators are affected by long-run non-linearities. Mainly, it enables the
training of the model on multiple time series from different distributions; it allows for
visualizing persistent temporal patterns and identifying significant events and different
regimes, providing quantile regressions for forecasts and interpretable results since the
impact of each explanatory variable is quantified.

Future research aims to reinforce and improve the results obtained, incorporating
additionally countries and more explanatory variables. Furthermore, it will be necessary to
compare their results with models that are much richer than baseline ARIMA models, both
regression models (dynamic factor models [110]) and deep learning models, especially state-
of-the-art methods such as the sample convolution and interaction network (SCINet) [111],
Informer [112], DeepAR [84], or frequency improved legendre memory model (FiLM) [113].

The results of the joint GDP forecasting of 25 OECD countries at different time
horizons—one, two, three, and four quarters—using macroeconomic and financial variables
outperform those obtained with the benchmark (ARIMA) in terms of both the MAE and
the RMSE, especially in periods of turbulence, such as the COVID-19 shock. The obtained
results show that TFT forecasts improvements are greater in the demand-driven growth
countries than in export-led growth ones.
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The use of TFTs to predict real GDP yields very interesting results regarding the
importance of the explanatory variables. The relative importance of variables might vary
somewhat, depending on the phase of the economic cycle or the forecast time horizon.
It is remarkable the predictive capacity of the autoregressive component and the OECD
composite leading indicator, in addition to the CRB Raw Industrial Spot Index, as well as
the variable that captures the indebtedness of the non-financial private sectors, which is
related to our proxy of global credit spread cycle (USA Credit Spread), and the world trade
indicator. On the opposite side, it is worth highlighting the low predictive power of the
slope of the yield curve.

Future research should exploit the one main ability of TFTs, which is the possibility of
incorporating the effects of known future inputs in the predictions. It allows policymakers
to perform the impact assessment of changes in instrumental economic variables, such as
interest rates, taxes, etc. Given that one of the findings in this paper are the importance of
private debt in forecasting real GDP, this framework could be used to simulate the effects
of credit tightening measures.

Finally, it would be very interesting to exploit one of the most outstanding features of
TFTs, the possibility of identifying different economic regimes. Several studies ([114-116])
suggest the hypothesis that, in the last decades, the only source of growth in the western
countries is bubble generation (financial or real estate). This new Al architecture would be
useful to identify the blow-up periods and the subsequent bursting ones.

In short, TFTs are revealed as a new Al tool available to economists and policymakers,
with enormous potential in the prediction of economic cycles.
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Appendix A. One Sided Tests for the Outperforming of TFT GDP Forecast with
Respect the Benchmark ARIMA

We formally test the improvement of the MAE and RMSE metrics of TFT relative
to ARIMA using the bootstrap one-sided test. The null hypothesis is that the difference
between the metrics of both estimation procedures is not significant against the alternative
hypothesis of the metric, for the TFT is lower than that for the ARIMA. We compute the
99% critical value of the distribution of the TFT metric (MAE or RMSE) using bootstrap
resampling. Then, we calculate the percentage difference of the ARIMA metric (MAE or
RMSE, respectively) relative to this bootstrap critical value. As shown in Table A1, for both
metrics, all the test-statistics for periods greater than one quarter are positive. Therefore,
we can conclude that TFT outperforms ARIMA at the 99% significance level for most
prediction horizons.

Table A1l. Percentage difference of the ARIMA performance metric (MAE and RMSE) of ARIMA
relative to the 99% critical value of the bootstrap distribution for the TFT metric.

Metric t+1 t+2 t+3 t+4
MAE —18.59% 8.21% 25.02% 26.22%
RMSE @ —20.05% 60.46% 118.43% 120.20%

2 RMSE is the average of the RMSE calculated at country level.
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Appendix B. Code for Annual Forecast
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Variable to_predict
_ids=[ ]
min encoder length=max_encoder length //
_encoder length=max_encoder_length
min_prediction_len
max_prediction_ length=max prediction_length
StaElE_eriseeErilesl [
time varying known reals=[

time varying unknown_ reals=[

target normalizer=GroupNormalizer (groups=[ 1, transformation=
add relative time idx=

add_target_ scales=

add_encoder_ length=

allow missing ti

train_dataloader = training.to_datalocader (train= batch size=batch_ size, num worke

validation = TimeSeriesDataSet om_dataset (training, Df train, predict= ¢ p_randomization=

val_dataloader = validation.to dataloader (train= patch_si ch_si num_worker )

early stop_ce bac Az Stopping (monitor= min_delta= patience=
lr logger = Lea ngRateMonitor ()
logger = TensorBoardLogger (

pl.Trainer (

early stop_ callback

er=llogger
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