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Abstract: Higher accuracy in cluster failure prediction can ensure the long-term stable operation of
cluster systems and effectively alleviate energy losses caused by system failures. Previous works have
mostly employed BP neural networks (BPNNs) to predict system faults, but this approach suffers
from reduced prediction accuracy due to the inappropriate initialization of weights and thresholds.
To address these issues, this paper proposes an improved arithmetic optimization algorithm (AOA) to
optimize the initial weights and thresholds in BPNNs. Specifically, we first introduced an improved
AOA via multi-subpopulation and comprehensive learning strategies, called MCLAOA. This approach
employed multi-subpopulations to effectively alleviate the poor global exploration performance caused
by a single elite, and the comprehensive learning strategy enhanced the exploitation performance
via information exchange among individuals. More importantly, a nonlinear strategy with a tangent
function was designed to ensure a smooth balance and transition between exploration and exploita-
tion. Secondly, the proposed MCLAOA was utilized to optimize the initial weights and thresholds
of BPNNSs in cluster fault prediction, which could enhance the accuracy of fault prediction models.
Finally, the experimental results for 23 benchmark functions, CEC2020 benchmark problems, and two
engineering examples demonstrated that the proposed MCLAOA outperformed other swarm intelli-
gence algorithms. For the 23 benchmark functions, it improved the optimal solutions in 16 functions
compared to the basic AOA. The proposed fault prediction model achieved comparable performance
to other swarm-intelligence-based BPNN models. Compared to basic BPNNs and AOA-BPNN, the
MCLAOA-BPNN showed improvements of 2.0538 and 0.8762 in terms of mean absolute percentage
error, respectively.

Keywords: arithmetic optimization algorithm; multi-subpopulation; comprehensive learning; BP neural
network; failure prediction

MSC: 68T20; 90C26

1. Introduction

In recent years, due to the rapid development of computer technology, computer
systems have been widely applied in various industries within the national economy,
greatly promoting socioeconomic development. At the same time, higher requirements
have been placed on the sustainable and stable operation of computer systems, and people
are increasingly concerned about the availability of computer systems [1-5]. Currently,
providing continuous and stable services in control cluster systems is an urgent issue in
computer cluster technology.

Previous work has mostly focused on load balancing [6,7], resource scheduling [4,8],
fault tolerance [9,10], and other aspects of cluster systems. However, recently, limited re-
search has been conducted on improving system stability through fault prediction. Control
cluster fault prediction aims to predict node failures at an early stage, enabling proactive
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resource scheduling and enhancing the availability of the cluster system. Pinto et al. [11]
designed a distributed computing system for Hadoop clusters and used SVM for cluster
fault prediction. Mukwevho et al. [12] analyzed three fault-tolerant techniques and achieved
fault prediction through proactive methods. Das et al. [13] employed log analysis for fault
prediction. However, most of these fault prediction approaches required building custom
models according to specific requirements and were not widely applicable, and while
neural-network-based fault prediction can be widely applied, it suffers from issues such
as slow convergence and susceptibility to local optima due to sensitivity to initial weights
and thresholds. Fortunately, swarm intelligence approaches can effectively adjust these
parameters. The novel research field successfully combines machine learning and swarm
intelligence approaches and proved to be able to obtain outstanding results in different
areas [14,15]. Therefore, in this work, we design a novel intelligent algorithm and employ
it to find the optimal parameters in the neural network prediction model.

The arithmetic optimization algorithm (AOA) is a new metaheuristic algorithm pro-
posed by Abualigah et al. in 2021, which primarily utilizes basic arithmetic operators to
perform exploration (multiplication and division) and exploitation (subtraction and addi-
tion) [16]. The algorithm’s main advantages lie in its simplicity, ease of programming, and
fewer parameters [17], which have led researchers to apply it in various fields, including
engineering design [18-20], cloud computing [21], and image processing [22], to name a
few [23-25]. However, the AOA faces challenges in dealing with complex optimization
problems, particularly regarding issues of local optima and slow convergence. Recently,
improved versions of the AOA have emerged as a trend. For example, Li et al. [18] em-
ployed 10 chaotic maps to modify the control parameters and improve the exploration and
exploitation stages during the iteration process. However, this approach did not modify the
mathematical model, which implies that it may still encounter local optima when faced with
complex optimization problems. Celik [19] employed information exchange [26,27], Gaus-
sian distribution [26], and quasi-opposition [28,29] to propose an information-exchanged
Gaussian AOA with quasi-opposition learning (IEGQO-AQOA), which improved the con-
vergence performance without significantly increasing the computational complexity of
the algorithm. Golctik et al. [23] employed highly disruptive polynomial mutation and
local escaping operators to propose an improved AOA for training feedforward neural
networks. These methods [19,23] employed mutation factors to improve the exploration
performance of the AOA, enabling it to escape local optima. However, mutation factors may
generate solutions that deviate from the optimal solution, thus reducing the convergence
speed. Kaveh et al. [25] improved population diversity and convergence performance by
modifying the mathematical model in the exploration and exploitation stage of the AOA
and applied the improved AOA to structural optimization. Some research works have
improved the performance of the AOA by combining it with other meta-heuristic algo-
rithms, such as the sine cosine algorithm (SCA) [20], the salp swarm algorithm (SSA) [21],
and the aquila optimizer (AO) [30]. It is worth noting that the aforementioned algorithms
improved the global optimization performance by introducing mutation factors, modifying
the control parameters, or incorporating other algorithms.

Swarm intelligence algorithms consist of two main phases, namely exploration and
exploitation [31-34]. The purpose of exploration is to search the regions where the global
optimum may exist. Exploitation aims to further refine and precisely search the promising
regions identified during exploration. It is well known that the key to optimizing perfor-
mance in swarm intelligence lies in the search capabilities of exploration and exploitation,
as well as the balance and transition between these two phases. However, the AOA utilizes
multiplication and division operators in the exploration phase and addition and subtraction
operators in the exploitation phase, and it revolves around a single elite individual without
involving information sharing among individuals. These limitations greatly restrict the
exploration and exploitation performance of the algorithm. In addition, a linear mechanism
does not accurately reflect the complex optimization process; therefore, it fails to facilitate a
smooth transition from the exploration phase to the exploitation phase.
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Motivated by the aforementioned analysis, we proposed a novel improved AOA via
multi-subpopulation (MS) and comprehensive learning (CL) strategies for global optimiza-
tion (MCLAOA). Subsequently, the MCLAOA was combined with a BP neural network
(BPNN) to form the MCLAOA-BPNN model for cluster fault prediction. Firstly, we pro-
posed the novel MCLAOA. Specifically, the MS was applied in the exploration phase,
where we divided the population into several subpopulations, and each subpopulation
revolved around its own sub-elite. This strategy alleviated the weakness of a single elite in
terms of exploration performance and enhanced population diversity. The CL was used
in the exploitation phase to increase the information sharing among individuals and sped
up the convergence of the algorithm. In addition, to ensure a smooth transition from the
exploration phase to the exploitation phase, a nonlinear math optimizer accelerated (MOA)
with a tangent function was employed instead of the standard MOA. After obtaining the
high-performance MCLAOA, we combined it with the BPNN to form the MCLAOA-BPNN
cluster fault prediction model. The model utilized MCLAOA to obtain the best initial
weights and thresholds for BPNN, thereby improving prediction accuracy and providing
the foundation for resource scheduling and sustainable operation of cluster systems.

In this work, the main contributions are summarized as follows:

(1) To enhance the accuracy of cluster fault prediction, we attempted to design a new
optimization algorithm and combined it with BPNN to form the MCLAOA-BPNN
cluster fault prediction model. The model utilized MCLAOA to optimize the initial
weights and thresholds of BPNN.

(2) To address the lack of individual information sharing in both the exploration and
exploitation phases, we proposed the MCLAOA. This approach employed the MS and
CL strategies to modify the mathematical models of the exploration and exploitation
phases, thereby improving the optimization performance.

(3) To ensure a smooth transition from the exploration phase to the exploitation phase for
the MCLAOA, we designed a nonlinear MOA with tangent functions to replace the
linear mechanism in the standard AOA.

(4) Experimental results over 23 benchmark functions, CEC2020 benchmark problems,
and two engineering examples showed that the proposed MCLAOA has much
stronger merit. In addition, the MCLAOA-BPNN had better prediction accuracy
compared to other algorithms.

The remainder of this paper is structured as follows: The standard AOA is introduced
in Section 2, and the proposed MCLAOA is presented in Section 3. In Section 4, results
and analysis of the proposed algorithm are presented using 23 benchmark functions,
CEC2020 benchmark problems, and two engineering design problems. Section 5 presents
the MCLAOA-BPNN model for cluster fault prediction and compares it with other models.
At last, the conclusion of this paper is provided in Section 6.

2. Arithmetic Optimization Algorithm (AOA)

Inspired by the arithmetic operators, the AOA is proposed as a new intelligent algo-
rithm. The basic principle of AOA is shown in Figure 1, which is mainly divided into the
exploration phase and the exploitation phase [16].

2.1. Math Optimizer Accelerated (MOA)

Before optimization, the MOA is designed to determine whether the population is
performing the exploration phase or the exploitation phase. Here, given a random number
11 between 0 and 1, the global exploration phase is executed if r; < MOA, otherwise,
the local exploitation phase is executed. The MOA can be formulated as:

MOA(t) = Min + t x (M>

- M)
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where t and T are the current iteration and the maximum number of iterations, respectively.
Max and Min represent the maximum value and minimum value of the accelerated function.

D @ Destination
S @ Solution

(©) Exploration
©) Exploitation

Figure 1. Updating toward or away from destination.

2.2. Exploration Phase

In this phase, the AOA mainly adopts division and multiplication search strategy to
find better candidate solutions, and the mathematical model is as follows:

.. — | best(Xj) = (MOP +9) x S, r < 05, )
Y| best(X;) x MOP x Sj, otherwise,
tl/tx
MOP(t) =1 - =7, ®)
Sj = (UB]- — LB]-) XN+ LB]-, 4)

where X; ; represents the position of the jth dimension of the ith individual, and best (X;)
is the jth dimension in the best solution of all individuals. 9 is a small integer number
that prevents the denominator from being 0. MOP(t) is a parameter representing the step
size factor of the current iteration, S; denotes the step size of the jth dimension, and r; is a
random number in [0,1]. UB; and LB, represent the upper and lower bound value of the
jth dimension, respectively. 7 is the control parameter that regulates the search process,
and « is a sensitive parameter. # and « are set to 0.5 and 5, respectively, according to the
literature [16].

2.3. Exploitation Phase

This phase performs the local exploitation. Additive and subtractive operators are
adopted to search for the optimal solution. Specifically, given a random number r3 between
0 and 1, if r3 < 0.5, the subtractive operator is employed to search for the optimal solution,
otherwise, the additive operator is employed to update the population position, which can
be expressed as follows:

Xos = best(X]-) — MOP x Sj, r3 < 0.5, 5)
“ 7| best(X;) + MOP x S, otherwise.

3. Proposed Method

From the mathematical model of AOA, it can be seen that all individuals perform
expansion or reduction operations around the elite (best) in the exploration phase, which
affects the search ability of the AOA. The exploitation phase employs a fixed step factor
(Sj) without memory retention, which can lead to a lack of information exchange between
individuals and reduce convergence effectiveness. In addition, the MOA with a linear
mechanism cannot solve complex optimization problems. To deal with the above short-
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comings, an improved AOA was proposed to solve the global optimization problem by
MS strategy and CL strategy. Compared with the standard AOA, three operators, MS, CL
and nonlinear MOA with tangent function, were introduced in this paper. The specific
mathematical model is as follows.

3.1. Multi-Subpopulation (MS) Strategy

Global search refers to identifying the optimal region for the target within a larger
search space to prevent the algorithm from getting trapped in local optima [35,36]. However,
according to Equation (2), it is known that all individuals explore the search space based
on the best (X ) and a fixed step size factor (S;), which reduces population diversity and
exploration performance Therefore, we propose the MS strategy to improve the exploration
performance of AOA, as shown in Figure 2.

(S -]

VDivide the population into p groups

Multi-sub populatlon

"..‘ ‘ “' Yy
he 1-th group The 2-th group The p-th group

The individual with the best | Exchange of information
finess value in each group between droups

) 4 \ 4
E- oo B I~ oo
Sub-elite group The 1- th group )\ The 2-th group The p -th group

¢ Regroup after updating position

Recombined multl subpopulatlons
[ (B el e
The 1-th group The 2- th group The p-th group

Figure 2. The flowchart of the MS strategy.

h
_|

To be specific, first a population size Np is given, which is divided into p subpop-
ulations. Second, all individuals are evaluated for fitness, and the individual with the
minimum fitness value in each group is selected as the sub-elite, forming a sub-elite group.
Then, all individuals except for the sub-elite group are rearranged into p groups to explore
the search space. Finally, each sub-elite is randomly assigned to different groups. Here,
the sub-elite group gbest can be expressed as Equation (6),

gbest! arg fpest ([x1,1, %12, -+, X1,4])

best? argfy X21,X22, " ,X2
gbest = g: = Bfest([x2 :' q]) ’ (6)

ngStp sub—elite argfheSt([xP/l’ Xp2: xp,q])

where p is the number of sub-elite groups, g represents the number of individuals contained
in each sub-population, argf.s; denotes the inverse function of fitness evaluation, and
gbestk (k=1,2,...,p) represents the position of the kth sub-elite individual in the sub-elite
group. By introducing the MS strategy, the diversity of the population can be ensured,
the exploration ability can be increased in the search space, and the algorithm can be
prevented from falling into local optima.
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3.2. Comprehensive Learning (CL) Strategy

After finding some promising solutions during the exploration phase, local exploita-
tion means attempting to delve deeper into these solutions to find better ones [35,36].
However, according to Equations (4) and (5), it can be seen that the position update rule
during the exploration phase involves upper and lower bounds without any information
exchange between individuals. That is, all individuals only affect the convergence rate by
increasing or decreasing a fixed step factor. Inspired by the CL particle swarm optimizer
(CLPSO) [37], the CL strategy is used during the exploitation phase. On the one hand,
the CL strategy can preserve individual historical information and facilitate information
sharing. On the other hand, the population does not learn from all dimensions of a single
individual, but rather from different dimensions of the entire population. The learning
probability for each dimension is determined based on a probability value [37]. The learning
probability for the ith individual can be described as follows:

exp(10(i—1)/(Np—1)) —1
exp(10) — 1 ’

P = 0.05+045 7)

where Np is population size. The pseudo-code of the MCLAOA is shown in Algorithm 1.

Algorithm 1 Pseudo-code of the CL strategy
1: fori=1: Np

2:  Generate random number r

3:  Compute the learning probability value (Pfl) using Equation (7).
4:  Give the index of two random individuals, f/ j and f/ ; .
5 ifr <P

6: 1ff<Xf/x/> < f<Xf//i/;‘)

7: Xfij = Xp,

8: Else

9: Xfi,j = Xf”i,j

10: End if

11: Else

12: Xfi,j = Xi,j

13: End if

14: End for

3.3. Improved AOA with MS and CL (MCLAOA)

Based on the above analysis, the MS and CL strategies were introduced into the
standard AOA to increase population diversity and improve the convergence performance.
For the the MCLAOA, the MS strategy was only applied in the exploration phase, while
the CL strategy was only applied in the exploitation phase. The specific details of these
improvements will be introduced in the following subsection.

Exploration phase: In this phase, considering that expanding or shrinking by a certain
proportion always limits the exploration performance of AOA, inspired by the teaching-
learning-based optimization (TLBO) [38], we introduced the teaching phase of TLBO.
Specifically, half of the subpopulations adopted the exploration phase of AOA, and the rest
adopted the teaching phase.

For the first half of the subpopulation specifically, the MS strategy was introduced
in Section 3.1. We employed multiple sub-elites to replace a single elite, increasing the
diversity of solutions generated and preventing premature convergence due to local optima
issues. We applied Equation (6) to Equation (2), and the modified Equation (2) can be
described as:

b { gbest*(X;) + (MOP +9) x Sj, r; < 0.5, @®)
W gbestk (X;) x MOP x S;, otherwise,

where Xff j represents the position of the jth dimension of the ith individual in the kth group.
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For the second half of the population,
X, = Xij+ rand x (best(X;) — Tr X Xaze), 9)

where X,,¢ is the average value of all individuals, and Tr denotes the teacher factor
(T = round[1 +rand(0,1)]) .

Exploitation phase: The standard AOA cannot retain memory during the exploitation
phase, which lead to slow convergence. The CL strategy was introduced into Equation (5),
individuals can exchange information, speeding up the algorithm’s convergence to the global
optimum. Therefore, the specific modification is shown in Equation (10):

P beSt(X]') — MOP x Xfi,j — Xi,j , 13 < 0.5, (10)
v best(X]-) + MOP x ( Xy — X; ), otherwise,

where f7, j defines the value of the ith individual in the jth dimension, which determines
whether the individual Xy, ; learns in its own or other individuals’ different dimensions.
For choosing its own or other individual’s dimension, it depends on the learning probability
P! in Equation (7). If the random number r is greater than P, it is learned from its own
dimension Xy; j, otherwise it occurs from another individual’s dimension X; ;.

Modified MOA: The parameter MOA, which varies linearly with the number of
iterations, cannot reflect the real optimization problem. Therefore, this paper modifies MOA
using non-linear parameters with a tangent function, as shown in Figure 3. The tangent
function is introduced into Equation (1), and its modified MOA can be expressed as:

MOA'(t) = Min + (Max — Min) X tan (0.25;,7r>. (11)

As can be seen from Figure 3, compared with the original MOA, MOA’ can better
balance and transition the exploration and exploitation.

1 T T T T T T T T T

MOA
0.9 F MOA® 7

0.8 1 .

0.7 7

0.6 .

05 4

0.4 r .

03 .

0‘2 1 | 1 1 1 1 1 1 1
0 50 100 150 200 250 300 350 400 450 500

Figure 3. The MOA with the increase of iterations.

In summary, the MS and teaching strategies were applied in the exploration phase.
The MS improved population diversity and enabled faster global search. Furthermore,
the search method in the exploration phase is limited by a step factor determined by the
upper and lower bounds, which constrains the algorithm’s search capability. Therefore,
we introduced the teaching phase of TLBO [38], where collective information from all
individuals was used to mitigate this limitation. The CL strategy was applied in the
exploitation phase of the algorithm, accelerating the convergence to the global optimum
through information exchange among individuals. This strategy addressed the slow
convergence issue caused by the addition and subtraction operators. In addition, we
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designed Equation (11) to effectively balance and smoothly transition between exploration
and exploitation. We denote the improved AOA as MCLAOA. The detailed flowchart of
the proposed MCLAOA is described in Figure 4. For clarity, the main contributions of this
paper are highlighted, including MOA’, the exploration phase, and the exploitation phase.
In addition, the pseudo-code of MCLAOA is shown in Algorithm 2.

Algorithm 2 Pseudo-code of the proposed MCLAOA
1: Initialize: population size Np, position X;
iterations T, p group (sub-population).

2: Update:

3: Whilet < T

4:  Calculate the Fitness Function for the given solutions.

5:  Find the best solution (Determined best so far).

6: Update the MOA’ value and MOP value using Equations (11) and (3).
7.

8

i, parameters 1 and &, the maximum number of

fori=1: Np
for j = 1 to Positions do

9: Generate a random value between [0, 1] (11, 12, and r3)
10: if r; > MOA then
11: %% %Exploration phase%%%
12: For the first half of the subpopulation,
13: if r, > 0.5 then
14: (1) Apply the Division math operator (D “=")
15: Update the ith solutions’ positions using the first rule in Equation (8).
16: Else
17: (2) Apply the Division math operator (M “ x”
18: Update the ith solutions’ positions using the first rule in Equation (8).
19: End if
20: For the second half of the subpopulation,
21: Update the ith solutions’ positions using Equation (9).
22: Else
23: %%%Exploitation phase%%%
24: Generate random number r
25: Compute the learning probability value (Pfl ) using Equation (7).
26: Decide whether Xy, ; is its own or another individual.
27: if r3 > 0.5 then
28: (1) Apply the Subtraction math operator (S “-”).
29: Update the ith solutions’ positions using the first rule in Equation (10).
30: Else
31: (2) Apply the Addition math operator (A “+7).
32: Update the ith solutions’” positions using the second rule in Equation (10).
33: End if
34: End if
35: End for
36: End fori
370 t=t+1

38: End While
39: Output: Return the best solution best.

3.4. Computational Complexity

Compared to the standard AOA, the proposed MCLAOA mainly introduces the
MS strategy, CL strategy, and the modified MOA. Considering that the MS strategy in-
volves sub-elite groups, it is necessary to conduct a fitness evaluation ranking, denoted as
O(Np -log(Np)). The computational complexity of the CL strategy is O(Np - D), where
D is the dimension. The computational complexity of the modified MOA is almost un-
changed compared to the original MOA. Therefore, the computational complexity of the
proposed MCLAOA is O(MCLAOA) = O(Np-D)+O(T- (Np-D+ Np-log(Np))). If T
is much greater than 1, then O(MCLAOA) ~ O(T - Np - (D +1log(Np))).
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Initialize the parameters of Generate the candidate
MCLAOA g solutions

Y

While t<T

Save the best

Calculate the fitness function solutions

v ,

Update MOA’ , MOP End
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1f r,<MOA’

. g - @ Compute the leaming
EXF:)I;:;:SO“ Selectu tSrI]s éogqﬁati?; s&%I)utlons 2 probability vaIuePid using
= Equation (7)
o
v 5
Divide the population into p 2 Determine the X fij using
subpopulations & Algorithm 1
v v y
Half of subpopulation using Half of subpopulation using Update the solutions using
Equation (8) Equation (9) Equation (10)
[ [
\ |
y
t=t+1

Figure 4. Flowchart of the proposed MCLAOA.

4. Results and Analysis

The experiments were conducted using MATLAB2017b, and they were run on a PC
with Intel Core i7-10700 2.90GHz and 16GB RAM. To examine the performance of the
proposed MCLAOA, the 23 benchmark functions and 2 engineering design problems were
employed. Among them, 23 benchmark functions [16] are shown in Table 1.

To verify the advanced performance of the proposed MCLAOA, comparisons were
made with several algorithms, including (1) some versions of AOA, such as the AOA [16],
the chaotic AOA (CAOA) [18], (2) advanced metaheuristic algorithms, such as the rep-
tile search algorithm (RSA) [39], the whale optimization algorithm (WOA) [40], and the
grasshopper optimization algorithm (GOA) [41], (3) the classical metaheuristic algorithm
and particle swarm optimization (PSO) [42], and (4) the winner of CEC competition, the
L-SHADE [43]. For some versions of AOA, the AOA was employed to validate the effec-
tiveness of MCLAOA, while the CAOA was employed to test the strong competitiveness
of MCLAOA compared to the versions of AOA. It is worth noting that the CAOA [18]
has been proven to outperform some advanced algorithms, including the HHO [44], the
EQO [45], and the WHO [46], in certain optimization problems. For advanced and classical
metaheuristic algorithms, these comparative algorithms can confirm that the MCLAOA
achieves state-of-the-art performance and outperforms classical algorithms of the same type.
For the winner of CEC competition, once it is confirmed that the MCLAOA outperforms
the LSHADE, it can be classified as a high-performance optimizer. All algorithms were set
with parameters as shown in Table 2. For the sake of fairness in comparison, the maximum
function evaluation with a population size of Np = 50 and FES = 100,000 was selected
for 23 benchmark functions. All algorithms were independently run 30 times on each test
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function. To compare the superiority and inferiority of these algorithms, the evaluation
indicators used were the average (ave) and standard deviation (std) as well as the best
optimal value (best), and convergence curves were used to indicate the convergence perfor-
mance of the algorithms. Box plots were adopted to verify the stability of the algorithms.
The Wilcoxon rank-sum test and Friedman rank test were employed to reflect the statis-
tical significance of the algorithms [47]. Next, experimental analysis was conducted on
23 benchmark functions.

Table 1. 23 benchmark functions.

Type No. Description R Dim fmin
F Sphere [—100,100] 30 0
B Schwefel 2.22 [—10,10] 30 0
F Schwefel 1.2 [—100,100] 30 0
Unimodal functions  F4 Schwefel 2.21 [—100,100] 30 0
Fs Rosenbrock [—30,30] 30 0
Fs Step [~100, 100] 30 0
F, Quartic [—1.28,1.28] 30 0
Fg Schwefel [—500, 500] 30 —418.98 xD
F Rastrigin [—5.12,5.12] 30 0
. . Fp Ackley [—32,32] 30 0
Multimodal functions Fiy Griewank (—600, 600] 30 0
F Penalized [—50,50] 30 0
Fi3 Penalize 2 [—50,50] 30 0
Fi4 Foxholes [—65.536,65.536] 2 0.9980
Fis5 Kowalik [—5,5] 4 0.0003
Six-hump
Fig Camel-Back [—5,5] 2 —1.0316
Fixed-dimension Fiy Branin [—5,5] 2 0.398
Fig Goldstein-Price [—2,2] 2 3
Fig Hartman 3 [1,3] 3 —3.863
multimodal Ex Hartman 6 [0,1] 6 3322
functions
By Shekel5 [0,10] 4 ~10.153
Fx Shekel7 [0,10] 4 ~10.403
Fxs Shekel10 [0,10] 4 ~10.536

Table 2. The parameter setting of the algorithms.

Algorithms Parameters Values
MCLAOA «, 1, Max, Min, p 5,05,1,0.2,5
AOA [16] «, 17, Max, Min 5,0.5,1,0.2

CAOA [18] o, 1 5,0.5
RSA [39] «, B 0.1,0.1
WOA [40] blavp 1,[-1,1],2t0 0, [0,1]
GOA [41] L fc 1.5,0.5,[0,1]

PSO [42] W, C1, Ca, Vinax 09t004,2,2,4
L-SHADE [43] H, Pbestrate, Arcrate 5011,14

4.1. Results Comparisons Using 23 Benchmark Functions

The 23 benchmark functions [16] are a classic function benchmark for evaluating op-
timization algorithms which can be divided into three types: unimodal functions (F|—F;),
multimodal functions (Fg—F;3), and fixed-dimension multimodal functions (Fj4—F»3). For de-
tails on the 23 benchmark functions, please refer to Table 1. The experimental results of all
algorithms with ave, std, and best are shown in Table 3, and the best results of each function
are marked in bold type.
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Table 3. Numerical results of MCLAOA with other algorithms using 23 benchmark functions.

Function Criteria MCLAOA AOA CAOA RSA WOA GOA PSO LSHADE
ave 0.00E+00 6.42E-08 0.00E+00 0.00E+00  4.94E-324 2.81E-06 8.77E-03 3.96E-22
F std 0.00E+00 6.66E-08 0.00E+00 0.00E+00 0.00E+00 1.88E-06 4.74E-03 9.97E-22
best 0.00E+00 1.93E-13 0.00E+00 0.00E+00 0.00E+00 7.02E-07 2.04E-03 2.67E-24
ave 0.00E+00 3.23E-05 0.00E+00 0.00E+00  3.91E-222  6.14E+00 1.32E+00 6.53E-08
) std 0.00E+00 9.34E-05 0.00E+00 0.00E+00 0.00E+00 1.05E+01 8.00E-01 2.31E-07
best 0.00E+00 8.55E-17 0.00E+00 0.00E+00  1.61E-234 4.51E-03 2.90E-01 4.49E-12
ave 0.00E+00 6.71E-06 0.00E+00 0.00E+00 2.85E+03 3.91E+02 9.53E-02 1.12E-01
F std 0.00E+00 1.44E-05 0.00E+00 0.00E+00 2.97E+03 1.27E+03 4.78E-02 1.29E-01
best 0.00E+00 6.75E-14 0.00E+00 0.00E+00 1.37E+02 1.81E+01 1.44E-02 6.81E-03
ave 0.00E+00 1.96E-03 0.00E+00 0.00E+00 2.48E+01 6.73E-01 5.61E-01 6.07E+00
Fy std 0.00E+00 3.63E-03 0.00E+00 0.00E+00 2.63E+01 6.27E-01 3.46E-01 1.82E+00
best 0.00E+00 1.13E-05 0.00E+00 0.00E+00 8.14E-04 1.47E-01 1.22E-01 2.61E+00
ave 2.88E+01 2.56E+01 2.74E+01 8.64E+00 2.58E+01 1.09E+02 4.23E+01 3.72E+01
F std 3.45E-01 3.87E-01 3.26E-01 1.34E+01 2.80E-01 2.40E+02 3.33E+01 2.32E+01
best 2.81E+01 2.45E+01 2.62E+01 5.85E-29 2.50E+01 1.88E+01 2.28E+01 1.26E+01
ave 9.67E+00 1.42E-07 9.92E-05 6.58E+00 2.87E-04 2.53E-06 7.66E-03 7.18E-22
Fs std 2.74E-01 3.68E-08 4.17E-05 7.59E-01 9.95E-05 1.80E-06 3.64E-03 2.02E-21
best 5.80E-01 7.47E-08 4.63E-05 5.06E+00 1.37E-04 6.00E-07 2.41E-03 3.60E-25
ave 9.55E-07 8.93E-06 9.93E-06 1.84E-05 6.32E-04 1.68E-02 6.69E-02 3.70E-02
F std 1.08E-06 8.50E-06 8.78E-06 1.76E-05 6.85E-04 5.28E-03 2.47E-02 1.55E-02
best 4.20E-09 2.90E-07 1.47E-07 7.54E-07 5.45E-05 8.52E-03 2.87E-02 1.18E-02
ave —1.02E+06 —5.66E+03 —8.16E+03 —551E+03 —1.22E+04 —7.26E+03 —4.23E+03 —2.09E+04
Fg std 4.98E+05 4.31E+02 4.46E+02 1.61E+02 5.97E+02 6.82E+02 1.68E+03 8.66E+01
best —2.16E+06 —6.51E+03 —898E+03 —5.74E+03 —1.26E+04 —840E+03 —7.70E+03 —2.09E+04
ave 0.00E+00 2.14E-09 0.00E+00 0.00E+00 0.00E+00 1.68E+02 4.00E+01 4.28E-08
Fo std 0.00E+00 1.12E-08 0.00e+00 0.00E+00 0.00E+00 5.62E+01 1.13E+01 2.05E-08
best 0.00E+00 0.00E+00 0.00E+00 0.00E+00 0.00E+00 6.17E+01 2.39E+01 4.65E-09
ave 8.88E-16 1.29E-05 8.88E-16 8.88E-16 4.44E-15 1.47E+00 3.55E+00 2.56E+00
Fio std 0.00E+00 2.49E-05 0.00e+00 0.00E+00 2.29E-15 9.42E-01 6.02E-01 5.37E-01
best 8.88E-16 1.51E-12 8.88E-16 8.88E-16 8.88E-16 1.97E-04 2.53E+00 1.56E+00
ave 0.00E+00 7.01E-07 7.53E-04 0.00E+00 9.44E-04 2.34E-02 1.08E-02 6.22E-03
Fip std 0.00E+00 2.31E-07 4.04E-03 0.00E+00 5.17E-03 1.81E-02 1.49E-02 1.34E-02
best 0.00E+00 4.02E-07 3.64E-06 0.00E+00 0.00E+00 1.05E-03 2.32E-04 1.11E-16
ave 5.29E-02 2.27E-01 1.27E-04 1.18E+00 9.80E-04 2.42E+00 1.45E-01 1.29E-01
Fip std 2.87E-02 2.60E-02 1.50E-04 3.66E-01 4.24E-03 1.44E+00 1.84E-01 2.59E-01
best 1.35E-02 1.84E-01 1.33E-05 5.04E-01 1.90E-05 1.29E-01 3.42E-05 1.85E-22
ave 2.47E+00 2.96E+00 2.85E+00 2.53E-01 6.79E-03 7.09E-03 5.67E-01 2.47E-01
Fi3 std 1.06E-01 1.70E-02 1.58E-01 7.40E-01 1.92E-02 9.50E-03 1.28E+00 7.92E-01
best 2.25E+00 2.91E+00 2.22E+00 5.29E-32 3.96E-04 9.16E-06 6.10E-04 4.97E-24
ave 7.05E+00 9.60E+00 7.69E+00 2.54E+00 1.13E+00 9.98E-01 1.26E+00 9.98E-01
Fig std 5.12E+00 4.79E+00 3.45E+00 1.92E+00 5.03E-01 3.44E-16 9.32E-01 0.00E+00
best 9.98E-01 9.98E-01 9.98E-01 1.01E+00 9.98E-01 9.98E-01 9.98E-01 9.98E-01
ave 5.68E-03 2.12E-03 7.14E-04 9.71E-04 5.00E-04 8.09E-03 1.05E-03 3.38E-04
Fis std 1.04E-02 4.95E-03 1.13E-03 3.41E-04 2.73E-04 1.26E-02 3.66E-03 1.67E-04
best 4.51E-04 3.08E-04 3.12E-04 4.68E-04 3.09E-04 3.08E-04 3.07E-04 3.07E-04
ave —1.03E+00 —1.03E+00 —1.03E+00 —1.03E+00 —1.03E+00 —1.03E+00 —1.03E+00 —1.03E+00
Fig std 1.13E-02 1.34E-12 7.85E-12 2.66E-04 1.83E-13 2.45E-15 6.78E-16 6.78E-16
best —1.03E+00 —1.03E+00 —1.03E+00 —1.03E+00 —1.03E+00 —1.03E+00 —1.03E+00 —1.03E+00
ave 3.98E-01 3.98E-01 3.98E-01 4.01E-01 3.98E-01 3.98E-01 3.98E-01 3.98E-01
Fiy std 1.25E-09 1.54E-07 5.77E-07 6.34E-03 8.31E-09 3.66E-08 0.00E+00 0.00E+00

best 3.98E-01 3.98E-01 3.98E-01 3.98E-01 3.98E-01 3.98E-01 3.98E-01 3.98E-01
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Table 3. Cont.

Function Criteria MCLAOA AOA CAOA RSA WOA GOA PSO LSHADE
ave 3.00E+00 8.40E+00 1.11E+01 3.00E+00 3.00E+00 3.00E+00 3.00E+00 3.00E+00
Fig std 1.22E-14 1.65E+01 1.26E+01 3.96E-05 8.75E-07 3.17E-14 1.26E-15 1.68E-15
best 3.00E+00 3.00E+00 3.00E+00 3.00E+00 3.00E+00 3.00E+00 3.00E+00 3.00E+00
ave —3.86E+00 —3.86E+00 —3.86E+00 —3.85E+00 —3.86E+00 —3.76E+00 —3.86E+00 —3.86E+00
Fio std 2.32E-15 3.40E-07 7.21E-04 1.38E-02 2.09E-03 2.39E-01 2.40E-03 2.71E-15
best —3.86E+00 —3.86E+00 —3.86E+00 —3.86E+00 —3.86E+00 —3.86E+00 —3.86E+00 —3.86E+00
ave —3.27E+00 —3.30E+00 —3.28E+00 —2.89E+00 —3.23E+00 —3.28E+00 —3.24E+00 —3.31E+00
Fy std 1.06E-01 4.51E-02 5.85E-02 2.51E-01 8.78E-02 5.83E-02 8.22E-02 3.63E-02
best —3.32E+00 —3.32E+00 —3.32E+00 —3.16E+00 —3.32E+00 —3.32E+00 —3.32E+00 —3.32E+00
ave —10.1513 —9.39E+00 —9.98E+00 —5.06E+00 —9.98E+00 —5.64E+00 —6.65E+00 —9.82E+00
F> std 2.24E-03 2.01E+00 9.31E-01 3.03E-07 9.30E-01 3.37E+00 3.45E+00 1.28E+00
best —10.1532 —10.1532 —10.1532  —5.06E+00 —10.1532 —10.1532 —10.1532 —10.1532
ave —10.4029 —9.35E+00 —9.97E+00 —5.09E+00 —9.83E+00 —5.80E+00 —6.93E+00 —1.02E+01
Fy» std 8.73E-16 2.42E+00 1.67E+00 2.89E-02 1.77E+00 3.64E+00 3.61E+00 1.22E+00
best —10.4029 —10.4029 —10.4029 —5.25E+00 —10.4029 —10.4029 —10.4029 —10.4029
ave —-10.5364 —7.95E+00 —1.03E+01 —5.13E+00 —1.05E+01 —6.02E+00 —7.09E+00 —10.5364
Fy std 2.86E-15 3.73E+00 1.41E+00 1.40E-06 8.00E-05 4.03E+00 3.79E+00 1.75E-15
best —10.5364 —10.5364 —10.5364  —5.13E+00 —10.5364 —10.5364 —10.5364 —10.5364
Friedman rank test 2.1034 3.9655 3.3103 4.7241 42759 6.0345 6.3448 5.2414
rank 1 3 2 5 4 7 8 6

Note: The best results of each function were marked in bold type in terms of ave.

4.1.1. Unimodal Functions and Exploitation

The unimodal functions (F;—F;) have only one global solution and no local solution,
which is used to test the exploitation ability of the algorithm. It can be seen from Table 3
that the proposed MCLAOA has stronger advantages in terms of ave value compared to
other comparison algorithms, except for F5 and Fg. For Fi—F,, both the MCLAOA and the
CAOA achieve convergence with an ave value of 0, while the RSA also converges to 0.
However, the AOA fails to converge to 0 in terms of the best metric. These results indicate
that the exploitation performance of MCLAOA has been significantly improved. This is
attributed to the introduction of the CL strategy which modifies the mathematical model of
the exploitation phase and enhances the convergence to the optimal solution by sharing
information among individuals.

4.1.2. Multimodal Functions and Exploration

The multimodal function contains multiple local optimal solutions, which are used
to test the algorithm’s ability to escape from poor local optima and obtain the near-
global optimum. For multimodal functions (Fg—F;3) with a dimension of 30, the ave
value of the proposed MCLAOA ranks first except for Fj; and Fj3. Compared with high-
dimension multimodal functions (Fg—F;3), fixed-dimension multimodal functions (Fi4—F»3)
have only a few local minima, and the dimension of the function is small and fixed. It is
worth noting that the best values of all algorithms converge to the global optimum for
Fi6—Fj9, and for F)—Fp3, all algorithms except RSA also converge to the global optimum.
These results demonstrate their ability to converge to the global optimum. However, when
considering ave and std values together, the proposed MCLAOA exhibits superior perfor-
mance, indicating its ability to converge more stably to the global optimum. Therefore,
it can be seen from the experimental results of multimodal functions that the proposed
MCLAOA has good global exploration performance. The MS strategy divides the popu-
lation Np into p subpopulations by introducing p sub-elites instead of a single elite. This
strategy enhances the global search capability. Additionally, we introduce a teaching phase
to half of the subpopulations, which alleviates the limitations of expansion or shrinkage
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step size factor in the exploration phase of AOA. As a result, the proposed MCLAOA
outperforms other algorithms, especially in Fg, F1—F3.

4.1.3. Convergence Behavior Analysis

To observe the convergence of the proposed MCLAOA and comparison algorithms,
we record and save the fitness of the best solution for each iteration to draw the convergence
curve. The convergence results of all algorithms on 23 benchmark functions are shown in
Figure 5. It can be seen from Figure 5 that only the CAOA, the RSA, and the MCLAOA
show a clear downward trend on F;-F4, and the proposed MCLAOA shows a more obvious
decrease for F3 and F; compared to the CAOA and the RSA. For multimodal functions
Fs—Fy1, the proposed MCLAOA achieves a significantly faster convergence to the global
optimum compared to the other seven comparison algorithms. All algorithms can converge
to the global optimum for Fj¢ and F;7, but the convergence curve of the proposed MCLAOA
drops faster than the AOA and the CAOA. Moreover, the proposed MCLAOA ranks first
in convergence performance on F—F3 among all comparison algorithms, indicating
its good exploitation performance. In summary, the proposed MCLAOA has achieved
advanced performance. Compared with the basic AOA and the improved version CAOA,
the proposed MCLAOA has improved convergence performance. In addition, since the
comparison algorithms are meta-heuristic algorithms with randomness, in this paper, we
employ Box plots to analyze the stability of the results. Box plots of the result of a global
minimum of the MCLAOA, the AOA, the CAOA, the RSA, the WOA, the GOA, the PSO
and the L-SHADE for F;, F;, Fj1, and F,3 are shown in Figure 6. It can be observed from
Figure 6 that the proposed MCLAOA outperforms other algorithms in the stability of the
results during the running of the algorithm.

Based on the above analysis, the proposed MCLAOA shows strong advantages in
terms of convergence accuracy, convergence speed and robustness.

4.2. Statistical Analysis

It is worth mentioning that statistical analysis is very important for the statistical
authenticity of results in the field of optimization algorithms. In this paper, the Wilcoxon
rank-sum test and the Friedman test are employed.

The statistical results of 23 benchmark functions are shown in Table 4. From the
data results in Table 4, it can be observed that the proposed MCLAOA performs better
than other comparison algorithms in most functions among the 23 benchmark functions.
The number of functions in which the performance is improved compared to the basic
AOA and improved CAOA is 16 and 9, respectively.

Table 4. Statistical results over 23 benchmark functions.

23 Benchmark Functions

Algorithm
+ — =~
AOA 4 16 3
CAOA 5 9 9
RSA 5 9 9
WOA 6 12 5
GOA 4 16 3
PSO 4 15 4
L-SHADE 5 13 5
Note: “+", “—", “~" denote that the performance of the corresponding algorithm is statistically better than, worse

than, and similar to that of MCLAOA, respectively.

In order to compare the results of each run and determine the significance of the results,
a non-parametric pair-wise Wilcoxon rank-sum test has been employed. The tests were
conducted at a significance level of 5%. For the Wilcoxon rank-sum test, the best-performing
algorithm was chosen in each test function and compared to other algorithms. That is, if
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Convergence curve for F1

the best algorithm is MCLAOA, pair-wise comparisons are made between MCLAOA and
AOA, MCLAOA and CAOA, MCLAOA and RSA, etc. Note that since the best algorithm
cannot be compared with itself; N/A is written for the best algorithm in each function to
indicate that it is not applicable. The results are presented in Table 5. It is evident from
Table 5 that these results are statistically significant, as the p-values are significantly less
than 0.05 for almost all functions.
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Figure 6. Box plots of the result of a global minimum for functions Fy, F;, Fj1, and Fy3.

Table 5. p-values of the Wilcoxon rank-sum test over 23 benchmark functions.

Function MCLAOA AOA CAOA RSA WOA GOA PSO LSHADE
F N/A 1.21E-12 N/A N/A 5.20E-06 1.21E-12 1.21E-12 1.21E-12
F N/A 1.21E-12 N/A N/A 1.21E-12 1.21E-12 1.21E-12 1.21E-12
K N/A 1.21E-12 N/A N/A 1.21E-12 1.21E-12 1.21E-12 1.21E-12
Fy N/A 1.21E-12 N/A N/A 1.21E-12 1.21E-12 1.21E-12 1.21E-12
F5 2.65E-06 7.96E-03 7.96E-03 N/A 7.96E-03 1.67E-05 2.88E-06 1.61E-06
Fs 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 N/A
F N/A 1.60E-07 1.36E-07 3.47E-10 3.02E-11 3.02E-11 3.02E-11 3.02E-11
Fg N/A 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11 3.02E-11
Fy N/A 1.10E-02 N/A N/A N/A 1.21E-12 1.21E-12 1.21E-12
Fio N/A 1.21E-12 N/A N/A 9.84E-10 1.21E-12 1.21E-12 1.21E-12
Fi1 N/A 1.21E-12 1.21E-12 N/A 0.3337 1.21E-12 1.21E-12 1.18E-12
Fip 3.02E-11 3.02E-11 N/A 3.02E-11 0.3183 3.02E-11 8.15E-05 0.3790
Fi3 2.67E-09 5.57E-10 6.12E-10 6.49E-07 0.2707 5.19E-02 1.04E-04 N/A
Fia 1.20E-12 1.20E-12 1.20E-12 1.21E-12 1.21E-12 6.09E-13 6.58E-04 N/A
Fis5 1.99E-10 3.00E-10 3.63E-10 3.30E-10 3.99E-10 7.71E-11 2.91E-02 N/A
Fie 6.28E-04 1.21E-12 1.21E-12 1.21E-12 1.19E-12 1.20E-12 N/A N/A
F7 1.21E-12 1.21E-12 1.21E-12 1.21E-12 1.21E-12 6.15E-11 N/A N/A
Fis 5.55E-05 5.20E-12 5.20E-12 5.20E-12 5.20E-12 5.19E-12 N/A 2.35E-03
Fig N/A 1.21E-12 1.21E-12 1.21E-12 1.21E-12 1.21E-12 6.12E-14 1.69E-14
Fo 2.20E-03 7.61E-09 1.88E-09 4.10E-12 1.79E-10 1.41E-09 6.32E-05 N/A
F N/A 6.97E-03 4.51E-02 3.01E-11 3.99E-04 2.71E-02 0.6616 1.23E-09
Fy N/A 7.80E-12 7.80E-12 7.80E-12 7.80E-12 7.80E-12 2.79E-02 9.39E-06
F3 N/A 1.46E-11 1.46E-11 1.46E-11 1.46E-11 1.46E-11 5.74E-02 6.48E-06

Note: N/ A represents the best algorithm in terms of optimization performance among all the algorithms for the
corresponding function.

In order to calculate the ranking of each algorithm with statistical significance, we
conducted a Friedman rank test for all tested algorithms over 23 benchmark functions,
and the test results are shown in the last two rows of Table 3. The proposed MCLAOA
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algorithm ranked first among all algorithms with a Friedman value of 2.1034. Through a
series of experiments, it has been verified that the proposed MCLAOA can be regarded as
an advanced optimizer with statistically significant results.

4.3. Scalability Analysis

This section uses scalability analysis to verify the reliability of the proposed MCLAOA.
Considering that the dimensions of fixed-dimension multimodal functions (Fj4—Fy3) are
fixed and cannot be changed, this paper selects one function from unimodal functions
and multimodal functions, respectively, for analysis, namely F; and Fjy. In the process
of scalability analysis, the dimension ranges from 100 to 500, with a step size of 100.
The termination condition (i.e., FES = 100, 000 with Np = 50) and parameter settings are
consistent with the above experimental conditions, and each function is independently
executed 30 times at each dimension. The experimental results are shown in Figure 7,
where the x-axis represents the dimension and the y-axis represents the average fitness
value obtained from 30 independent runs at each dimension. It is worth noting that the red
dashed box represents the enlarged content.
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Figure 7. Scalability analysis for functions.

From Figure 7, it can be seen that for Fj, almost all algorithms can converge to the
global optimum in all dimensions, except for the GOA, the PSO, and the L-SHADE. For Fj;,
the average fitness of MCLAOA, RSA, and WOA are very close as the dimension increases.
At dimension 500, the average fitness of MCLAOA is slightly lower than the RSA and the
WOA, which is determined by their mathematical models. However, compared to the AOA
and the CAOA, the MCLAOA performs the best in all dimensions, which strongly proves
that the proposed MCLAOA has been greatly improved. These results demonstrate that
the proposed MCLAOA is reliable, especially compared to the AOA and the CAOA, and
exhibits excellent performance even when facing high-dimensional optimization problems.

4.4. Results Comparisons Using CEC2020 Benchmark Problems

To further verify the strong competitiveness and optimization applicability of the pro-
posed MCLAOA, we selected a more complex functional benchmark (CEC2020 benchmark
problems [48]) and advanced comparison algorithm (the slime mould algorithm, SMA [49]
and the hybridizing TLBO with GOA, TLGOA [50]). Due to space limitations, the de-
tailed description and experimental results of CEC2020 are represented in the Appendix A.
These CEC2020 benchmark problems can be divided into four types: unimodal functions
(CH), basic functions (CF,—CFEy), hybrid functions (CF5—CFE;), and composition functions
(CFs—CFp). For details on the CEC2020 benchmark problems with a dimension of 10, please
refer to Table Al. The parameter settings of SMA and TLGOA are consistent with the
original literature [49,50]. Among all the algorithms, the maximum function evaluation
with a population size of Np = 100 and FES = 100, 000 for CEC2020 benchmark problems,
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and they were independently run 30 times. Similar to the 23 benchmark functions, we also
adopt ave, std, and best as evaluation metrics to assess the optimization performance of
all algorithms. The experimental results are shown in Table A2, and the best results are
marked in bold type.

From Table A2, it can be observed that the MCLAOA shows the best performance
in terms of ave values on CF,, CFg, CFy, and CFjy. The TLGOA performs the best on CF;,
CFs, and CF;. The SMA exhibits the best performance on CF;, CF;, and CFs. Furthermore,
compared to the standard AOA, the MCLAOA demonstrates significantly better ave values,
indicating its effectiveness in improving optimization performance. It is worth noting that
the Friedman rank test for the MCLAOA in Table A2 is 2.3000, ranking first. The p-values
corresponding to the Wilcoxon rank-sum test in Table A3 are almost all significantly smaller
than 0.05. These results demonstrate that the experimental results obtained from Table A2
are statistically significant. Therefore, the proposed MCLAOA also demonstrates promising
performance on more complex benchmark problems.

In summary, we comprehensively analyzed the optimization performance of MCLAOA
from several aspects, including accuracy, convergence curve, box plots, statistical analysis,
and scalability analysis. These results also lay the foundation for the application of the
algorithm to solve more complex optimization problems.

4.5. Engineering Design Problem

To date, we have analyzed the performance of the proposed MCLAOA on unconstrained
function benchmarks. Next, we will discuss optimization problems under complex constraint
conditions in real-world scenarios. In this paper, two engineering examples, three-bar truss
design and a pressure vessel design, are employed to analyze the proposed MCLAOA.

4.5.1. Three-Bar Truss Design Problem

The objective of the three-bar truss design problem is to minimize the weights of the
bar structures under certain constraints [16]. The three-bar truss design mainly involves
two optimization parameters: the cross-sections with A; and A,. There are three constraint
conditions, and the mathematical model is shown in the following equations. Here, we
compare the proposed MCLAOA with some existing optimization algorithms, and the
experimental results are shown in Table 6. The experimental results demonstrate that the
proposed MCLAOA exhibits strong competitiveness.

Take x = [x1 xp] = [A] A2,

Min. f(x) = (2v2x1 + x2)1,

— _V2u+n _r<
&1 (x) - \/Ex%Jerlxzp 7=0,

Subjectto ga(x) = mp -0 <0,

gg(X)ZmP—USO,
[ =100 cm, P = 2 kN/cm?2,0 = 2 kN/cm?,

h
WRETE 1 ¥ <1,0<x, <1.

Table 6. Comparative results for the three-bar truss design problem.

Optimal Values of Design Variables

Algorithm Optimal Cost
A1 Az
MCLAOA 0.7548 0.2920 187.4918
HHO [44] 0.7887 0.4083 263.8958
TAOA [51] 0.7897 0.4045 263.8537
CAOA [18] 0.7841 0.4237 263.9362
AOASC [20] 0.7884 0.4081 263.8523
OSAOA [52] 1.00 0.00 282.84
AOA [16] 0.79369 0.39426 263.9154
RSA [39] 0.7887 0.40805 263.8928

GOA [41] 0.7889 0.4076 263.8959
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4.5.2. Pressure Vessel Design Problem

The objective of the pressure vessel design problem is to determine the total cost
of a cylindrical pressure vessel and minimize the result [16]. The pressure vessel design
involves four design variables: the inner radius (R), the thickness of the head (Th), thickness
of the shell (Ts), and the length of the cylindrical part without examining the head (L).
There are four constraints, and the mathematical model can be represented by the following
equations. Here, we will compare the proposed MCLAOA with some existing optimization
algorithms in terms of pressure vessel design, and the experimental results are shown in
Table 7. It can be clearly seen that the proposed MCLAOA has significant advantages in
solving the pressure vessel design problem.

Take x = [x1 x2 x3 x4] = [T5 T, R L],

Min. f(x) = 0.6224x1x3x4 + 1.7781xx3 + 3.1661x3xy + 19.84x% x5,

g1(x) = —x1 +0.0193x3 <0,
$2(x) = —x34+0.00954x3 < 0,

Subject to g3(x) = —mxdxy — 371x3 + 129600 < 0,

Qa(x) = x4 —240 <0,
0 S X1,X2 S 99,10 S X3, X4 S 200.

Table 7. Comparative results for the pressure vessel design problem.

Optimal Values of Design Variables

Algorithm Optimal Cost
Ts Th R L

MCLAOA 1.1134 0 67.2893 10 3675.9636
IAOA [51] 0.7637 0.3705 41.5666 184.1352 5813.5505
CAOA [18] 0.8416 0.4139 45.2890 155.7818 5822.6083
AOASC [20] 0.8254 0.4262 42.7605 169.3396 6048.6812
OSAOA [52] 0.8125 0.4375 42.0984 176.6512 6060.0479
MPA [53] 0.7782 0.3846 40.3196 200.00 5885.3353
HHO [44] 0.8176 0.4073 42.0917 176.7587 6000.4626
RSA [39] 0.8401 0.4190 43.3812 161.5556 6034.7591
WOA [40] 0.8125 0.4375 42.0983 176.6390 6059.7410
AOA [16] 0.8304 0.4162 42.7513 169.3454 6048.7844

5. Application of MCLAOA-BPNN for Cluster Fault Prediction

Due to the rapid development of computer technology, computer systems are widely
used in various industries of the national economy [54,55]. Most current software systems
can be viewed as cluster systems, which are parallel or distributed systems composed of a
large number of independent computers [56]. As the number of nodes in cluster systems
continues to increase, the frequency of node failures also increases, which will seriously
affect normal usage. In recent years, although existing research work [57,58] in cluster
system fault prediction has achieved good results, further improvement is needed in terms
of prediction accuracy and efficiency. Therefore, this paper proposed MCLAOA to optimize
BPNN parameters and design an MCLAOA-BPNN control cluster fault prediction method.

5.1. Control Cluster System

To meet the demand of uninterrupted and reliable running of multiple computing
jobs, a high-availability control cluster system is constructed. The network architecture
of the system is shown in Figure 8. The high-availability cluster for multiple computing
jobs consists of one central monitoring station and m computing units. Among them,
the central monitoring station is responsible for simulating two virtual computers (A and B
are backups of each other), completing the monitoring of the high-availability cluster. Each
computing unit is responsible for simulating # virtual computers, completing the simulation
of computing jobs, dynamic task allocation, migration, and other high availability cluster
equipment functions. However, to ensure the sustainable operation of the cluster system,
cluster fault prediction is crucial. Therefore, this paper designed a cluster fault prediction



Mathematics 2023, 11, 2891

19 of 28

method based on BPNN, and used the proposed MCLAOA to optimize the parameters in
the BPNN, thus improving the accuracy of cluster fault prediction.

For implementation details, the functions that control the cluster system were imple-
mented using C++. Qt Creator was utilized to showcase these functions via a graphical
interface, which also allowed for fault injection to observe the resource information of each
PC. The proposed MCLAOA-BPNN was executed on MATLAB, providing fault prediction
for the entire cluster system.

Qt Creator C++ [ MATLAB J

PC-A PC-B

Central Monitoring Station“

Giga Bit Ethernet
A

A 4 A

»
-

A A J \ 4 A A \ 4 A 2 J \ 4
PC PC oeeee PC PC PC eoeoee PC ..... PC Pc eoeoee PC
11| |12 1n 21|22 2n ml||m2 mn
Compute-Unit 1 Compute-Unit 2 Compute-Unit m
Operating System

Figure 8. The network architecture of high-availability control cluster system.

5.2. Cluster Fault Prediction Based on MCLAOA-BPNN
5.2.1. BP Neural Network

The computation process of the BPNN consists of a forward computation process and
a backward computation process, which includes the input layer, the hidden layer, and
the output layer. The BPNN inputs the data from the input layer, processes the data in the
hidden layer, and then calculates the difference between the processed data and the true
data. If the obtained result does not meet the set error value, it enters the backpropagation
process. During backpropagation, the weights and thresholds in each layer of neurons
constantly change until the set error value or the predetermined number of training times
is reached. The main process of BPNN is as follows:

Step 1: Parameter initialization: the number of nodes in the input layer, the hidden layer,
and the output layer, as well as the initial weights and thresholds of each neuron.

Step 2: Forward propagation.

Step 3: Calculation of the error value between the output data and the expected data.

Step 4: Update of the weights and thresholds.

Step 5: Check whether the error value meets the set value. If not, return to Step 4 and
update the weights and thresholds until the set error value is reached or the maxi-
mum training times are reached.

5.2.2. MCLAOA Optimizes BPNN

During the training process of BPNN, the initial weights and thresholds are randomly
generated, which will affect the prediction performance of the model. Therefore, this paper
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adopts the proposed MCLAOA to optimize the weights and thresholds in BPNN, called
MCLAOA-BPNN. The flowchart of the proposed MCLAOA-BPNN cluster fault prediction
method is shown in Figure 9, where the red dashed box is the proposed MCLAOA, and the
blue dashed box is the MCLAOA-BPNN fault prediction model proposed in this chapter.
The specific implementation process is as follows:

Step 1: Analyze the cluster system, determine the fault prediction indicators that affect the
cluster system based on the network structure of the cluster system, and construct
feature vectors.

Step 2: Initialize the weights and thresholds of BPNN, the parameters of MCLAOA, and
read the initial index data of the cluster system as the initial sample data.

Step 3: Pre-process the sample data.

Step 4: Use the MCLAOA to optimize the weights and thresholds of the BPNN and con-
struct the MCLAOA-BPNN fault prediction model.

Step 5: Check whether the termination condition is met. If the termination condition is
met, the optimal weights and thresholds are output. Otherwise, skip to Step 4.

Step 6: The optimized weights and thresholds are used as the weights and thresholds of
the MCLAOA-BPNN model.

ﬂ/ Start \\
N

)

Identifying the influential factors for cluster
failure prediction

P ——— —— — — — — — — — — — — =

Initialize the population size, related parameters | Proposed MCLAOA

of MCLAOA
Use the initial population position of MCLAOA
l as the initial weight and threshold of BPNN
’ Data preprocessing +
’ Training BPNN ‘
IMCLAOA-BPNN model 1 v

’ Calculate the error value as the fitness value

Using MCLAOA's mathematical model to
update weights and thresholds

Termination
criteria

’ model

Figure 9. The flowchart of the MCLAOA-BPNN cluster fault prediction.

5.3. Experimental Results and Analysis

The high-availability cluster system constructed in this paper has a total of 42 nodes,
including 2 central nodes and 40 computing nodes, i.e., m X n = 40. The operating system
is Ubuntu 16.04. For the proposed MCLAOA-BPNN fault prediction model, all experiments
were performed on MATLAB 2017b, and they were run on a PC with Intel Core i7-10700
2.90 GHz and 16 GB RAM.

We used six main factors that affect cluster performance as sample data, including CPU
consumption, memory usage, operating system processes load, net traffic, I/ O operations,
and number of processes. To simulate faulty behavior, we injected node failures, program
errors, network faults, and performance anomalies to obtain fault data. In the data collection
process, we collected sample data from 50 moments, normalized the sample data, and
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used 40 moments as training data and 10 moments as testing data. All data were collected
from our own and benchmark (https:/ /ieee-dataport.org/open-access/big-data-machine-
learning-benchmark-spark, accessed on 6 June 2019) [59].

5.3.1. Evaluation Criteria

To better evaluate the results of the data, we employed mean absolute error (M AE),
root mean square error (RMSE), and mean absolute percentage error (M APE) as evaluation
metrics for the model [60]. The MAE can provide a measure of the overall accuracy of the
predictions. The RMSE gives more weight to larger errors. The MAPE provides a relative
measure of the prediction accuracy. The MAE and the MAPE are mainly used to measure
the degree of difference between predicted values and true values, where the smaller the
value, the higher the prediction accuracy of the model. The RMSE represents the degree of
fluctuation in the difference, where the smaller the value, the more stable the prediction
results. The formulas for calculating the MAE, the RMSE, and the MAPE are as follows:

1 N !
MAE = 5 421 lyi — v,
=

1 N N2
RMSE = | & .21 (i —vi)"
1=

N /
_ 1 Yi—Yi
MAPE = 1. ¥

where N denotes the number of observations, y! represents the predicted value and y; is
the true value.

7

5.3.2. Compared Algorithms and Parametric Setup

To evaluate the performance of the proposed MCLAOA-BPNN model, we compared
it with the basic BPNN model and swarm-optimized BPNN models (such as the PSO [42],
the AOA [16], the CAOA [18], and the sine cosine algorithm (SCA) [61]). In all experiments,
the parameter settings were as follows: all population sizes were 50, the number of iterations
was 500, and other parameters were set to default values. Additionally, based on the
influencing factors, the input layer of the cluster fault prediction model in this paper was
set to 6 and the output layer was set to 1. However, the number of hidden layers was not
specified, but it is crucial for prediction accuracy. Therefore, we trained the MCLAOA-
BPNN cluster fault prediction model with a range of hidden layer numbers (5-12), and
the average value of 10 test results for MAE is shown in Table 8, with the best results
marked in bold type. It can be seen from Table 8 that the model’s hidden layer was set to 7.
Therefore, the final architecture is determined to be a three-layer MCLAOA-BPNN with a
configuration of 6-7-1. Furthermore, Figure 10 demonstrates that the proposed model has
converged after six epochs, where one epoch refers to the number of training iterations,
representing one forward propagation and one backward propagation of the BPNN.

Table 8. Network training MAE for different numbers of hidden layer nodes.

Nodes 5 6 7 8 9 10 11 12

MAE 1.00E-03 1.01E-03 6.14E-04 2.46E-03 221E-03 1.88E-03 1.01E-03 1.51E-03
Note: The best results of each function were marked in bold type.

5.3.3. Comparison with other BPNN Models

To verify that the proposed model is highly competitive, we compared MCLAOA-
BPNN with other fault prediction models, including the BPNN [62], the PSO-BPNN [42],
the AOA-BPNN [16], the CAOA-BPNN [18], and the SCA-BPNN [61]. The errors between
the predicted values and true values of different prediction models on different sample data
are shown in Figure 11. It can be seen from Figure 11 that the prediction accuracy of BPNN
has been improved by swarm-optimized BPNN. The proposed MCLAOA-BPNN shows
significant performance, especially compared to the AOA-BPNN and the CAOA-BPNN.
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Figure 11. Comparison of predicted absolute error curves of each model.

In order to clearly observe results, MAE, RMSE, and MAPE were employed, as
shown in Table 9. From Table 9, it can be seen that compared with the AOA-BPNN and
the CAOA-BPNN, the proposed MCLAOA-BPNN improves 1.526/1.236, 1.783/1.283, and
0.8762/0.6111 in terms of MAE, RMSR, and MAPE. Compared with the basic BPNN and

the other swarm-optimized BPNN, the proposed MCLAOA-BPNN’s prediction accuracy
also ranks first. These results demonstrate that our model can better perform cluster

fault prediction.
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Table 9. Predictive results evaluation.

Models MAE RMSE MAPE
BPNN 4.31E-03 5.08E-03 2.3614
PSO-BPNN 2.72E-03 2.82E-03 1.3876
SCA-BPNN 1.49E-03 1.68E-03 0.7221
CAOA-BPNN 1.85E-03 1.94E-03 0.9187
AOA-BPNN 2.14E-03 2.44E-03 1.1838
MCLAOA-BPNN 6.14E-04 6.57E-04 0.3076

Note: The best results of each function were marked in bold type.

6. Conclusions

In the fault prediction of control cluster systems, the improper setting of initial weights
and thresholds in a traditional BPNN can lead to low accuracy. To address this issue, this pa-
per proposes a new swarm intelligence algorithm called MCLAOA and utilizes MCLAOA
to optimize the initial weights and thresholds of BPNN, constructing the MCLAOA-
BPNN control cluster fault prediction model. To validate the effectiveness of the proposed
MCLAOA, 23 benchmark functions, CEC2020 benchmark problems, and two engineering
examples were employed. Furthermore, we compared the proposed MCLAOA-BPNN with
other swarm-intelligence-based BPNN models to demonstrate its high prediction accuracy.

The following points present the specific experimental results.

* It can be observed from Table 5 that the p-values of the Wilcoxon rank-sum test for the
compare algorithms are less than 0.05 in most functions. This indicates that the ave
and std obtained by all algorithms in Table 1 have statistical significance.

e From the last two rows of Table 1, it can be observed that the Friedman rank test of
MCLAOA is 2.1034, ranking first. According to the statistical results of the 23 bench-
mark functions in Table 4, it can be observed that the MCLAOA has improved conver-
gence performance in 16 and 13 functions compared to the basic AOA and LSHADE,
respectively.

*  The convergence curve and box plots prove that MCLAOA has a faster convergence
speed and better robustness.

®  Scalability analysis confirms that the MCLAOA has strong and stable performance.

*  From Tables A2 and A3, it can be observed that the MCLAOA exhibits significant advan-
tages on the CEC2020 benchmark problems and demonstrates statistical significance.

*  According to the experimental results of MAE, RMSE, and MAPE, compared with the
basic BPNN/AOA-BPNN, the MCLAOA-BPNN improved by 3.696/1.526, 4.423/1.783,
2.0538/0.8762. Furthermore, the MCLAOA-BPNN outperforms other swarm-intelligence-
based BPNN models.

The main limitations of the proposed MCLAOA are as follows: To ensure convergence
speed, the MS strategy is only applied in the exploration phase of AOA. Once the algorithm
falls into a local optimum during the exploitation phase, it lacks the ability to escape from
it. As a result, it exhibits poor performance in handling more complex practical application
scenarios such as image processing, engineering design, and other issues. Furthermore,
a large number of iterations can increase the computational cost of the fault prediction
model. In the future, we plan to introduce mutation operators to enhance the algorithm’s
ability to escape local optima. We will also design a convergence monitoring technique
to determine whether the desired value has been achieved, whether the expected value
is reached, and if so, whether it can terminate iterations and reduce unnecessary losses.
Moreover, the proposed MCLAOA can be extended to handle structural optimization,
feature selection, etc.
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Nomenclature

The following symbols are used in this manuscript:

t Current iteration number

T Maximum iteration number

Max  Maximum value of the accelerated function
Min  Minimum value of the accelerated function

0 A small integer

UB;  Upper bound value of the jth dimension
LB;  Lower bound value of the jth dimension
7 Control parameter

b Sensitive parameter

S; Step factor

Np  Population size

p Subpopulation size

q Number of individuals in each subpopulation
argf Inverse function of fitness evaluation

TF Teacher factor

D Dimension

m Number of compute-units

n Number of PCs in each compute-unit
N Number of observations

Appendix A

Table Al. CEC2020 benchmark problems.

Type No. Description fimin
Unimodal functions CF Shifted and Rotated Bent Cigar Function (CEC 2017 F;) 100
CFk, Shifted and Rotated Schwefel’s Function (CEC 2014 F;1) 1100

Basic functions CF; Shifted and Rotated Lunacek bi-Rastrigin Function (CEC 2017 F;) 700
CF, Expanded Rosenbrock’s plus Griewangk’s Function (CEC2017 Fyg) 1900

CFs Hybrid Function 1 (N = 3) (CEC 2014 Fy7) 1700

Hybrid functions CFg Hybrid Function 2 (N = 4) (CEC 2017 Fyg) 1600
CF, Hybrid Function 3 (N = 5) (CEC 2014 F1) 2100

CFg Composition Function 1 (N = 3) (CEC 2017 Fpp) 2200

Composition functions Ch Composition Function 2 (N = 4) (CEC 2017 Fy4) 2400
CFy Composition Function 3 (N = 5) (CEC 2017 Fp5) 2500

Table A2. Numerical results of MCLAOA with other algorithms using CEC2020 benchmark problem.

Function Criteria MCLAOA AOA CAOA RSA WOA GOA SMA TLGOA
ave 4.7251E+08 6.5860E+09 3.9179E+08 1.8028E+10 2.3351E+05 2.2205E+09 8.5186E+03 5.8672E+06
CFH std 5.2285E+08 2.4988E+09 5.0399E+08 2.7575E+09 5.7869E+05 1.7592E+09 4.0192E+03 1.2834E+07
best 1.3534E+07 1.2835E+09 1.2241E+03 4.5193E+09 1.3832E+04 1.4507E+04 289.6965  1.3823E+06
ave 1.3909E+03 1.7983E+03 1.8092E+03 2.3823E+03 2.1676E+03 2.1102E+03 1.5779E+03 1.9750E+03

Ch std 130.6380 183.0234 154.0381 194.0336 287.2063 393.2515 226.7420 283.4210

best 1.2222E+03 1.4506E+03 1.4609E+03 1.9660E+03 1.6097E+03 1.2672E+03 1.2337E+03 1.5287E+03
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Table A2. Cont.
Function Criteria MCLAOA AOA CAOA RSA WOA GOA SMA TLGOA
ave 764.4841 804.0515 795.0880 802.4801 779.2079 8.8384E+02  721.4592 726.2413
CFH std 17.0783 6.9201 11.4560 13.2465 26.5078 67.9737 5.3659 8.0244
best 730.7717 794.3927 765.6510 765.6002 741.4918 8.1811E+02  711.5759 711.7954
ave 6.6057E+03 9.5217E+03 1.6702E+04 5.5289E+05 2.3003E+04 8.5273E+06 2.6294E+03 1.9512E+03
CE4 std 4.0780E+03 7.6283E+03 1.2394E+04 7.6822E+05 4.3024E+04 1.6047E+07 1.5176E+03  50.5600
best 2.3001E+03 2.0331E+03 1.9303E+03 9.4937E+03 2.1231E+03 3.1979E+05 1.9041E+03 1.9075E+03
ave 4.2807E+03 4.9853E+04 4.2818E+03 4.5244E+05 1.3354E+05 3.2091E+04 9.4876E+03 3.2977E+03
CFK std 2.2491E+03 2.8177E+04 1.0096E+03 1.3636E+05 2.1080E+05 5.5254E+04 6.7329E+03 5.6970E+03
best 2.2322E+03 1.1207E+04 3.1850E+03 4.4142E+04 5.1664E+03 2.7526E+03 1.9067E+03 1.8024E+03
ave 1.8286E+03 1.9828E+03 1.9183E+03 2.0728E+03 1.8357E+03 3.0539E+03 1.6663E+03 1.8319E+03
CFq std 124.5011 138.4976 144.2710 93.7524 117.3325 331.0472 69.1540 132.5534
best 1.6122E+03 1.7364E+03 1.6192E+03 1.9127E+03 1.6397E+03 2.4461E+03 1.6065E+03 1.6400E+03
ave 4.1952E+03 5.6449E+03 6.2259E+03 1.7514E+05 3.2918E+04 6.9666E+03 2.8949E+03 2.7665E+03
CF std 1.7962E+03 2.3694E+03 2.6621E+03 1.7081E+05 3.2594E+04 7.5302E+03 1.7753E+03 410.4163
best 2.1461E+03 2.3547E+03 2.3133E+03 7.8506E+03 4.2554E+03 2.4166E+03 2.1203E+03 2.1776E+03
ave 2.3265E+03 2.9057E+03 2.5958E+03 2.9702E+03 2.3315E+03 5.7708E+03 2.3266E+03 2.3581E+03
CEg std 38.6359 315.3173 117.4490 240.2314 15.3485 1.9670E+03  166.5267 237.6234
best 2.3060E+03 2.2885E+03 2.3035E+03 2.5197E+03 2.2393E+03 2.4165E+03 2.2000E+03 2.3045E+03
ave 2.7189E+03 2.7927E+03 2.7211E+03 2.8507E+03 2.7519E+03 3.0282E+03 2.7475E+03 2.7426E+03
CFKy std 103.1237 88.3431 137.8636 44.4965 77.6254 52.7887 47.5504 102.2214
best 2.5337E+03 2.5774E+03 2.5000E+03 2.7494E+03 2.5045E+03 2.9284E+03 2.5000E+03 2.4563E+03
ave 2.9229E+03 3.2008E+03 2.9648E+03 2.9232E+03 2.9583E+03 2.9573E+03 2.9688E+03 2.9410E+03
CFy std 49.2665 145.6641 35.1046 23.0547 31.1292 62.4765 55.9072 29.2071
best 2.8138E+03 2.9688E+03 2.8996E+03 3.0303E+03 2.9011E+03 2.8886E+03 2.8979E+03 2.8986E+03
Friedman rank test 2.3000 5.6000 4.3000 7.4000 4.7000 6.6000 2.6000 2.5000
rank 1 6 4 8 5 7 3 2
Note: The best results of each function were marked in bold type in terms of ave.
Table A3. p-values of the Wilcoxon rank-sum test over CEC2020 benchmark problem.

Function MCLAOA AOA CAOA RSA WOA GOA SMA TLGOA
CH 3.0199E-11 3.0199E-11 5.9706E-05 3.0199E-11 3.0199E-11 3.0199E-11 N/A 3.0199E-11
ChH N/A 6.7220E-10 1.7769E-10 3.0199E-11 4.0772E-11 1.1737E-09 4.7138E-04 2.6099E-10
CEH 3.3384E-11 3.0199E-11 3.0199E-11 3.0199E-11 3.0199E-11 3.0199E-11 N/A 0.0170
CE4 3.0199E-11 4.9752E-11 1.4643E-10 3.0199E-11 3.0199E-11 3.0199E-11 0.8534 N/A
CFK 6.5277E-08 7.3891E-11 1.0702E-09 3.0199E-11 1.4643E-10 5.5727E-10 8.8829E-06 N/A
CFq 5.0912E-06 9.9186E-11 3.8249E-09 3.0199E-11 9.5139E-06 3.0199E-11 N/A 1.7294E-07
CF, 0.0163 4.1127E-07 5.5999E-07 3.0199E-11 3.0199E-11 7.0881E-08 0.0032 N/A
CKg N/A 5.5727E-10 8.8910E-10 3.0199E-11 0.1453 3.3384E-11 6.1210E-10 0.3871
CFKy N/A 5.8737E-04 0.4463 2.2273E-09 0.7958 3.0199E-11 0.0657 0.7845
CFyp N/A 7.3891E-11 2.2539E-04 3.3384E-11 1.1058E-04 0.0905 2.6806E-04 0.0281

Note: N/A represents the best algorithm in terms of optimization performance among all the algorithms for the
corresponding function.
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