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Abstract: In this article, we investigate the behavior of vehicle platoons operating in a predecessor-
following configuration, implemented through sampled-data control systems. Our primary focus
is to examine the potential influence of the sampling time on the string stability of the platoon. To
address this, we begin by designing a string-stable platoon in continuous time. Subsequently, we
consider the controller discretization process and proceed to simulate and implement the designed
control strategy on an experimental platform at a scaled-down level. Through experimental testing
and some theoretical results, we analyze the effects of different sampling times on the string stability
performance of the platoon. We observe that an inappropriate selection of the sampling time can lead to
a degradation in string stability within the platoon, making the choice of the sampling time crucial in
maintaining the desired string stability properties. These findings highlight the importance of carefully
considering the sampling time in the implementation of control systems for platooning applications.
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1. Introduction

In recent years, the field of intelligent transportation systems (ITS) has grown sig-
nificantly thanks to advancements in wireless communication, data processing, control
systems, and artificial intelligence algorithms, among other areas [1–3]. One specific area
of ITS research is cooperative adaptive cruise control systems, which enable vehicles to
navigate at a cruise speed that adapts to the speed of preceding vehicles. Using information
sent wirelessly by other vehicles can improve the goal of maintaining a desired inter-vehicle
distance between them [4]. A well-designed ITS system with these features can allow a
platoon of vehicles to navigate cooperatively and efficiently, resulting in reduced fuel usage,
pollutant emissions, travel times, and improved transport safety [5]. By utilizing these
technologies, we can create a smarter transportation infrastructure that meets the needs of
modern society.

Naturally, in platooning applications, each vehicle’s control system must achieve inter-
nal stability, the desired cruise speed, and maintain the desired distance between vehicles.
However, there is an additional requirement when designing these control systems, which
relates to how transient errors caused by external stimuli or disturbances propagate to the
vehicles further back in the platoon. If these errors are amplified along the chain of vehicles,
the platoon will exhibit erratic and dangerous behavior, which will worsen if more vehicles
are added to the platoon. In this case, the platoon is said to be string-unstable. On the
other hand, if the system is string-stable, the errors will be reduced or remain bounded as
they propagate along a platoon, regardless of its length, reducing the danger in navigation
and allowing more vehicles to be added without compromising performance [6]. The
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importance of string stability in platooning has motivated researchers to obtain conditions
on the design parameters of controllers that guarantee it. It has been found that these
conditions depend on many factors, such as the topology of the communication between
vehicles, the type of information that is sent, the spacing policy between vehicles, the
quality of the communication channels, and the dynamic characteristics of the vehicles,
among others [6–8].

Initially, most of the results related to string stability in platooning have been derived
for continuous-time frameworks (see, for instance, [6,7,9,10]). However, in recent years,
there has been a growing interest in studying platoons within a discrete-time setting.
This is because a crucial aspect of many control systems is their practical implementation
using computer-based control and, consequently, the use of a discrete-time framework.
Additionally, the implementation of digital wireless communications among vehicles in the
context of platooning further justifies the use of discrete-time analysis. As a result, a variety
of digital technologies have gained attention in the field of platooning, with the ultimate
aim of transforming it into a practical reality [11–13].

When implementing sampled-data control in platooning, it is crucial to carefully
evaluate the impact of the sampling process on the system’s performance. It is widely
acknowledged that selecting an inappropriate sampling time in a feedback loop can result
in the loss of internal stability [14]. However, the effect of the sampling time on string
stabilization in platooning has received limited attention from researchers thus far. Instead,
most studies in this area have primarily focused on addressing the challenges posed by
unreliable communication links and utilizing discrete-time control techniques for platoon-
ing analysis. For instance, Ref. [15] employs Model Predictive Control (MPC) to handle
switching communication topologies in a platooning setting, providing stability and string
stability results. In [16], a sampled-data-based MPC-like control method is proposed to
achieve string stability in platoons subject to disturbances and saturation constraints. Simi-
larly, Ref. [17] considers platooning with non-ideal communications using LQR control,
allowing for dealing with transmissions of data that are samples of the real acceleration of
vehicles. In [18], platooning control using sampled positions of vehicles was investigated,
focusing on the input-to-state stability of the multi-agent system instead of string stability.
Various aspects of platooning under unreliable communication links, such as random data
loss, have been studied in the literature, including a discrete-time approach. For instance,
in this context, researchers have explored mean square stabilization [19] and string stabil-
ity [20–22], the employment of data-loss compensation strategies [23], and also estimation
techniques to deal with data loss [24,25]. Platooning with communication links subject to
malicious attacks is studied in, for instance, [26,27], which naturally considers sampled
systems. The authors of [28] investigate event-triggered platooning control for random
communication topologies and different spacing policies but do not provide explicit string
stability results. In [29], the authors primarily focus on sampled-data control of vehicular
platoons, specifically considering undirected communication topology and analog fading
networking, while omitting detailed analysis of string stability. Earlier works addressing
sampling and platooning can be found in [30–32]. These works provide several insights
into the relationships between sampling and important aspects of vehicular platooning.
However, most of the previous works do not thoroughly consider the effect that varying the
sampling time has on the scalability properties of a platoon, particularly its string stability.

On the other hand, experimental validation in vehicular platooning is a challenging
but important task. In both continuous and discrete-time literature results, some works
obtained analytical expressions for the string stability conditions and sometimes comple-
mented them with simulations to verify their consistency [9,10]. In other cases, the analysis
has been reduced to numerical studies only [20,23,33]. In very few cases, there is experimen-
tal validation of the results, mainly due to cost limitations associated with implementing
the techniques on real vehicles, which limits the size of the platoon [34]. However, some
studies use scale experimental platforms to test the proposed algorithms [24,35–38]. In
the realm of platooning research, most analytical findings have been derived within the
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continuous-time framework despite the practical implementation necessitating the use of
sampled-data control systems. Consequently, the selection of an appropriate sampling
time becomes a fundamental yet critical task. The lack of results concerning the interplay
between the sampling time and string stability further complicates this task.

The previous literature review reveals a noticeable gap in the literature relating sam-
pling time and string stability. Motivated by this, in this work, we aim to investigate
whether the choice of sample time can impact the string stability property in a real imple-
mentation. To achieve this, we first design a string-stable platoon using a continuous-time
setting. Next, we adapt the continuous-time design to a sample-data feedback control
framework and simulate the behavior of the platoon for different sampling times. We chose
sampling times that guarantee internal stability for the feedback system, enabling us to
assess the string stability property separately from any internal instability concerns. We
also provide theoretical results that motivate the design of platooning experiments. Finally,
we implement this sample-data control scheme on the scaled-down experimental platform,
PL-TOON [39]. Our simulation results and experimental findings provide empirical evi-
dence that the selection of sample time can indeed influence the string stability property
of a platoon. These results highlight the need for a deeper analysis of the relationship
between sampling time and string stabilization, incorporating both theoretical and practical
analyses. Our results are an initial step towards a derivation of necessary and sufficient
conditions on the sample time for string stability. This is necessary to ensure the proper
functioning of platoons in practical applications.

The rest of the article is structured as follows. Section 2 introduces the setup and
the problem of interest. Section 3 describes the materials and methods used. Section 4
presents and discusses the simulation and experimental results. Finally, Section 5 provides
the conclusions.

2. Problem Formulation
2.1. Preliminaries and Notation

Throughout the manuscript, we consider most of the standard systems and control
literature notation. For a signal x(t) of the continuous time variable t ∈ R, we denote X(s),
with s ∈ C as its Laplace transform. If the transfer function of a single-input single-output
LTI continuous time system is given by G(s), we denote itsH∞-norm as

||G(s)||∞ = sup
ω
|G(jω)|, (1)

with j2 = −1. Analogously, for discrete time, we use horizontal bars to denote the discrete-
time version of signals x̄(k), k ∈ Z of a continuous-time signal x(t). The respective
Z-transform of x̄(k) is given by X̄(z), z ∈ C, and the sampled equivalent or discrete-time
implementation of a continuous-time transfer function G(s) is given by Ḡ(z), with its
respectiveH∞-norm given by

||Ḡ(z)||∞ = sup
θ

|G(ejθ)|. (2)

We base the following analysis on theoretical results for platooning that were pro-
vided for continuous-time models (see, e.g., [40]). However, when implementing control
algorithms on real hardware, mostly through the use of digital micro-controllers, sensors,
and actuators, it is often necessary to convert most, if not all, signals to their sampled-based
versions. In the following, we will consider that digital controllers will be implemented us-
ing discrete-time approximations of continuous-time controllers and that continuous-time
plants will be shifted to their zero-order hold (ZOH) equivalents, which is one of the most
common approaches for dealing with discrete-time control implementations [14].
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2.2. Platooning Setup

In this work, we consider a one-dimensional platoon consisting of N ∈ N vehicles.
Each vehicle is labelled with an index i = 1, ..., N and is equipped with a controller that
aims to maintain a desired inter-vehicle distance while following the vehicle in front, with
the exception of the leader vehicle (i = 1), which operates independently from the rest of
the platoon. To aid in accomplishing this task, each vehicle utilizes wireless communication
to transmit pertinent information to the subsequent vehicles. We assume that the platoon
adopts a predecessor-following configuration; that is, each vehicle receives information
only from its predecessor. This configuration is illustrated in Figure 1, where `i(k) denotes
the inter-vehicle distance between vehicle i and its predecessor. Here, we consider that
each vehicle in the platoon is capable of measuring its own position, yi(t), and its own
speed, vi(t). Each vehicle also obtains its predecessor position, yi−1(t). Hence, each vehicle
has access to the inter-vehicle distance

`i(t) = yi−1(t)− yi(t)− Li−1, (3)

where Li−1 is the length of the predecessor vehicle.

i+1ii−1 ℓi ℓi+1

Figure 1. Vehicle platoon with a predecessor-following topology.

We assume that the platoon under study is composed of a set of homogeneous
agents, and, thus, each agent has the same dynamical behavior. Specifically, we consider a
continuous-time linear-time-invariant (LTI) system to model the dynamics of each agent,
characterized by the transfer function G(s), which is assumed to be strictly proper. Addi-
tionally, all vehicles are equipped with an identical local stabilizing controller described by
the LTI system C(s).

In this context, the local control loop is designed to track the predecessor vehicle
and keep the inter-vehicle distance as close as possible to a predefined reference signal
denoted by ri(t). In order to reduce the risk of collisions, it is prudent to set a larger
distance reference when the vehicle is operating at high speeds. Conversely, for low-speed
navigation, it is advisable to maintain a smaller reference distance. This approach aims for
both safety and efficient operation. Hence, it is common to set ri(t) as

ri(t) = εi + hvi(t) (4)

where vi(t) is the velocity of the vehicle i, εi ≥ 0 is a constant that defines the minimum
desired distance, and h > 0 is the time headway constant, which is a design parameter.
This spacing policy has been widely studied, and it is known as the constant time headway
spacing policy (see, e.g., [6,40]).

2.3. Controller Design for String Stability

Since the goal is to follow a given reference, the tracking error is defined as

ei(t) = `i(t)− ri(t), (5)

and given the previous setup, we can use Laplace domain analysis and the fact that
Yi(s) = G(s)Ui(s), Ui(s) = C(s)Ei(s), and Vi(s) = sYi(s) to conclude that

Yi(s) = G(s)C(s)(Yi−1(s)−Yi(s)− Li(s)− εi(s)− hVi(s))

= G(s)C(s)(Yi−1(s)− Li(s)− εi(s)− (1 + hs)Yi(s)),
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which implies then that

Yi(s) = T(s)(Yi−1(s)− Li(s)− εi(s)), (6)

where T(s) is the transfer function

T(s) =
G(s)C(s)

1 + G(s)H(s)C(s)
, (7)

with H(s) = 1 + hs. This shows that the local control in each vehicle can be written
equivalently as the feedback loop depicted in Figure 2, where T(s) corresponds to the
closed-loop transfer function.

Figure 2. Feedback control loop for the position yi in each vehicle. The time headway spacing policy
is included in H.

As a primary goal, each local controller must be designed to stabilize the feedback loop
and achieve zero tracking error in a steady state. In the platooning problem context, the
position yi−1(t) becomes a ramp signal in steady state; hence, to perform the tracking task
with zero stationary error, it is required that C(s)G(s) has at least double integration [41].

Aside from the primary objective of tracking the predecessor, it is crucial to design the
controller in such a way that it achieves the property of string stability. This property is related
to the amplification of the effect of a disturbance on an individual vehicle as it propagates
through the chain of vehicles. We use the following definition for string stability [42]:

Definition 1. Let Fn(s) be a sequence of stable transfer functions. The sequence is said to be
string-stable if there exists c ∈ R, independent of n ∈ N, such that ||Fn(s)||∞ ≤ c for all n. The
sequence will be called string-unstable otherwise.

Numerous research efforts have been devoted to comprehending and enhancing control
designs aimed at ensuring string stability. These efforts encompass various aspects, including
communication topologies, vehicle models, information flow, and other relevant assumptions.

In order to contextualize platooning and the scalability of a multi-vehicle configuration
in both continuous and discrete-time frameworks, with respect to the previous definition,
we can recall the following lemmas [9,43].

Lemma 1. Let T(s) be a real rational scalar function of the complex variable s. Suppose that
T(0) = 1 and also that T is stable (analytic in the closed right half complex plane). Then,∫ ∞

0
ln |T(jω)|dω

ω2 ≥
π

2
T′(0). (8)
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Lemma 2. Let T̄(z) be a real rational scalar function of z ∈ C. Suppose that T̄(1) = 1 and also
that T̄(z) is stable (analytic in the closed unit disk). Then,∫ π

0
ln
∣∣∣T̄(ejθ)

∣∣∣ dθ

1− cos(θ)
≥ πT̄′(1). (9)

The previous lemmas establish that any stable complementary sensitivity function
relating to standard control loops must attain a magnitude greater than 1 for some frequency
(either x = jω or x = ejθ) whenever there is double integration in the open loop. Indeed, in
continuous time, double integration in the product G(s)C(s) implies that T(0) = 1, and,
in discrete time, double integration in the product Ḡ(z)C̄(z) implies that T̄(1) = 1. As
mentioned above, double integration is needed for tracking constant speeds and inter-
vehicle distances in the formation control of platooning systems. Now, it is possible to
show in both cases that T′(0) = T̄′(1) = 0, which then implies that |T(jω)| and |T̄(ejθ)|
must be greater than 1 for some frequency. Given this observation, it is clear that the
absence of measures to prevent the effect of the double integration in the local closed loops
will imply string instability of the multi-agent system according to Definition 1 since the
cascading effect of disturbances at a particular vehicle will affect the vehicle k positions
behind it through a multiple of Tk [9]. Hence, given the problem setup in this paper, string
stability is achieved in continuous time if and only if ||T(s)||∞ ≤ 1 and ||T̄(z)||∞ ≤ 1 for a
discrete-time setting (see, e.g., [6,20,23]).

2.4. Problem of Interest

While the topic of platooning string stabilization has been extensively investigated
in continuous-time scenarios, the exploration and understanding of its implementation in
discrete time remain relatively limited. The effect of implementing platooning controllers
in discrete time on the property of string stability is still not well-understood.

Indeed, one notable challenge in discrete-time implementation arises from the practical
limitation imposed on the choice of the sample time, a critical parameter in discrete-time
implementations. However, the influence of this parameter on string stability has not been
thoroughly examined. The effect of the sample time choice may be further compounded
by the practical inability to instantaneously measure velocity and acceleration, which are
commonly assumed to be available to controllers in many continuous-time designs [6].
These assumptions, however, are not always feasible in practice.

With the aim of reducing this gap, in this paper, we examine the impact that the choice
of the sample time, inherent in the discrete-time implementation, can have on the crucial
property of string stability. In order to do so, we first design a string-stable controller within
a continuous-time framework. Then, we obtain a discrete-time representation of such a
design to implement in practice. Finally, we implement the case study on the scale-down
experimental platform PL-TOON [39] and verify whether the string stability property is
preserved or not for different sampling times.

3. Materials and Methods
3.1. PL-TOON Experimental Platform

We use the PL-TOON platform [39] for the experimental implementation, with 5
homogeneous agents. The agents on the platform are mounted on rails, which simplifies
the control problem to one dimension, eliminating the need to deal with lateral control
issues. By reducing the system to a one-dimensional setting, the focus can be placed
primarily on assessing the string stability of the platoon without the influence introduced
by lateral control challenges.

Regarding the capabilities of the agents, each agent on the platform is equipped with
a DC motor and two sensors. The first sensor is a frontal time-of-flight sensor, specifically
the VL53L0X, which measures the distance to the preceding vehicle. The second sensor
is an optical sensor called ANDS3080, which is used for independent velocity estimation.
The primary microcontroller unit used for each vehicle is the ESP32, which offers wireless
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capabilities for broadcasting data to other agents. The experimental platform is illustrated
in Figure 3. In our previous work [39], a complete description of the PL-TOON platform
can be found.

Figure 3. Three agents of the PL-TOON experimental platform.

In platooning studies, it is common to model the vehicle dynamics G(s) as simple
integrator [9,20], or as a second-order system with integration [24,34]. For the experimental
platform, each agent’s movement is governed by the DC motor dynamics. A common
model for these motors is given by

v̇i(t) + αvi(t) = βui(t), (10)

where vi(t) represents the velocity of the agent i, v̇i(t) denotes its acceleration, and ui(t) is
the motor input, which is given by the local controller. α and β are constant parameters that
depend on the agent mass and friction coefficient. From (10), we obtain the transfer function

Vi(s)
Ui(s)

=
β

s + α
, (11)

where Vi(s) and Ui(s) correspond to the Laplace transform of the velocity and input,
respectively. Furthermore, due to Laplace properties, we have Vi(s) = sYi(s), where Yi(s)
is the position of the agent in the Laplace domain. Hence, it is reasonable to describe the
following model for the position

G(s) =
Yi(s)
Ui(s)

=
β

s(s + α)
. (12)

We perform standard system identification techniques for the first-order model in (11).
Specifically, the convergence rate of the system is easily deduced from the step response of
the system, as well as the DC gain [44]. From this, we experimentally obtain the values of
α = 4.9 and β = 1.1. It is worth noting that, while all agents on the platform have the same
design and share the same components, there may be slight variations in these parameters
for each individual agent.

It is important to note that, in our setup, the transfer function between two consecutive
inter-vehicle distances is equivalent to the transfer function between two consecutive vehicle
positions. This means that we can describe the platoon using either the absolute positions
yi or the inter-vehicle distances `i, and the closed-loop transfer function T, as well as the
criterion for string stability, remains the same. This is particularly relevant for the real
implementation as the PL-TOON experimental platform does not have the capability to
directly measure the absolute position yi of each agent, but it can measure `i. Nevertheless, it
is worth mentioning that the absolute position yi of each agent can be inferred by considering
the initial positions, the sampled distance measurement between vehicles, and the length of
each agent L, which is the same for all agents and given by L = 23.9.

3.2. Continuous-Time Controller Design

We use a proportional-integrative (PI) controller for each agent, which is one of the
most common types of controllers in practice, and is able to achieve string stability for our
platooning setup. This type of controller incorporates integration, which, combined with
the integrator of the plant G(s), enables tracking of ramp references. The continuous-time
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PI controller is designed to ensure internal stability for T, zero stationary error, and also
string stability. This last criterion requires ||T(s)||∞ ≤ 1.

Given the system model, we set h = 0.62 as a desired constant time headway policy
and design the PI controller C(s) as

C(s) = Kp +
Ki
s

, (13)

with Kp = 20 and Ki = 20. This yields

T(s) =
22s + 22

s3 + 18.54s2 + 35.64s + 22
,

and is such that ||T(s)||∞ = 1. This continuous-time design is verified in Matlab 2023a
considering N = 15 vehicles, obtaining the tracking errors reported in Figure 4. It is clear
that the platoon is string-stable since the error magnitude is reduced as i increases, as
expected.

−5

Figure 4. Tracking errors for the string-stable continuous-time platoon of size 15. The first agent is
represented by darker blue, while the last agent corresponds to the dark red curve.

3.3. Discrete-Time Implementation

Although the vehicle dynamics are described in continuous time, and the design
of both the spacing policy and the controller is typically completed in continuous time
as well, the actual implementation requires both the controller and the spacing policy
to be implemented in discrete time. This means that, in practice, the control loop is a
sampled-data control system.

The sampled-data control system is obtained using a standard zero-order hold ap-
proach, with sampling time ∆. The zero-order hold discrete time equivalent of G(s) can be
computed as [14]

Ḡ(z) = (1− z−1)Z
{
L−1

(
G(s)

s

)∣∣∣∣
t=k∆

}
. (14)

The control algorithm implementation in each agent was carried out using a PID
control library developed for the Arduino IDE, whose coding environment is compatible
with ESP32. This library approximates the continuous-time designed controller using a
digital controller, namely C̄(z), based on the forward Euler discretization. That is

C̄(z) = Kp +
Ki∆

(z− 1)
= K̄p +

K̄i
(z− 1)

, (15)

with K̄i = Ki∆, and where z is the variable in the Z-transform domain.
On the other hand, the velocity is measured considering the current and past positions as

v̄i(k) =
ȳi(k)− ȳi(k− 1)

∆
(16)

where k ∈ Z refers to the discrete-time index. Hence, the reference in discrete time is given by

r̄i(k) = εi + hv̄i(k) (17)
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Note that, given v̄i(k), the equivalent discrete-time version of H(s) is given by

H̄(z) = 1 + h
(1− z−1)

∆
=

(1 + h̄)z− h̄
z

, (18)

which is a backward Euler approximation of H(s).
In Figure 5, the equivalent sampled control scheme is depicted. To convert the controller

output into a continuous-time signal for the plant, the zero-order hold method is employed.
This method, part of the digital/analog block, is widely utilized in practice. The measurements
are consistently sampled at a constant rate denoted by ∆ in the analog/digital device. Then,
the equivalent sampled-data closed-loop transfer function is given by

T̄(z) =
Ḡ(z)C̄(z)

1 + Ḡ(z)H̄(z)C̄(z)
.

Figure 5. Feedback control loop implementation in discrete time. Both the controller C̄ and the time
headway block H̄ are implemented digitally, whereas the input and output of G(s) are converted
to the appropriate time domain using a digital-to-analog converter (D/A) and an analog-to-digital
converter (A/D), respectively.

Some insight into the role of the sample time on string stability can be obtained
from T̄(z). Indeed, from (12), we have that G(s)/s expanded through partial fraction
decomposition is

G(s)
s

= − β

α2
1
s
+

β

α

1
s2 +

β

α2
1

(s + α)
, (19)

which yields

L−1
(

G(s)
s

)∣∣∣∣
t=k∆

= − β

α2 µ(k∆) +
β

α
(k∆)µ(k∆) +

β

α2 e−αk∆µ(k∆). (20)

Consequently, from (14), we obtain that

Ḡ(z) =(1− z−1)

(
−β

α2
z

z− 1
+

β

α

∆z
(z− 1)2 +

β

α2
z

z− e−α∆

)
(21)

=β
(e−α∆ + α∆− 1)z + 1− αe−α∆∆− e−α∆

α2(z− 1)(z− e−α∆).
(22)

Although the combined effect that the three transfer functions C̄(z), Ḡ(z), and H̄(z)
have on the closed-loop dynamics may be hard to assess by inspection, we can explore the
effect of the sample time and the time headway constant on the locations of the poles of T̄(z).
Figure 6 shows the locations of the closed-loop poles of the sampled-time closed loop for 4
values of ∆ and h varying from 0 to 1 with G(s) = 1.5/(s(s + 5.3)) and C(s) = 20 + 20/s.
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We can see that, as ∆ and h increase, the closed loop may become internally unstable.
Interestingly, it may be argued that the most impactful of the three parameters is H̄(z) as its
frequency response, in (18), varies considerably as h and ∆ change, as opposed to those of
C̄(z) and Ḡ(z), in (15) and (21), respectively, which remain less perturbed. We will explore
this further with the following derivations.

1

0.5

0

−0.5

−1

1

0.5

0

−0.5

−1

1

0.5

0

−0.5

−1

1

0.5

0

−0.5

−1

−1 0 1 −1 0 1

−1 0 1 −1 0 1

Figure 6. Pole locations of the closed-loop sampled-time transfer function T̄(z) for varying h with 4
values of the sample time ∆. (Top left) ∆ = 0.05 (s); (top right) ∆ = 0.1 (s); (bottom left) ∆ = 0.15 (s);
(bottom right) ∆ = 0.2 (s).

To shed light on the possibility of the configuration being string-stable for some
sampling time ∆, we will focus our attention on computing T̄′(1) when we have H̄(z) in
the feedback loop, as in Figure 5. Its value is due to the implications that ∆ may have
on T given Lemma 2, which also depends on T̄′(1). Indeed Lemma 2 provides a Bode-
type integral restriction to a closed loop that satisfies T̄(1) = 1, which is a well-known
fundamental limit in control theory (see, e.g., [43]). In our setup, the local closed loops at
each vehicle must satisfy T̄(1) = 1 to achieve predecessor tracking (zero tracking error
to constant references in steady state), which is the first goal of platooning. Hence, this
integral provides valuable information regarding the potential for

∣∣T̄(ejθ)
∣∣ to exceed 1 for

certain values of θ, which implies string instability. The following proposition establishes a
relationship between T̄′(1) and the sampling time, offering insights into the influence of
the sampling time on the string stability given Lemma 2.
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Proposition 1. Let T̄(z) be the transfer function of the discrete-time loop in Figure 5, and then
T̄′(1) = −h/∆.

Proof. Noting that

d
dz

(T̄) =
(

Ḡ(z)C̄(z)
1 + Ḡ(z)H̄(z)C̄(z)

)′
=

(
1

H̄(z)
Ḡ(z)H̄(z)C̄(z)

1 + Ḡ(z)H̄(z)C̄(z)

)′
(23)

we can now compute

d
dz

(T̄)
∣∣∣∣
z=1

= lim
z→1
− H̄′(z)

H̄(z)2 F̄(z) +
1

H̄(z)
F̄′(z), (24)

where

F̄(z) =
Ḡ(z)H̄(z)C̄(z)

1 + Ḡ(z)H̄(z)C̄(z)
. (25)

As mentioned after Lemmas 1 and 2, Ḡ(z)H̄(z)C̄(z) has, at most, two poles at z = 1, in
particular Ḡ(z)H̄(z)C̄(z) = Θ̄(z)/(z− 1)2 with Θ̄(1) 6= 0 and finite. We can now compute

lim
z→1

F̄(z) = lim
z→1

Θ̄(z)
(z− 1)2 + Θ̄(z)

= 1, (26)

and it is possible to write

F̄(z) = 1− S̄(z) = 1− 1
1 + Ḡ(z)H̄(z)C̄(z)

, (27)

which implies that S̄(z) has two zeros at z = 1, and, hence, F̄′(1) = 0. Therefore, as
H̄(1) = 1, we obtain

T̄′(1) = −H̄′(1) = − h
∆

. (28)

Given Lemma 2, the previous result establishes that the closed-loop transfer function
that must be analyzed to verify the string stability of a cascade interconnection of vehicles
satisfies the Bode-type integral condition∫ π

0
ln
∣∣∣T̄(ejθ)

∣∣∣ dθ

1− cos(θ)
≥ −πh

∆
. (29)

We can conclude that the effect of increasing the sampling time ∆ has a potentially
detrimental effect on the string stability property of the interconnected sampled system.
As ∆ grows, the right side of (29) approaches 0, which in turn makes it more likely that
|T̄(ejθ)| > 1 for some value of θ. In particular, note that 1− cos(θ) is positive in (0, π),
which then implies that, although the integral is greater than a negative value that is small
in magnitude, ln |T̄(ejθ)| may be positive in a sub-interval of (0, π). On the other hand,
increasing h should have a positive effect on achieving string stability, which is well-known
in the continuous-time case [40] but seems to remain true for the sampled data case. As
discussed before, increasing both the sampling time and the time headway constant has a
negative effect on the internal stability of the closed loop, so care must be taken in order to
design these parameters. Note that we cannot conclude string stability from the condition
in (29) as the bound for the Bode integral being negative does not prevent T̄(z) from having
an infinity norm greater than 1. However, the result does suggest that having h > 0 and
∆ << 1 such that h/∆ is large should contribute positively towards achieving string stability.

Figure 7 shows different Bode plots as the value of h varies from 0 to 1 for fixed values
of C(s), G(s), which have been transformed accordingly for ∆ ∈ {0.05, 0.1, 0.15, 0.2}. It is
possible to see that, for ∆ = 0.05 (s), there exists a minimum value of hm for which any
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h > hm achieves |T̄(ejθ)| ≤ 1 for θ ∈ (0, 2π). For ∆ = 0.1 (s), we see that there is a range
of values of h that achieve string stability, but, as h grows, ||T̄(z)||∞ > 1. For h = 1, we
again have ||T̄(z)||∞ = 1. Similar behaviors occur for larger ∆, with certain resonance
phenomena arising around the higher values of the frequency range. This behavior will
become evident in some of the experimental results (Figure 8).
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Figure 7. Magnitude plots for the transfer function T̄(z) for varying h with 4 values of the sample
time ∆. (Top left) ∆ = 0.05 (s); (top right) ∆ = 0.1 (s); (bottom left) ∆ = 0.15 (s); (bottom right)
∆ = 0.2 (s).

Figure 8. Setup of the experiment to perform showing 3 PL-TOON agents. The platoon starts in formation
with the desired distance εi between vehicles and then the setpoint ε1 changes its value periodically,
which provokes a tracking error in the first vehicle that then propagates to the rest of the platoon.

4. Simulation and Experimental Results

In this section, we report the results obtained via simulations, which will then be
corroborated by using the PL-TOON platform.

4.1. Experiment Description

The experiment to evaluate the string stability of the platoon consists of five agents
in formation, with the first agent of the platoon facing a wall. At the start, all agents are
set to be at rest and in the desired formation. To introduce a disturbance, the distance
setpoint of the first car, denoted as ε1, is varied every 30 s. The remaining values for εi are
held constant at 20 cm. As a result, the first agent accelerates to achieve the new desired
position, yielding a transient tracking error. This transient error subsequently propagates
to the following vehicles in the platoon. Figure 3 provides a visual representation of the
platoon configuration for this experimental setup.

In order to observe the effect of the sample time ∆ in the string-stable behavior of the
vehicles, we perform the experiment and collect data multiple times for different sample
time values. The minimum sampling rate of the distance sensor is 20 ms, and, hence, we
cannot go below this sample time value since a new measurement will not be available.
On the other hand, we set 0.20 s as the upper limit for the sample time since it is sufficient
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to observe the effect on string stability without compromising internal stability. Thus,
we repeat the experiment for sample time values within 0.02 and 0.20 s. Except for the
sampling time, all other parameters involved in the control loop and its implementation
remain invariant.

It is worth mentioning that conducting experiments with a larger number of agents,
such as 10, 20, or more, could provide even clearer evidence of string stability/instability.
However, practical challenges arise when attempting to perform experiments with such
a significant number of agents due to technical and financial constraints. This situation
further emphasizes the limitations faced when trying to analyze string stability in real-
world scenarios.

4.2. Simulation Results

For the simulation results, we calculate the discrete-time closed-loop transfer function
considering three different sampling times, ∆ = 0.02, ∆ = 0.125, and ∆ = 0.17.

In the case of ∆ = 0.02, we have

T̄(z) = 0.001
4.26z3 − 0.0517z2 − 4.04z

z4 − 2.77z3 + 2.68z2 − 1.034z + 0.1253
,

yielding ||T̄(z)||∞ = 1. Hence, the platoon remains string-stable for this sample time. This
is observed in Figure 9, where the behavior of a platoon of five vehicles is simulated.

For ∆ = 0.125, we have

T̄(z) = 0.1
1.416z3 − 0.08382z2 − 1.01z

z4 − 1.698z3 + 1.332z2 − 1.103z + 0.5012
,

which also leads to a string-stable platoon since ||T̄(z)||∞ = 1. This is depicted in Figure 10;
however, it can also be observed that the performance of the platoon is deteriorated,
compared to the case with ∆ = 0.02, due to the ripple and higher amplitudes exhibited by
the tracking errors.

0 5 10 15 20 25 30
−10

0

10

20

Figure 9. Simulation results for the tracking error for the vehicle platoon with a sampling time
∆ = 0.02 s.
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0
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20

Figure 10. Simulation results for the tracking error for the vehicle platoon with a sampling time
∆ = 0.125 s.
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Finally, for ∆ = 0.170, we have

T̄(z) = 0.1
2.453z3 − 0.1751z2 − 1.545z

z4 − 1.295z3 + 0.8934z2 − 1.089z + 0.5634
.

For this case, we have ||T̄(z)||∞ = 1.0388, and, hence, the platoon becomes string-unstable.
The platoon behavior is shown in Figure 11, where it is clear that the errors are increasing
along the string of vehicles. We can observe in this example that string stability is lost due to
the inappropriate sampling time choice. Note that the amplitudes of the errors also increase
considerably for this case, reaching values near 50. The oscillatory behavior of each error is
also undesired, and it is also a consequence of the sampling time choice. Nevertheless, each
vehicle in the platoon reaches its references and the tracking errors converge to zero given
that the loss of string stability does not imply the loss of internal stability.

0 5 10 15 20 25 30

−50

0

50

Figure 11. Simulation results for the tracking error for the vehicle platoon with a sampling time
∆ = 0.17 s.

4.3. Experimental Results

It is important to mention that the simulation results and the experimental results
were not the same for the same design parameters. This could be due to differences in the
actual dynamics of the cars compared to the proposed simplified model. Additionally, there
may be non-linear phenomena that were not modeled and could influence the discrepancy
between the experimental and simulated results. However, the design parameters were
slightly adjusted to clearly observe the same qualitative behavior that demonstrates the
effect of the sampling time. Thus, the controller maintains the same parameters as in
the simulation, but the experimental value for the parameter h is h = 0.3 instead of 0.6.
Furthermore, instead of using ∆ = 0.125 (s), an experimental value of ∆ = 0.120 (s) is used,
and, instead of using ∆ = 0.17 (s), ∆ = 0.18 (s) is used experimentally. We also consider
additional values of ∆ in the experimental setup. In Figure 12, the tracking errors ēi are shown
for different values of ∆. The effect of the sampling time in the platoon behavior can be observed
as well, where the amplitude of the errors starts to increase along with ∆. The behavior of the
transient is also affected by the sample time, where, for larger values of ∆, the response of the
vehicles is much more oscillatory and faster than for smaller values of ∆. Next, we will focus on
three ∆ values similar to those used for the simulation results and analyze the corresponding
graphs in more detail.

0 10 20 30 40 50 60 70 80 90

0

10

20

Figure 12. Tracking error for the experimental vehicle platoon with different sample times ∆ in the
range 0.02–0.20 s.
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We begin by using a sampling time of ∆ = 0.02 (s). The results for the tracking errors
are shown in Figure 13, where it can be inferred, by visual inspection, that the platoon
exhibits string-stable behavior since the errors are not being amplified as it propagates along
the vehicles. Therefore, we can conclude that the string stability property of the platoon,
designed in a continuous-time framework, is preserved in the discrete-time implementation
for this particular sampling time.

0 2 4 6 8 10 12 14 16 18
−10

0

10

20

Figure 13. Tracking error for the experimental vehicle platoon with a sampling time ∆ = 0.02 (s).

Then, we increase the sampling time to ∆ = 0.12 (s), and the corresponding results
are depicted in Figure 14. In this scenario, it is evident that the error amplitudes are higher
compared to the previous case with ∆ = 0.02 (s). Additionally, there is a notorious presence
of oscillations in the tracking errors. Nonetheless, it is not evident in this case whether the
platoon is string-stable or not. At first glance, it appears that the error is not being amplified
at each agent. However, due to the small size of the platoon, it is not possible to confidently
determine this solely through visual inspection. It is plausible that, with the addition of
more agents to the platoon, the tracking error might exhibit clear string-unstable behavior
for this particular sample time.

0 2 4 6 8 10 12 14 16 18
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20

Figure 14. Tracking error for the experimental vehicle platoon with a sampling time ∆ = 0.12 (s).

Lastly, we conduct the experiment using a sampling time of ∆ = 0.18 (s). The results
of the platoon tracking error under this sample time are illustrated in Figure 15. We observe
here a greater amplification in the error signals and a higher prevalence of oscillations. In
this scenario, the presence of string instability can be stated with more confidence as the
error amplifies in the agents while propagating through the platoon. This can be observed
by comparing the magnitudes of the errors when they are negative, wherein the magnitudes
are higher than those of their preceding agents.
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0

10

20

Figure 15. Tracking error for the experimental vehicle platoon with a sampling time ∆ = 0.18 (s).
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In Table 1, we present the integral of the squared error for our experimental results.
We can clearly observe that the first agent is the most affected by the disturbance in all
cases, which is reasonable for small platoons. When ∆ = 0.02, we can see that the error
tends to decrease, reaching values more than three times lower than the error of the first
car. We can infer with some confidence that this is stable string behavior. However, for
∆ = 0.12, we notice that, while the error of the second car is considerably lower than that
of the first car, the errors of the remaining cars do not exhibit a consistent trend of increase
or decrease. This lack of consistent behavior can be attributed to the unclear string stability
for this particular value of ∆. It is probably influenced by the fact that agents’ models are
not exactly the same and, hence, the small variations in the agent’s models could have
an impact ||T̄(z)||∞ in each case. Only by experimentally adding more vehicles could we
determine instability. In the last case (∆ = 0.18), as the error increases from the second car
to the last, it clearly indicates unstable string behavior.

Table 1. Comparison of the ISE index for the tracking error for different sample times.

∆ = 0.02 (s) ∆ = 0.12 (s) ∆ = 0.18 (s)

ē1 5.2655 4.9257 3.7994
ē2 2.1130 1.9896 1.9605
ē3 2.6374 2.2446 2.6644
ē4 1.8563 2.9717 2.9070
ē5 1.6580 2.6531 3.1332

Our simulation and experimental results suggest that there is a critical value for the
choice of ∆, below which string stability is achieved. It is important to mention that, in the
previous analysis, for all the reported choices of ∆, internal stability and zero steady-state
error are achieved. Thus, the analysis focuses solely on string stability. Certainly, a poor
choice of sampling time can also deteriorate the performance of the controller and even
cause internal instability, as illustrated in the previous section, but this is well-known
in the literature on sampled data feedback control and not a consequence of the string
stabilization analysis.

5. Conclusions and Future Work

Our study examined the dynamics of vehicle platoons operating in a predecessor-
following configuration using sampled-data control systems. The key objective was to
assess the impact of the sampling time on the string stability of the platoon. Starting with
the design of a string-stable platoon in continuous time, we then discretized the controller
and simulated the resulting sampled data control system. Finally, we implemented the
control strategy on a scaled-down experimental platform. Through simulation and real
experimentation, we analyzed the effects of varying sampling times on the platoon’s string
stability performance. Our findings indicate that an improper selection of the sampling
time could significantly undermine the platoon’s string stability. Our results also suggest
that there is a critical choice of the sample time below which string stability is guaranteed.
Thus, careful consideration of the sampling time is essential in ensuring the desired string
stability properties when implementing control systems for platooning applications. This
study provides valuable insights into the relationship between sampling time and the
stability of vehicle platoons.

Future research in this field entails conducting a more comprehensive theoretical
analysis to elucidate the impact of sampling on string stability and obtaining necessary and
sufficient conditions on the sampling time to preserve string stability. Studying the effect of
non-uniform sampling is also part of future work, as well as platoons of vehicles moving
beyond a one-dimensional setting.
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