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Abstract

:

In this paper, we define a new generator to propose continuous as well as discrete families (or classes) of distributions. This generator is used for the DAL model (acronym of the last names of the authors, Dimitrakopoulou, Adamidis, and Loukas). This newly proposed family may be called the new odd DAL (NODAL) G-class or alternate odd DAL G-class of distributions. We developed both a continuous as well as discrete version of this new odd DAL G-class. Some mathematical and statistical properties of these new G-classes are listed. The estimation of the parameters is discussed. Some structural properties of two special models of these classes are described. The introduced generators can be effectively applied to discuss and analyze the different forms of failure rates including decreasing, increasing, bathtub, and J-shaped, among others. Moreover, the two generators can be used to discuss asymmetric and symmetric data under different forms of kurtosis. A Monte Carlo simulation study is reported to assess the performance of the maximum likelihood estimators of these new models. Some real-life data sets (air conditioning, flood discharges, kidney cysts) are analyzed to show that these newly proposed models perform better as compared to well-established competitive models.
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1. Introduction


There is an increasing trend in modern distribution theory by which new flexible models are being tested in different fields through modifications, extended versions, and, most preferably, through generalized classes (G-classes). Suppose that   W [ G ( · ) ]   is a mathematical function that helps in developing G-classes. In modern distribution theory, this function is described as a generator (i.e., a function which generates a G-class after fulfilling the desired criterion). Let T be a random variable (rv); then, the generator is basically a function of a baseline (or parent) cumulative distribution function (cdf) or survival function (sf)    G ¯   ( t )  = 1 − G  ( t )   .   F ( t )   and   f ( t )   are the cdf and probability density function (pdf) of a new model or a G-class, and very few generators have been reported in the literature for developing new G-classes for an rv   T ∈ [ ( 0 , 1 ) , ( 0 , ∞ ) , ( − ∞ , ∞ ) ]  . In the literature the following probability classes/generators have been listed so far for any rv T:




	(i)

	
  G ( t )   for range   T ∈ ( 0 , 1 )  ;




	(ii)

	
  − log   G ¯   ( t )   ,   − log  G ( t )  ,   G  ( t )  /  G ¯   ( t )    (odds) and    [ − log   G ¯   ( t )  ]  /  G ¯   ( t )    for range   T ∈ ( 0 , ∞ )  ;




	(iii)

	
  log [ − log   G ¯   ( t )  ]   and   log { G  ( t )  /  G ¯   ( t )  }   (log-odds) for range   T ∈ ( − ∞ , ∞ ) ]  .









The main objective of this article is to present a new G-class of distributions through some odds ratio (or function).



For a lifetime rv T, let   G  ( t )  /  G ¯   ( t )    be the basic odds function criterion, which naturally turns into ratio   λ ( t ) / h ( t )   (reversed hazard rate function divided by the hazard rate function), as a useful measure for lifetime assessment of component(s) (or human organ(s)). Moreover, the probabilities of a uni-variate continuous rv spread over the range of the cdf and sf, that is,   G  ( t )  +  G ¯   ( t )  =  ∫  − ∞  ∞   g  ( t )   d t = 1  . So, the ratio between these two alternatives (  G ( t )   and    G ¯   ( t )   ) is very useful in investigating changes occurring within a model or a phenomenon. Furthermore, these two alternatives are also the key elements for the order statistics, entropies, and records (upper and lower) density functions. The other odds function measures can be chosen as the ratio of the identities in upper and lower records    [ − log   G ¯   ( t )  ]  /  [ − log  G  ( t )  ]    (cumulative hazard rate function divided by the cumulative reversed hazard function), for instance:




	(i)

	
Ratio of Lehmann alternatives   (  G α   ( t )  /  [ 1 −   G ¯  α   ( t )  ]  )  , where   α > 0   is the power parameter (see Gupta et al. [1]);




	(ii)

	
Log odds function   ( log  G  ( t )  /  G ¯   ( t )   )   (see Al-Aqtash et al. [2]);




	(iii)

	
Logit function   [ log ( t / ( 1 − t ) ]   (see Torabi and Montazeri [3] and Zubair et al. [4]).









Based on the difference of the two log-odds functions, a well-established tool in survival analysis is the proportional odds model, say   log  G  ( t )  /  G ¯   ( t )   =  h 0   ( t )  +  z  i  ′  β  , where    h 0   ( t )  = log   G 0   ( t )  /   G 0  ¯   ( t )     is the baseline log odds function and    G 0   ( t )    is the probability of failure by time t for an individual with   z = 0  .



Furthermore, Cooray [5] pioneered the concept of the odd function while dealing with probability models, and then he established the odd Weibull model. Gleaton and Lynch [6], while modeling the “strength distribution of an inhomogeneous bundle of brittle elastic fibers under equal load sharing and for checking implementation of the maximum entropy principal (MEP)”, proposed the generalized log-logistic transformation, which led to the odd log-logistic G-class. These two pioneering works motivated researchers and practitioners to develop odds-based G-classes, and to investigate special models from them. Some G-classes based on odd ratio   G  ( t )  /  G ¯   ( t )   , presented in the statistical literature, are included in Table 1. For more details about G-class, see Alzaatreh et al. [7].




2. Background


Several authors have suggested modifications and enhancements to both the exponential and Weibull models in the recent past, with the aim of enhancing their empirical performance and increasing their flexibility. The most peculiar ones are the Lomax exponentiated Weibull model (Ansari and Nofal [34]), extended exponential (ExtE) or generalized exponential(GE) (see Gupta and Kundu [35]), and Nadarajah–Haghighi (NH) (see, Nadarajah and Haghighi [36]). The cdfs of the GE and NH models are


   F  G E    ( x )  =   1 − exp  − λ  x   α  ,  x > 0  



(1)




and


   F  N H    ( x )  = 1 − exp  1 −   1 + λ  x  α   ,  x > 0 ,  



(2)




respectively, where   λ > 0   is a scale parameter and   α > 0   is a power (or shape) parameter. Clearly, these two models reduce to the exponential model when   α = 1  .



Dimitrakopoulou, Adamidis, and Loukas [37] presented an extension of the Weibull model, in the so-called DAL. The cdf and its corresponding pdf of the DAL distribution can be formulated as


   F  D A L    ( x )  = 1 − exp  1 −   1 + λ   x β   α   ,  x > 0  



(3)




and


   f  D A L    ( x )  = λ α β    x  β − 1      1 + λ   x β    α − 1    exp  1 −   1 + λ   x β   α   ,  



(4)




where the scale parameter is denoted by   λ > 0  , while the shape (or power) parameters are indicated by   α > 0   and   β > 0  . For   α = 1  , the DAL model reduces to the Weibull, and for   α = β = 1  , the DAL distribution becomes the exponential model. Nowadays, the DAL model has also been reported as the power generalized Weibull (PGW) distribution (Nikulin and Haghighi [38,39]). However, there is some difference in parametrization of the DAL and PGW models, which is apparent from the cdf of the PGW model, as follows:


   F  P G W    ( x )  = 1 − exp  1 −   1 +   x / λ  β    1 / γ    ,  x > 0 ,  



(5)




where   λ > 0   is a scale parameter and   α > 0   and   β > 0   are shape (or power) parameters. Some generalizations/modifications of the DAL model were derived and discussed in the literature. See, for example, exponentiated-DAL (Peña-Ramírez et al. [40]), half-logistic-DAL (Anwar and Bibi [41]), DAL-Logarithmic (Tafakori et al. [42]), MO-DAL (Afify et al. [43]), and transmuted-DAL (Khan [44]).



In the literature, some odd-based G-classes have been discussed as extensions of the exponential or Weibull models, for instance, Bourguignon et al. [9], Tahir et al. [10], Nascimento et al. [28], El-Morshedy et al. [26], El-Morshedy and Eliwa [29], and Ahmad et al. [31] proposed the OW-G, odd generalized Weibull-G (OGW-G), OGE-G, ONH-G, OFW-H, OChen-G, and ODAL-G classes of distributions.



Recently, Hussain et al. [45] defined two new generators (i)    H 1   ( x )  = G  ( x )  exp  {  G ¯   ( x )  }    and (ii)    H 2   ( x )  =  G ¯   ( x )  exp  { G  ( x )  }    for bounded unit interval   ( 0 , 1 )   and then introduced two new Kumaraswamy G-classes of distributions from them. In this paper, we develop a new generator   W  [ G  ( x )  ]  =  [ 1 −  H 2   ( x )  ]  /  H 2   ( x )    for   T ∈ [ 0 , ∞ )  , which seems less complicated in comparison to earlier published generators, but it performs better when compared with other models.



On the other hand, from the last two decades, discretizing continuous probability models has received wider attention in distribution theory. The phenomenon of discretization occurs when measuring the lifespan of a product or device becomes impractical or impossible on a continuous scale. In such cases, it may be necessary to record lifetimes on a discrete scale rather than a continuous one. This has led to the study of several discrete distributions in the literature. See, for example, Roy [46], Krishna and Pundir [47], Gómez-Déniz [48], Jazi et al. [49], Gómez-Déniz and Calderín-Ojeda [50], Hussain and Ahmad [51], Hussain et al. [52], Para and Jan [53,54], El-Morshedy et al. [55], Eliwa at al. [56], Eliwa and El-Morshedy [57], Eliwa et al. [58], among others. Despite the existence of several discrete probability models in the literature, there is still space for deriving new discretized probability distributions that are appropriate for various areas. To address this, our paper presents a flexible generator of discrete distributions, known as the discrete new odd DAL-G (DNODAL-G) family, which can cater to various conditions. Our proposal for introducing new G-classes is as follows:




	
Generate probability models (ProM) with asymmetric “negatively-skewed, positively-skewed” or symmetric shapes;



	
Define special ProM with all kinds of risk/failure rate functions;



	
Propose ProM suitable for analyzing and discussing both over- and under-dispersed data;



	
Develop ProM for modeling/analyzing both lifetime and counting data sets;



	
Provide ProM that consistently produces a better fit than other ProM built using the same underlying model, in addition to other ProM known in the literature.








The article is organized as follows. A new odd G-class of distributions is introduced in Section 3. Some mathematical properties of a new G-class such as a linear representation for the density, moments, generating function, and estimation of the model parameters are addressed in Section 4. A new model (a special case of the newly proposed G-class for continuous rv) is studied in Section 5 along with a Monte Carlo simulation study. The new discrete odd G-class along with a sub-model is defined, and a Monte Carlo simulation study is investigated in Section 6. Empirical investigation of the proposed models is reported in Section 7 by means of real-life data sets. In Section 8, we conclude our paper with some remarks.




3. The New Odd DAL G-Class


Let T be an rv representing the lifetime of a stochastic system having a baseline   G ( x )   distribution. If the rv X represents the odd ratio, then the risk that a system will not be working at time x is given by    [ 1 −  H 2   ( x )  ]  /  H 2   ( x )   . Therefore, the randomness of X can be modelled by the cdf


  F  ( x ; λ , α , β , ξ )  = P r  X ≤ x  = Π    1 −  H 2   ( x ; ξ )     H 2   ( x ; ξ )     ,  



(6)




where  Π  is the cdf of T,    H 2   ( x ; ξ )  =  G ¯   ( x ; ξ )  exp  { G  ( x ; ξ )  }    and then   W  [ G  ( x ; ξ )  ]  =  [ 1 −  H 2   ( x ; ξ )  ]  /  H 2   ( x ; ξ )   . The cdf of the odd DAL-G (NODALG) class is defined as


     F ( x ; λ , α , β , ξ )    =     ∫  0    [ 1 −  H 2   ( x )  ]  /  H 2   ( x )    λ α β    t  β − 1      ( 1 + λ   t β  )   α − 1    exp  { 1 −   ( 1 + λ   t β  )  α  }   d t       =    1 − exp  1 −   1 + λ      1 −  G ¯   ( x ; ξ )  exp  { G  ( x ; ξ )  }     G ¯   ( x ; ξ )  exp  { G  ( x ; ξ )  }     β   α   ,   x > 0 ,     



(7)




where   λ > 0   is a scale parameter,   α > 0   and   β > 0   are shape parameters, and  ξ  is the vector of the baseline parameters. The pdf corresponding to Equation (7) can be expressed as


     f ( x ; λ , α , β , ξ )    =    α β λ  g  ( x ; ξ )   G ( x ; ξ )  exp  { G  ( x , ξ )  }    1 −  G ¯   ( x ; ξ )  exp  { G  ( x ; ξ )  }    β − 1           ×    G ¯   ( x ; ξ )  exp  { G  ( x ; ξ )  }    − β − 1     1 + λ      1 −  G ¯   ( x ; ξ )  exp  { G  ( x ; ξ )  }     G ¯   ( x ; ξ )  exp  { G  ( x ; ξ )  }      β    α − 1           × exp  1 −   1 + λ      1 −  G ¯   ( x ; ξ )  exp  { G  ( x ; ξ )  }     G ¯   ( x ; ξ )  exp  { G  ( x ; ξ )  }      β   α   .     



(8)




Henceforth, the rv X with density (7) is denoted by   X ∼  N O D A L G  ( λ , α , β )  . The hazard rate function (hrf)   h ( x )   of X has the form


     h ( x )    =    α β λ  g  ( x ; ξ )   G ( x ; ξ )  exp  { G  ( x , ξ )  }    1 −  G ¯   ( x ; ξ )  exp  { G  ( x ; ξ )  }    β − 1           ×    G ¯   ( x ; ξ )  exp  { G  ( x ; ξ )  }    − β − 1     1 + λ      1 −  G ¯   ( x ; ξ )  exp  { G  ( x ; ξ )  }     G ¯   ( x ; ξ )  exp  { G  ( x ; ξ )  }      β    α − 1   .     











Here, we let   G ( x ; ξ ) = G ( x )  ,    G ¯   ( x ; ξ )  =  G ¯   ( x )    and   g ( x ; ξ ) = g ( x )   to omit the dependence of the parameters.



Proposition. 

Following [37], if   X ∼  N O D A L G  ( λ , α , β )  , then the subsets of our proposed G-class are




	(i)

	
If   Y = G ( x )  , then    F Y   ( y )  = 1 −   e   1 −   1 + λ     1 − ( 1 − y ) exp ( y )   ( 1 − y ) exp ( y )    β   α     ,  for    0 < y < 1  ;




	(ii)

	
If   Y = log    G ( x )   1 − G ( x )     , then   X ∼  O D A L  ( λ , α , β )  ;




	(iii)

	
If   Y = log     G ( x )   1 − G ( x )    β   , then   X ∼  O N H  ( λ , α )  ;




	(iv)

	
If   Y =   1 −  G ¯   ( x )  exp  [ G  ( x )  ]     G ¯   ( x )  exp  [ G  ( x )  ]     , then   X ∼  D A L  ( λ , α , β )  ;




	(v)

	
If   Y =     1 −  G ¯   ( x )  exp  [ G  ( x )  ]     G ¯   ( x )  exp  [ G  ( x )  ]     β   , then   X ∼  N H  ( λ , α )  ;




	(vi)

	
If   Y =   1 +    1 −  G ¯   ( x )  exp  [ G  ( x )  ]     G ¯   ( x )  exp  [ G  ( x )  ]      α  − 1  , then   X ∼  W e i  ( λ , β )  ;




	(vii)

	
If   Y =   1 +     1 −  G ¯   ( x )  exp  [ G  ( x )  ]     G ¯   ( x )  exp  [ G  ( x )  ]     β   α  − 1  , then   X ∼  E x p  ( λ )  ;




	(viii)

	
If   Y = log  1 +     1 −  G ¯   ( x )  exp  [ G  ( x )  ]     G ¯   ( x )  exp  [ G  ( x )  ]     β    , then   X ∼  Modified   Extreme   Value  ( α )  ;




	(ix)

	
If   Y =   log  1 +     1 −  G ¯   ( x )  exp  [ G  ( x )  ]     G ¯   ( x )  exp  [ G  ( x )  ]     β     1 / β    , then   X ∼  Power   exponential  ( α )  ;









where Y is a random variable that can take different forms of probability generators.






4. Properties of the NKw-G Family


A G-class or a model is known from some important characteristics which they exhibit mathematically or graphically. In this segment, some mathematical and statistical features of the NKw-G class are derived, which will be useful for the readers.



4.1. Quantile Function


The quantile function (qf) is a useful statistical measure that is helpful in obtaining some useful properties, including simulation study. The qf of the NODAL-G class can be expressed as


     Q ( u )    =     G  − 1    1 + W  −   e   − 1     1 +    1 λ     { 1 − log  ( 1 − u )  }   1 α   − 1    1 β     − 1     ,     








where the u follows a uniform distribution over an interval   ( 0 , 1 )  ,   G  − 1    is the inverse function of base line cdf, and the Lambert-W function is the inverse function of   F  ( w )  = w    e  w   . The power series expansion for   F ( z ) = P r o d u c t L o g [ z ]   using the software Mathematica 12 yields the principal solution for w in   F  ( w )  = w   e w  = z  


  W  ( z )  = z −  z 2  +   3  z 3   2  −   8  z 4   3  +   125  z 5   24  −   54  z 6   5  +   16,807  z 7   720  −   16,384  z 8   315  +   531,441  z 9   4480  −   156,250  z 10   567  ,  








where   P r o d u c t L o g [ z ]   is used as Lambert-W function in the software Mathematica.




4.2. Linear Representation


Here, a useful expansion for Equation (8) is derived. By utilizing the exponential power series in Equation (7), we can write


  F  ( x )  = 1 − e  ∑  i = 0  ∞     ( − 1 )  i   i !     1 + λ      1 −  G ¯   ( x ; ξ )  exp  [ G  ( x ; ξ )  ]     G ¯   ( x ; ξ )  exp  [ G  ( x ; ξ )  ]      β    α  i   .  



(9)







For a real non-integer, the generalized binomial expansion holds     ( 1 + z )  a  =  ∑  j = 0  ∞    a j     z j   , and then applying in Equation (9) gives


  F  ( x )  = e  ∑  i = 0  ∞   ∑  j = 1  ∞     λ j    ( − 1 )   i + 1     i !      α  i  j      G ¯   ( x ; ξ )  exp  { G  ( x ; ξ )  }    − β  j      1 −  G ¯   ( x ; ξ )  exp  { G  ( x ; ξ )  }     β  j   .  








Using the previous expansion and the exponential power series, we obtain after some algebra


  F  ( x )  =  ∑  p = 0  ∞   ∑  r = 0  ∞   V  p , r    G   ( x ; ξ )   p + r   ,  



(10)




where


   V  p , r   =  ∑  i , m = 0  ∞   ∑  j = 1  ∞    e  λ j    ( − 1 )   i + m + p + r + 1     i ! p !      α  i  j       β j  m       − β j + m  r   .  








By differentiating Equation (10), the G-class density follows as


  f  ( x )  =  ∑  p = 0  ∞   ∑  r = 0  ∞   V  p , r     ( p + r )   g  ( x ; ξ )   G   ( x ; ξ )   p + r − 1   .  



(11)




Equation (11) reveals that the NODAL-G family density is a linear combination of exponentiated-G (exp-G) densities. Then, some statistical properties of X can be obtained from Equation (11) and well-established properties of the exp-G distributions.




4.3. Moments


In this segment, the ordinary moment (om), lower incomplete moment (lincm), and moment generating function (mgf) are derived. Let   Y  p , r    be an rv having the exp-G family with power parameter   ( p + r )  . First, the sth om of X, say   E  (  X s  )  =  ∫  − ∞  ∞    x s   f  ( x )   d x  , can be expressed from Equation (11) as


  E  (  X s  )  =  ∑  p , r = 0  ∞    V  p , r    E  (  Y  p , r  s  )  =  ∑  p , r = 0  ∞   ( p + r )    V  p , r     τ  s , p + r   ,  



(12)




where    τ  s , p + r   =  ∫  − ∞  ∞   x s   G   ( x ; ξ )   p + r − 1    g  ( x ; ξ )   d x =  ∫  0  1   Q G    ( u ; ξ )  s    u  p + r   d u  , and    Q G   ( u ; ξ )    is qf of baseline G. The well-known relationships can be used to derive the central moments and cumulants of X from Equation (12). Second, the sth lincm of X, say    m s   ( y )  =  ∫  − ∞  y    x s   f  ( x )   d x  , is


      m s   ( y )  =  ∑  p , r = 0  ∞    V  p , r     ∫  − ∞  y    x s    h  p + r    ( x )   d x =  ∑  p , r = 0  ∞    ( p + r )    V  p , r     ∫  0   G ( y ; ξ ) )    Q G    ( u ; ξ )  s    u  p + r   d u .     



(13)




For most G distributions, it is possible to numerically evaluate the last two integrals in the equation. The first lincm,    m 1   ( y )   , is useful in constructing popular measures such as Bonferroni and Lorenz curves in various fields such as demography, economics, reliability, medicine, and insurance. In addition, it can also be applied to determine the sum of the deviations from the mean and median of X. Furthermore, the mgf    M X   ( t )  = E  (   e   t , X   )    of X can be derived from (11).


      M X   ( t )  =  ∑  p , r = 0  ∞    V  p , r     M  p , r    ( t )  =  ∑  p , r = 0  ∞    ( p + r )     V  p , r     ρ  p , r    ( t )  ,     



(14)




where    M  p , r    ( t )    is the mgf of   Y  p , r    and    ρ  p , r    ( t )  =  ∫  0  1  exp  [ t   Q G   ( u ; ξ )  ]    u  p + r   d u  . Therefore, we can derive the mgfs of several particular NODAL-G models directly from Equation (14) and exp-G generating functions.




4.4. Maximum Likelihood Estimation


Uncensored maximum likelihood estimation, in which all of the data are observed without any censoring, is a technique for estimating the parameters of a probability distribution based on a sample of data. This segment deals with the estimation of the unknown NODAL-G class parameters via the maximum likelihood (ML) approach. The ML estimation refers to a method of estimating unknown parameters by selecting values that maximize the likelihood of observing a given set of data. This technique is often used in various types of statistical modeling, such as regression and classification. It is a popular approach due to its simplicity and the fact that it is easy to implement. At its core, ML estimation is a mathematical approach for finding the probability distribution of a unknown variable based on a given sample of data. This is achieved by finding the maximum value of the likelihood function, which is based on the probability distribution of the given data. The likelihood function is computed by taking the product of the probability of the observations in the data set. Max likelihood estimation is used in many areas of study, including economics, biology, engineering, and computer science. As an example, in economics, it is used to make predictions about the probability of future events based on past observations. In biology, it is used to estimate gene frequencies and relationships between genes. For more details about the ML approach and its statistical properties, see Casella and Berger [59]. The log-likelihood function   ℓ ( Θ )   for the parameter vector   Θ =   ( λ , α , β , ξ )  ′    can be derived from n observations/notes    x 1  , … ,  x n   .


     ℓ n    =    n log α + n log β + n log λ +  ∑  i = 1  n  log g  (  x i  ; ξ )  +  ( β − 1 )   ∑  i = 1  n  log  1 −  G ¯   (  x i  ; ξ )  exp  { G  (  x i  ; ξ )  }           +  ∑  i = 1  n  log   G (  x i  ; ξ )  exp  { G  (  x i  , ξ )  }   +  ( α − 1 )   ∑  i = 1  n  log  1 + λ      1 −  G ¯   (  x i  ; ξ )  exp  { G  (  x i  ; ξ )  }     G ¯   (  x i  ; ξ )  exp  { G  (  x i  ; ξ )  }      β           −  ( β + 1 )   ∑  i = 1  n  log   G ¯   (  x i  ; ξ )  exp  { G  (  x i  ; ξ )  }   +  ∑  i = 1  n   1 −   1 + λ       1 −  G ¯   (  x i  ; ξ )  exp  { G  (  x i  ; ξ )  }     G ¯   (  x i  ; ξ )  exp  { G  (  x i  ; ξ )  }       β   α   .     








One way to find the maximum likelihood estimate (MLE)   Θ ^   of  Θ  is to maximize the likelihood function   ℓ ( Θ )  . There are several numerical optimization routines available in different programming languages such as R, SAS, and Ox that can be used to maximize   ℓ ( Θ )  . For instance, the optim function in R, the PROC NLMIXED in SAS, and the (sub-routine MaxBFGS) Ox can be used for this purpose.





5. The NODAL-Weibull Distribution


In this Section, we consider a special model of the NODAL-G class, the NODAL-Weibull (NODALW) distribution, by taking the Weibull as a baseline model. The cdf and pdf of Weibull distributions are   G  ( x )  = 1 −   e   − k   x c      and   g  ( x )  = c  k   x  c − 1      e   − k   x c     , respectively, where   k > 0   is a scale parameter and   c > 0   is a shape parameter. By setting   λ = 1  , the cdf of the NODALW distribution reduces to


  F  ( x )  = 1 − exp  1 −   1 +     1 −   e   − k  x c    exp  1 −   e   − k   x c         e   − k  x c    exp  1 −   e   − k  x c        β   α   .  



(15)







The pdf corresponding to Equation (15) is


     f ( x )    =    α β  c  k   x  c − 1     e   − k   x c     1 −   e   − k   x c    exp  1 −   e   − k   x c        1 −   e   − k   x c    exp  1 −   e   − k   x c       β − 1           ×     e   − k   x c    exp  1 −   e   − k   x c       − β − 1     1 +     1 −   e   − k   x c    exp  1 −   e   − k   x c         e   − k   x c    exp  1 −   e   − k   x c        β    α − 1           × exp  1 −   1 +     1 −   e   − k   x c    exp  1 −   e   − k  x c         e   − k   x c    exp  1 −   e   − k   x c        β   α   .     



(16)




Henceforth, let   X ∼  N O D A L W  ( α , β , k , c )   be the rv with density (16). The hrf of X is


     h ( x )    =    α β  c  k   x  c − 1     e   − k  x c     1 −   e   − k  x c    exp  1 −   e   − k  x c        1 −   e   − k  x c    exp  1 −   e   − k  x c       β − 1           ×     e   − k  x c    exp  1 −   e   − k  x c       − β − 1     1 +     1 −   e   − k  x c    exp  1 −   e   − k  x c         e   − k  x c    exp  1 −   e   − k  x c        β    α − 1   .     








The sketches of the density and failure rate of X are plotted in Figure 1 for some parameter values. Figure 1a displays the uni-modal (right-skewed and left-skewed) and reversed-J shapes of the density of X. Figure 1b exhibits the failure rate shapes of X such as increasing, decreasing, and bathtub.



5.1. Linear Representation of NODALW Model


The NODALW density follows from Equation (11) as


  f  ( x )  =  ∑  p = 0  ∞    ∑  r = 0  ∞   V  p , r    k   ( p + r )   c   x  c − 1     e   − k   x c       1 −   e   − k   x c      p + r − 1   .  



(17)




Using the generalized binomial expansion in Equation (17), we obtain


  f  ( x )  =  ∑  τ = 0  ∞   ω τ   k  ( τ + 1 )   c   x  c − 1      e   − k  ( τ + 1 )    x c    ,  



(18)




where    ω τ  =    ( − 1 )  τ   τ + 1      p + r − 1  τ     ∑  p , r = 0  ∞    ( p + r )    V  p , r    . Equation (18) reveals that the NODALW density has a linear representation in terms of Weibull densities. So, several of its structural properties can be obtained from the Weibull density. The qf of the NODALW distribution is


     Q ( u )    =      −  1 k  log  − W  −    e   − 1     1 +     1 − log ( 1 − u )   1 α   − 1   1 β     − 1        1 c   ,   0 < u < 1  .     



(19)








5.2. Properties of NODALW Model


Let   Z p   be an rv with Weibull density   π ( x ; p , c )  . Then, some quantities of X can follow from those of   Z p  . First, the sth om of X can be expressed as


   μ  s  ′   =  Γ    s c  + 1    ∑  τ = 0  ∞     ω τ    [ k  ( τ + 1 )  ]   s / c    ,  



(20)




where   Γ  ( a )  =  ∫  0  ∞   t  a − 1     e   − t   d t  . Using Equation (20), we can recursively calculate the cumulants (  κ s  ) of X. Specifically, the sth cumulant is determined by subtracting the sum of products of previous cumulants (  κ k  ) and raw moments (  μ  s − k  ′  ), where the products are taken over all k from 1 to   s − 1  , inclusive. The formula is expressed as


   κ s  =  μ ′  s − ∑   k = 1   s − 1      s − 1   k − 1    ,  κ k  ,  μ  s − k  ′   








The first cumulant,   κ 1  , is equal to the first raw moment,   μ 1 ′  . The skewness,   γ 1  , and kurtosis,   γ 2  , of X can be obtained by dividing the third and fourth standardized cumulants by the square of the second standardized cumulant, respectively. Some plots of skewness (sk) and kurtosis (ku) for X are presented in Figure 2. It can be seen that the proposed class can be used to discuss the different forms of kurtosis.



The sth incomplete moment of X, denoted by    m s   ( y )  = E  (  X s  ∣ X ≤ y )  =  ∫ 0 y   x s   f  ( x )  d x  , is easily obtained by changing variables from the lower incomplete gamma function   γ  ( s , x )  =  ∫ 0 ∞   x  s − 1      e   − x   d x   when calculating the corresponding moment of   Z p  . Then, we obtain


   m s   ( z )   =   ∑  τ = 0  ∞    ω τ     γ    s c  + 1 , k  ( τ + 1 )   x c       ( k  ( τ + 1 )  )   s / c    .  



(21)








5.3. Simulation Study: NODALW Model


Simulation studies are a popular and effective method of testing estimator performance in a variety of scenarios. By running several simulations, it is possible to approximate real-world performance and gain insight into how well the estimator will function in the field. The first step of a simulation study is to establish the parameters of the experiment. This involves setting up criteria for the data to be sampled, including number of samples, sample size, and the sampling process. Once the parameters have been established, the next step is to generate a simulated dataset that matches the specified criteria. This dataset should have features that are as close as possible to the features of the real-world data. Once the dataset has been generated, the estimator can be applied to the data. Depending on the type of estimator, different metrics may be used to measure the performance of the estimator. These metrics may include root mean squared error, mean absolute error, and R-squared. In this Section, we conduct a Monte Carlo simulation study to assess the performance of the MLEs of the parameters  α ,  β , c, and k. The random numbers of size 50, 100, 200, and 500 are generated by the inversion method and are repeated   N = 1000   times for each sample size. The sample average biases (Bias), coverage probabilities (CPs), and mean-squared errors (MSEs) of the estimates are calculated. The following formulas are used:


  B i a s  (  θ ^  )  =  ∑  i = 1  N     θ i  ^  N  − θ     and     M S E  (  θ ^  )  =  ∑  i = 1  N     (   θ i  ^  − θ )  2  N   








and


   C P  (  θ ^  )  =  1 N   ∑  i = 1  N  I    θ ^  i  − 1.9599  s   θ ^  i   < θ <   θ ^  i  + 1.9599  s   θ ^  i     ,  








where   I ( . )   is the indicator function and    s   θ ^  i   =   s   α i  ^   ,  s   β i  ^   ,  s   c i  ^   ,  s   k i  ^      are the standard errors of the MLEs. These quantities for some values of  α ,  β , c, and k are reported in Table 2, Table 3 and Table 4. The figures in these tables reveal that the MLEs perform well for estimating the parameters of the NODALW distribution.





6. Discrete NODAL-G Family


According to a survival discretization approach, the rv X is said to have the discrete NODAL-G (dNODAL-G) class if its cdf can be formulated as


  V  ( x ; λ , α , β , ξ )  = 1 − exp  1 −   1 + λ     1 −  G ¯   ( x + 1 ; ξ )  exp  G ( x + 1 ; ξ )     G ¯   ( x + 1 ; ξ )  exp  G ( x + 1 ; ξ )     β   α   ,   x ∈  N 0  ,  



(22)




where   λ > 0   is a scale parameter,   α > 0   and   β > 0   are shape parameters,  ξ  is the vector of the baseline parameters, and    N 0  =  0 , 1 , 2 , …   . The probability mass function (pmf) and hrf corresponding to Equation (22) are


     v ( x ; λ , α , β , ξ )    =    exp  1 −   1 + λ     1 −  G ¯   ( x ; ξ )  exp  G ( x ; ξ )     G ¯   ( x ; ξ )  exp  G ( x ; ξ )     β   α           − exp  1 −   1 + λ     1 −  G ¯   ( x + 1 ; ξ )  exp  G ( x + 1 ; ξ )     G ¯   ( x + 1 ; ξ )  exp  G ( x + 1 ; ξ )     β   α   ,     



(23)




and   h  ( x ; λ , α , β , ξ )  =   v ( x ; λ , α , β , ξ )   1 − V ( x − 1 ; λ , α , β , ξ )    , respectively, where   x ∈  N 0   .



6.1. The DNODAL-Geometric (DNODALGeo) Distribution


Consider the cdf of the geometric (Geo) model. Then, the pmf of the DNODALGeo distribution is


  V  ( x ; λ , α , β , p )  = exp  1 −   1 + λ     1 −  p  x + 1   exp  1 −  p  x + 1       p  x + 1   exp  1 −  p  x + 1       β   α   ,   x ∈  N 0  ,  



(24)




where   λ > 0 , α > 0 , β > 0  , and   0 < p < 1  . For convenience, let   λ = 1   in Equation (24). Figure 3 and Figure 4 display the pmf and hrf of the DNODALGeo distribution for some parameter values.



PMF can be either monomodal or bimodal and can be used to analyze different types of data (positively skewed, negatively skewed, as well as symmetric). Moreover, hrf can be either an increment, a fixed increment, a J-shape, or a bathtub.




6.2. Simulation


We generate a random variable X from the DNODALGeo distribution by generating the value Z from the continuous model and then discretize   X = [ Z ]  , which is the largest integer less than or equal to Z. We generate   1 , 000   samples of size   n = 20 , 22 , 24 , … , 150   from the DNODALGeo  ( 0.5 , 0.9 , 0.8 )   and DNODALGeo  ( 1.5 , 1.5 , 0.5 )   models, respectively. The empirical results are given in Figure 5 and Figure 6, respectively.



It is clear from Figure 5 and Figure 6 that the biases and MSEs always tend to zero when n increases, which shows the consistency of the estimators.





7. Applications


In this Section, we illustrate the empirical importance of the NODALW and DNODALGeo models by means of three real-life data sets. First, two data sets are utilized to illustrate the flexibility of the NODALW distribution. Second, a third data set is used to test the usefulness of the DNODALGeo distribution.



7.1. Empirical Illustration of the NODAL-G Family


Here, we compare the NODALW distribution with some well-established competitive models: Kumaraswamy–Weibull (KwW) (see Cordeiro et al. [60]), beta-Weibull (BW) (see Lee et al. [61]), exponentiated-generalized Weibull (EGW) (see Oguntunde et al. [62]), McDonald-Weibull (McW) (see Cordeiro et al. [63]), gamma-Weibull (GaW) (see Cordeiro et al. [64]), and Weibull (W) to prove the flexibility of the new family. The cdf and pdf of NODALW distribution are, respectively, given as


  F  ( x )  = 1 − exp  1 −   1 +     1 −   e   − k  x c    exp  1 −   e   − k   x c         e   − k  x c    exp  1 −   e   − k  x c        β   α   .  








and


     f ( x )    =    α β  c  k   x  c − 1     e   − k   x c     1 −   e   − k   x c    exp  1 −   e   − k   x c        1 −   e   − k   x c    exp  1 −   e   − k   x c       β − 1           ×     e   − k   x c    exp  1 −   e   − k   x c       − β − 1     1 +     1 −   e   − k   x c    exp  1 −   e   − k   x c         e   − k   x c    exp  1 −   e   − k   x c        β    α − 1           × exp  1 −   1 +     1 −   e   − k   x c    exp  1 −   e   − k  x c         e   − k   x c    exp  1 −   e   − k   x c        β   α   .     











	
Data Set 1. Air Conditioning Data.  The data are taken from Kus [65] representing the numbers of the successive failures for an air conditioning system. The shape of the data can be discussed through Figure 7. The data were found to be asymmetric and some extreme observations were reported.



	
Data Set 2. Precipitation Data.  The data are taken from Katz et al. [66] and Asgharzadeh et al. [67] representing the maximum annual flood discharges (in units of 1000 cubic feet per second) of the North Saskachevan River at Edmonton, over a period of 48 years. The shape of the data can be displayed in Figure 8.






The NODALW model and other competitive models are fitted to these two data sets using the AdequacyModel package for the R statistical computing environment written by Marinho et al. [68].



The MLEs (  ℓ ^  ) are used to evaluate the log-likelihood function, while various goodness-of-fit statistics (“GoFS”), such as Akaike-information-criterion (“AIC”), Bayesian-information-criterion (“BIC”), Hannan-Quinn-information criterion (“HQIC”), Anderson–Darling (AD), Cramér–von Mises (CvM), and Kolmogrov–Smirnov (KS), are employed to compare models. A good fit is indicated by lower values of these statistics and higher P-values of the KS statistic.



The values of the GoFS in Table 5 and Table 7 show that the NODALW model gives small values for these statistics and then it provides the best fit as compared to other fitted distributions (KwW, BW, EGW, McW, GaW, and W) to the two data sets. Table 6 and Table 8 report the MLEs and their standard errors (SEs) for the NODALW model and other competitive models. The plots in Figure 9 and Figure 10 also support our claim. To establish the unique property of the maximum likelihood estimators, the profile log-maximum likelihood function (pllf) was plotted for each parameter for the first and second datasets. It can be noted that the values of the estimators gave the maximum likelihood function the largest value; see Figure 11 and Figure 12. As can be seen, the form of the maximum likelihood function is unimodal for each parameter.
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Figure 7. Non-parametric visualization plots for data set I. 






Figure 7. Non-parametric visualization plots for data set I.
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Figure 8. Non-parametric visualization plots for data set II. 






Figure 8. Non-parametric visualization plots for data set II.
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Figure 9. Plots of estimated density, cdf, Kaplan–Meier (K-M), and hrf plots for data set 1. 






Figure 9. Plots of estimated density, cdf, Kaplan–Meier (K-M), and hrf plots for data set 1.
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Figure 10. Plots of estimated density, cdf, Kaplan–Meier (K-M), and hrf plots for data set 2. 






Figure 10. Plots of estimated density, cdf, Kaplan–Meier (K-M), and hrf plots for data set 2.
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Figure 11. The pllf of data set 1. 






Figure 11. The pllf of data set 1.



[image: Mathematics 11 02929 g011]







[image: Mathematics 11 02929 g012 550] 





Figure 12. The pllf of data set 2. 






Figure 12. The pllf of data set 2.
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7.2. Empirical Illustration of the DNODAL-G Family


Here, we illustrate the usefulness of the DNODALGeo model by means of an application to real count data. The data set represents the count of kidney cysts using steroids (see Chan et al. [69]). The shape of the data can be seen in Figure 13. The fitted distributions are compared using the AIC, CAIC, HQIC, and Chi-square (  χ 2  ), having a degree of freedom (df) and its p-value. The competitive fitted models are reported in Table 9.



The MLEs and their corresponding SEs are listed in Table 10, whereas Table 11 and Table 12 give the GoFS, expected frequencies (ExFr), and observed frequencies (ObFr), respectively.



The DNODALGeo model performs better than all other tested models based on the numbers in Table 11 and Table 12. Figure 14 supports the claims from these tables, and it is noted that data set 3 is explained by this model. Figure 15 shows the contour plot of log-Likelihood function of the DNODALGeo for the third data set.





8. Concluding Remarks and Future Work


In this article, a new odd DAL-G family of models is presented from a new class/generator   W  [ G  ( x )  ]  =  ( 1 −  G ¯   ( x ; ξ )  exp  { G  ( x ; ξ )  }  )  /  [  G ¯   ( x ; ξ )  exp  { G  ( x ; ξ )  }  ]    for   T ∈ ( 0 , ∞ )  . The new probability family   W [ G ( · ) ]   involves a different function of the cdf instead of existing generators. We obtain some structural properties of this new continuous and discussed discrete odd DAL-G family, and also studied some properties of the special models called the new odd DAL-Weibull (NODALW) and discrete new odd DAL-geometric (DNODALGeo) distributions. Both of two sub-models can be used to discuss asymmetric and symmetric data under different kinds of kurtosis. Furthermore, the two sub-models can be applied to discuss several shapes of risk/hazard rates. We compared the NODALW distribution with the well-known extended Weibull models (KwW, BW, EGW, McW, GaW, W) via six popular test statistics. Similarly, we compare the DNODALGeo distribution with the well-known extended models’ (Geo, GGeo, DR, DIR, DIW, DLi-I, DLi-II, DLi-III, NeBi, Poi, DPa, DB-XII, DLogL, DFx-I, DLo) distributions using these test statistics. We found that the new generated distributions provide better estimates and minimum values of the test statistics. The new NODALW and DNODALGeo models outperform the above-described competitive models on the basis of numerical and graphical analysis. We foresee that the new family/class will be able to attract readers and applied statisticians. As a future work, the bivariate extension of the proposed generators with its applications will be discussed. Furthermore, some prediction models will be analyzed based on these generators.
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Figure 1. Sketches of (a) the densities, and (b) the hrf of the NODALW model. 
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Figure 2. Plots of the (a) sk and (b) ku of the NODALW model. 
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Figure 3. The pmf of the DNODALGeo model. 






Figure 3. The pmf of the DNODALGeo model.



[image: Mathematics 11 02929 g003]







[image: Mathematics 11 02929 g004 550] 





Figure 4. The hrf of the DNODALGeo model. 
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Figure 5. The biases and MSEs for the DNODALGeo(0.5, 0.9, 0.8) model. 
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Figure 6. The biases and MSEs for the DNODALGeo(1.5, 1.5, 0.5) model. 
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Figure 13. Non-parametric visualization plots for data set III. 
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Figure 14. The fitted PMFs to data set 3. 
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Figure 15. Contour plot of pllf for data set 3. 
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Table 1. Odd ratio for G-classes of distributions.
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	No.
	G-Class
	Year
	Authors





	1
	Odd log-logistic-G (OLL-G)
	2006
	Gleaton and Lynch [6]



	2
	Odd Gamma-G (OGa-G)
	2012
	Torabi and Montazeri [8]



	3
	Odd Weibull-G (OW-G)
	2014
	Bourguignon et al. [9]



	4
	Odd generalized-exponential-G (OGE-G)
	2015
	Tahir et al. [10]



	5
	Odd additive Weibull-G (OAddW-G)
	2016
	Hassan and Hemeda [11]



	6
	Odd Lindley-G (OLind-G)
	2017
	Gomes-Silva et al. [12]



	7
	Odd half-Cauchy-G (OHCa-G)
	2017
	Cordeiro et al. [13]



	8
	Odd half-Logistic-G (OHL-G)
	2017
	Affify et al. [14]



	9
	Odd Burr III-G (OBr3-G)
	2017
	Jamal et al. [15]



	10
	Odd Burr X-G (OBrX-G)
	2017
	Yousof et al. [16]



	11
	Odd Burr-XII-G (OBr-G)
	2018
	Cordeiro et al. [17]



	12
	Odd Frechét-G (OFr-G)
	2018
	Haq et al. [18]; Hassan and Nassr [19]



	13
	Odd power-Cauchy-G (OPCa-G)
	2018
	Alizadeh et al. [20]



	14
	Odd Xgamma-G (OXGa-G)
	2018
	Maiti and Pramanik [21]



	15
	Odd power-Lindley-G (OPLind-G)
	2019
	Hassan and Nassr [22]; Korkmaz et al. [23]



	16
	Odd Lomax-G (OLx-G)
	2019
	Cordeiro et al. [24]



	17
	Odd Hyperbolic Cosine-G (OHC-G)
	2019
	Kharazmi et al. [25]



	18
	Odd flexible Weibull-H (OFW-H)
	2019
	El-Morshedy and Eliwa [26]



	19
	Odd inverse Pareto-G (OIPa-G)
	2019
	Aldahlan et al. [27]



	20
	Odd Nadarajah-Haghighi-G (ONH-G)
	2019
	Nascimento et al. [28]



	21
	Odd Chen-G (OChen-G)
	2020
	El-Morshedy et al. [29]; Anzagra et al. [30]



	22
	Odd DAL-G (ODAL-G)
	2020
	Ahmad et al. [31]



	23
	Odd Stacy’s Gamma-G (OStGa-G)
	2020
	Nasir et al. [32]



	24
	Odd Maxwell-G (OMax-G)
	2020
	Ishaq and Abiodun [33]
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Table 2. Biases, MSEs, and CPs for   α = 0.2  ,   β = 0.5  ,   c = 0.5  , and   k = 1  .
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    n = 50    

	
    n = 100    






	

	
Bias

	
MSE

	
CP

	
Bias

	
MSE

	
CP




	
  α  

	
0.246

	
0.134

	
0.98

	
0.227

	
0.104

	
0.95




	
  β  

	
0.078

	
0.245

	
0.93

	
0.222

	
0.106

	
0.97




	
c

	
0.072

	
0.040

	
0.99

	
0.054

	
0.021

	
0.99




	
k

	
−0.413

	
0.340

	
0.73

	
−0.405

	
0.296

	
0.76




	

	
   n = 200   

	
   n = 500   




	
  α  

	
0.144

	
0.053

	
0.98

	
0.075

	
0.016

	
0.99




	
  β  

	
0.007

	
0.008

	
0.96

	
0.004

	
0.003

	
0.98




	
c

	
0.026

	
0.006

	
0.99

	
0.008

	
0.001

	
0.98




	
k

	
−0.329

	
0.194

	
0.79

	
−0.216

	
0.097

	
0.86
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Table 3. Biases, MSEs, and CPs for   α = 0.2  ,   β = 0.6  ,   c = 1.8  , and   k = 1.5  .






Table 3. Biases, MSEs, and CPs for   α = 0.2  ,   β = 0.6  ,   c = 1.8  , and   k = 1.5  .





	

	
    n = 50    

	
    n = 100    






	

	
Bias

	
MSE

	
CP

	
Bias

	
MSE

	
CP




	
  α  

	
0.231

	
0.125

	
0.98

	
0.219

	
0.117

	
0.98




	
  β  

	
0.158

	
0.591

	
0.89

	
0.033

	
0.201

	
0.92




	
c

	
0.243

	
0.627

	
1.00

	
0.203

	
0.319

	
0.99




	
k

	
−0.563

	
0.633

	
0.80

	
−0.555

	
0.571

	
0.80




	

	
   n = 200   

	
   n = 500   




	
  α  

	
0.186

	
0.095

	
0.98

	
0.125

	
0.051

	
0.98




	
  β  

	
0.003

	
0.077

	
0.94

	
−0.007

	
0.005

	
0.95




	
c

	
0.118

	
0.138

	
0.99

	
0.056

	
0.036

	
0.98




	
k

	
−0.475

	
0.464

	
0.82

	
−0.372

	
0.314

	
0.82
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Table 4. Biases, MSEs, and CPs for   α = 0.4  ,   β = 1.5  ,   c = 0.9  , and   k = 1  .






Table 4. Biases, MSEs, and CPs for   α = 0.4  ,   β = 1.5  ,   c = 0.9  , and   k = 1  .





	

	
    n = 50    

	
    n = 100    






	

	
Bias

	
MSE

	
CP

	
Bias

	
MSE

	
CP




	
  α  

	
0.128

	
0.827

	
0.78

	
0.095

	
0.383

	
0.80




	
  β  

	
0.853

	
3.935

	
0.89

	
0.758

	
3.219

	
0.94




	
c

	
0.151

	
0.472

	
0.95

	
0.033

	
0.255

	
0.93




	
k

	
0.229

	
0.260

	
0.92

	
0.222

	
0.199

	
0.95




	

	
   n = 200   

	
   n = 500   




	
  α  

	
0.030

	
0.137

	
0.82

	
−0.007

	
0.050

	
0.84




	
  β  

	
0.524

	
1.745

	
0.96

	
0.349

	
1.203

	
0.91




	
c

	
0.022

	
0.163

	
0.91

	
0.017

	
0.107

	
0.93




	
k

	
0.218

	
0.152

	
0.97

	
0.157

	
0.070

	
0.98
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Table 5. Some statistics and p-value for the fitted models to data set 1.
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KS




	
Distribution

	
    ℓ ^    

	
AIC

	
BIC

	
HQIC

	
AD

	
CvM

	
KS

	
p-Value






	
NODALW

	
976.1618

	
1960.3240

	
1973.0730

	
1965.4940

	
0.1640

	
0.0196

	
0.0311

	
0.9951




	
KwW

	
978.2675

	
1964.5350

	
1977.2850

	
1969.7050

	
0.2925

	
0.0313

	
0.0388

	
0.9501




	
BW

	
977.0803

	
1962.1610

	
1974.9100

	
1967.3300

	
0.2001

	
0.0219

	
0.0391

	
0.9470




	
EGW

	
978.7362

	
1965.4720

	
1978.2220

	
1970.6420

	
0.5620

	
0.0878

	
0.0420

	
0.9100




	
McW

	
976.2409

	
1962.4820

	
1978.4190

	
1968.9440

	
0.1628

	
0.0202

	
0.0321

	
0.9928




	
GaW

	
979.8445

	
1965.6890

	
1975.2510

	
1969.5660

	
0.7633

	
0.1219

	
0.0504

	
0.753




	
W

	
981.1477

	
1966.2950

	
1972.6700

	
1968.8800

	
0.9755

	
0.1577

	
0.0567

	
0.6123
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Table 6. MLEs and their SEs (in parentheses) for the fitted models to data set 1.
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	Distribution
	   α   
	   β   
	c
	k
	   θ   





	NODALW
	0.1454
	2.9036
	0.4762
	0.0914
	–



	
	(0.0580)
	(0.6640)
	(0.0970)
	(0.0151)
	–



	KwW
	0.44370
	0.64040
	6.98780
	0.13710
	–



	
	(0.00330)
	(0.00260)
	(0.06740)
	(0.01040)
	–



	BW
	0.36620
	0.65660
	3.86960
	0.14360
	–



	
	(0.00470)
	(0.00630)
	(0.74020)
	(0.01240)
	–



	EGW
	0.01280
	0.70890
	1.36590
	1.60630
	–



	
	(0.01030)
	(0.11060)
	(0.83440)
	(0.48390)
	–



	McW
	0.04510
	0.91630
	0.18380
	0.25040
	9.685



	
	(0.03280)
	(0.23770)
	(0.1420)
	(0.12550)
	(4.51590)



	GaW
	0.01740
	0.78540
	1.28540
	–
	–



	
	(0.00820)
	(0.12730)
	(0.35230)
	–
	–



	W
	0.01180
	0.90570
	–
	–
	–



	
	(0.0010)
	(0.05120)
	–
	–
	–
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Table 7. Some statistics and p-value for the fitted models to data set 2.
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KS




	
Distribution

	
    ℓ ^    

	
AIC

	
BIC

	
HQIC

	
AD

	
CvM

	
KS

	
p-Value






	
NODALW

	
215.1079

	
438.2157

	
445.7005

	
441.0442

	
0.2023

	
0.0286

	
0.0827

	
0.8981




	
KwW

	
215.5195

	
439.0389

	
446.5238

	
441.8675

	
0.2495

	
0.0347

	
0.0834

	
0.8924




	
BW

	
216.1573

	
440.3147

	
447.7995

	
443.1432

	
0.3387

	
0.0477

	
0.0973

	
0.7538




	
EGW

	
218.1801

	
444.3601

	
451.8449

	
447.1887

	
0.6147

	
0.0913

	
0.0973

	
0.7543




	
McW

	
215.7566

	
441.5132

	
450.8692

	
445.0489

	
0.2699

	
0.0374

	
0.0837

	
0.8895




	
GaW

	
219.4700

	
444.9401

	
450.5537

	
447.0615

	
0.8278

	
0.1250

	
0.1176

	
0.5203




	
W

	
225.7065

	
455.4131

	
459.1555

	
456.8273

	
1.7286

	
0.2765

	
0.1399

	
0.3048
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Table 8. MLEs and their SEs (in parentheses) for the fitted models to data set 2.
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	Distribution
	   α   
	   β   
	c
	k
	   θ   





	NODALW
	0.0686
	16.0368
	0.4969
	0.0568
	–



	
	(0.0379)
	(9.1204)
	(0.2109)
	(0.0363)
	–



	KwW
	0.16090
	1.02520
	54.78250
	0.20410
	–



	
	(0.01530)
	(0.02760)
	(0.13580)
	(0.03820)
	–



	BW
	0.13200
	1.10800
	23.06020
	0.19400
	–



	
	(0.00730)
	(0.00680)
	(8.79410)
	(0.03240)
	–



	EGW
	0.00900
	0.77740
	5.59660
	10.54930
	–



	
	(0.00410)
	(0.13700)
	(2.04580)
	(5.68210)
	–



	McW
	0.16080
	1.00490
	14.50780
	0.22100
	2.5180



	
	(0.03400)
	(0.04660)
	(9.82270)
	(0.07570)
	(0.08950)



	GaW
	4.61440
	0.49830
	14.72250
	–
	–



	
	(0.15180)
	(0.02170)
	(1.72390)
	–
	–



	W
	0.01710
	1.77190
	–
	–
	–



	
	(0.00150)
	(0.17760)
	–
	–
	–
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Table 9. The competitive models.
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	No.
	Distribution
	Year
	Author(s)





	1
	Geometric (Geo)
	-
	-



	2
	Generalized geometric (GGeo)
	2010
	Gómez-Déniz [48]



	3
	Discrete Rayleigh (DR)
	2004
	Roy [46]



	4
	Discrete inverse Rayleigh (DIR)
	2014
	Hussain and Ahmad [51]



	5
	Discrete inverse Weibull (DIW)
	2010
	Jazi et al. [49]



	6
	One parameter discrete Lindley (DLi-I)
	2011
	Gómez-Déniz and Calderín-Ojeda [50]



	7
	Two parameters discrete Lindley (DLi-II)
	2016
	Hussain et al. [52]



	8
	Three parameters discrete Lindley (DLi-III)
	2020
	Eliwa at al. [56]



	9
	Negative Binomial (NeBi)
	-
	-



	10
	Poisson (Poi)
	1837
	Poisson [70]



	11
	Discrete Pareto (DPa)
	2009
	Krishna and Pundir [47]



	12
	Discrete Burr type XII (DB-XII)
	2016
	Para and Jan [54]



	13
	Discrete log-logistic (DLogL)
	2016
	Para and Jan [53]



	14
	One parameter discrete flexible (DFx-I)
	2020
	Eliwa and El-Morshedy [57]



	15
	Discrete Lomax distribution (DLo)
	2016
	Para and Jan [54]
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Table 10. The MLEs and their SEs for data set 3.






Table 10. The MLEs and their SEs for data set 3.





	
Parameter ⟶

	
p

	
   α   

	
   β   




	
Model↓

	
MLE

	
SE

	
MLE

	
SE

	
MLE

	
SE






	
DNODALGeo

	
   0.711   

	
   0.130   

	
   1.587   

	
   0.392   

	
   0.240   

	
   0.034   




	
Geo

	
−

	
−

	
−

	
−

	
   0.582   

	
   0.030   




	
DR

	
−

	
−

	
−

	
−

	
   0.901   

	
   0.009   




	
DIR

	
−

	
−

	
−

	
−

	
   0.554   

	
   0.049   




	
DLi-I

	
   0.436   

	
   0.026   

	
−

	
−

	
−

	
−




	
DFx-I

	
   0.623   

	
   0.031   

	
−

	
−

	
−

	
−




	
Poi

	
   1.390   

	
   0.112   

	
−

	
−

	
−

	
−




	
DPa

	
   0.268   

	
   0.034   

	
−

	
−

	
−

	
−




	
GGeo

	
−

	
−

	
   0.188   

	
   0.089   

	
   0.800   

	
   0.064   




	
DIW

	
−

	
−

	
   1.049   

	
   0.146   

	
   0.581   

	
   0.048   




	
DLo

	
   0.152   

	
   0.098   

	
   1.830   

	
   0.952   

	
−

	
−




	
DBX-II

	
   0.278   

	
   0.045   

	
   1.053   

	
   0.167   

	
−

	
−




	
NeBi

	
   0.812   

	
   0.045   

	
   0.322   

	
   0.074   

	
−

	
−




	
DLogL

	
   0.780   

	
   0.136   

	
   1.208   

	
   0.159   

	
−

	
−




	
DLi-II

	
   0.581   

	
   0.045   

	
   0.001   

	
   0.058   

	
−

	
−




	
DLi-III

	
   0.582   

	
   0.005   

	
   358.728   

	
   11863.37   

	
   0.001   

	
   20.698   
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Table 11. The GoFS for data set 3 “part I”.
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X

	
ObFr

	
ExFr






	

	

	
DNODALGeo

	
Geo

	
DR

	
DIR

	
DLi-I

	
DFx-I

	
Poi

	
DPa




	
0

	
65

	
   64.97   

	
   45.98   

	
   10.89   

	
   60.89   

	
   40.29   

	
   45.26   

	
   27.39   

	
   65.84   




	
1

	
14

	
   14.69   

	
   26.76   

	
   26.62   

	
   33.99   

	
   29.83   

	
   29.09   

	
   38.08   

	
   18.27   




	
2

	
10

	
   8.46   

	
   15.58   

	
   29.45   

	
   8.12   

	
   18.36   

	
   16.51   

	
   26.47   

	
   8.16   




	
3

	
6

	
   5.73   

	
   9.06   

	
   22.29   

	
   3.00   

	
   10.34   

	
   8.89   

	
   12.26   

	
   4.51   




	
4

	
4

	
   4.19   

	
   5.28   

	
   12.63   

	
   1.42   

	
   5.52   

	
   4.70   

	
   4.26   

	
   2.82   




	
5

	
2

	
   3.18   

	
   3.07   

	
   5.54   

	
   0.78   

	
   2.85   

	
   2.49   

	
   1.19   

	
   1.91   




	
6

	
2

	
   2.44   

	
   1.79   

	
   1.91   

	
   0.47   

	
   1.44   

	
   1.34   

	
   0.27   

	
   1.37   




	
7

	
2

	
   1.87   

	
   1.04   

	
   0.53   

	
   0.31   

	
   0.71   

	
   0.73   

	
   0.05   

	
   1.02   




	
8

	
1

	
   1.41   

	
   0.61   

	
   0.12   

	
   0.21   

	
   0.35   

	
   0.41   

	
   0.01   

	
   0.79   




	
9

	
1

	
   1.04   

	
   0.35   

	
   0.02   

	
   0.15   

	
   0.17   

	
   0.23   

	
   0.01   

	
   0.63   




	
10

	
1

	
   0.74   

	
   0.21   

	
   0.00   

	
   0.11   

	
   0.08   

	
   0.14   

	
   0.01   

	
   0.51   




	
11

	
2

	
   1.28   

	
   0.27   

	
   0.00   

	
   0.55   

	
   0.06   

	
   0.21   

	
   0.00   

	
   4.17   




	
Total

	
110

	
110

	
110

	
110

	
110

	
110

	
110

	
110

	
110




	
   − l   

	

	
   166.48   

	
   178.77   

	
   277.78   

	
   186.55   

	
   189.11   

	
   182.29   

	
   246.21   

	
   171.19   




	
AIC

	

	
   338.96   

	
   359.537   

	
   557.56   

	
   375.09   

	
   380.22   

	
   366.58   

	
   494.42   

	
   344.38   




	
HQIC

	

	
   342.25   

	
   360.63   

	
   558.65   

	
   376.19   

	
   381.32   

	
   367.67   

	
   495.52   

	
   345.48   




	
CAIC

	

	
   339.19   

	
   359.577   

	
   557.59   

	
   375.13   

	
   380.26   

	
   366.61   

	
   494.46   

	
   344.42   




	
   χ 2   

	

	
   0.59   

	
   19.11   

	
   306.52   

	
   40.46   

	
   34.64   

	
   31.70   

	
   89.28   

	
   3.43   




	
df

	

	
2

	
4

	
4

	
2

	
4

	
4

	
3

	
4




	
p-value

	

	
   0.750   

	
<0.001

	
<0.001

	
<0.001

	
<0.001

	
<0.001

	
<0.001

	
   0.489   
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Table 12. The GoFS for data set 3 “part II”.






Table 12. The GoFS for data set 3 “part II”.





	
X

	
ObFr

	
ExFr






	

	

	
DNODALGeo

	
GGeo

	
DIW

	
DLo

	
DBX-II

	
NeBi

	
DLogL

	
DLi-II

	
DLi-III




	
0

	
65

	
   64.97   

	
   62.74   

	
   63.91   

	
   61.62   

	
   64.74   

	
   56.52   

	
   63.19   

	
   46.03   

	
   46.01   




	
1

	
14

	
   14.69   

	
   19.67   

	
   20.69   

	
   21.02   

	
   19.18   

	
   15.89   

	
   20.10   

	
   26.77   

	
   26.77   




	
2

	
10

	
   8.46   

	
   9.44   

	
   8.05   

	
   9.69   

	
   8.48   

	
   9.17   

	
   8.64   

	
   15.57   

	
   15.57   




	
3

	
6

	
   5.73   

	
   5.44   

	
   4.23   

	
   5.28   

	
   4.63   

	
   6.20   

	
   4.66   

	
   9.06   

	
   9.06   




	
4

	
4

	
   4.19   

	
   3.46   

	
   2.59   

	
   3.19   

	
   2.86   

	
   4.50   

	
   2.86   

	
   5.27   

	
   5.27   




	
5

	
2

	
   3.18   

	
   2.35   

	
   1.75   

	
   2.09   

	
   1.92   

	
   3.40   

	
   1.92   

	
   3.06   

	
   3.07   




	
6

	
2

	
   2.44   

	
   1.66   

	
   1.26   

	
   1.44   

	
   1.37   

	
   2.64   

	
   1.37   

	
   1.78   

	
   1.78   




	
7

	
2

	
   1.87   

	
   1.21   

	
   0.95   

	
   1.04   

	
   1.01   

	
   2.08   

	
   1.02   

	
   1.04   

	
   1.08   




	
8

	
1

	
   1.41   

	
   0.90   

	
   0.74   

	
   0.77   

	
   0.78   

	
   1.66   

	
   0.79   

	
   0.60   

	
   0.60   




	
9

	
1

	
   1.04   

	
   0.69   

	
   0.59   

	
   0.59   

	
   0.61   

	
   1.34   

	
   0.62   

	
   0.35   

	
   0.35   




	
10

	
1

	
   0.74   

	
   0.53   

	
   0.49   

	
   0.46   

	
   0.49   

	
   1.09   

	
   0.50   

	
   0.20   

	
   0.20   




	
11

	
2

	
   1.28   

	
   1.91   

	
   4.75   

	
   2.81   

	
   3.93   

	
   5.51   

	
   4.33   

	
   0.27   

	
   0.24   




	
Total

	
110

	
110

	
110

	
110

	
110

	
110

	
110

	
110

	
110

	
110




	
   − l   

	

	
   166.48   

	
   168.56   

	
   172.94   

	
   170.48   

	
   171.14   

	
   168.54   

	
   171.72   

	
   178.77   

	
   178.77   




	
AIC

	

	
   338.96   

	
   341.11   

	
   349.87   

	
   344.96   

	
   346.28   

	
   340.09   

	
   347.43   

	
   361.53   

	
   363.53   




	
HQIC

	

	
   342.25   

	
   343.30   

	
   352.06   

	
   347.15   

	
   348.47   

	
   343.28   

	
   349.62   

	
   363.72   

	
   366.82   




	
CAIC

	

	
   339.19   

	
   341.23   

	
   349.98   

	
   345.07   

	
   346.39   

	
   344.49   

	
   347.55   

	
   361.65   

	
   363.76   




	
   χ 2   

	

	
   0.59   

	
   2.44   

	
   6.45   

	
   3.24   

	
   2.59   

	
   4.29   

	
   4.033   

	
   19.09   

	
   19.09   




	
df

	

	
2

	
3

	
3

	
3

	
2

	
4

	
3

	
3

	
2




	
p-value

	

	
   0.750   

	
   0.485   

	
   0.092   

	
   0.356   

	
   0.274   

	
   0.369   

	
   0.258   

	
   0.0003   

	
<0.0001
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