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Abstract: This paper presents an analysis of the effectiveness of the element interaction model in
a vehicular ad hoc network (VANET). An analysis of the mathematical model and its numerical
solution for the system of boundary device interactions in the traditional configuration of roadside
unit (RSU) placement using single- and dual-channel connection between on-board units (OBU)
and RSU is given. In addition, the model efficiency is improved using a clustering approach. The
efficiency evaluation is based on calculating the percentage of unprocessed requests generated by
OBUs during their mobility, the average power consumption and the magnitude of the delay in
transmitting and processing the generated requests in the OBU–RSU system. The traditional and
cluster models are compared. The results obtained in this paper show that each of the proposed
models can be effectively implemented in mobile nodes and will significantly reduce the overall
expected query processing time to improve the organization and algorithmic support of VANET.
Along with this, it is shown that the developed approach allows for efficient power consumption
when combining RSUs into clusters with a shared cache. The novelty of solving the problems is due
to the lack of a comprehensive model that allows the distribution and prediction of the parameters
and resources of the system for different computational tasks, which is essential when implementing
and using V2X technology to solve the problems of complex management of VANET elements.

Keywords: vehicular communications; vehicle-to-everything; edge computing; computation
capability; shared cache

MSC: 65K05

1. Introduction

In mobile communications environments, with cloud computing solutions and broad-
band communications, most computing tasks can be moved to the cloud for remote execu-
tion. Although this process is accelerating with each new generation of communications
networks, offloading to the remote cloud implies a significant delay. The exponential
growth of mobile data traffic, especially mobile video streaming, is proving to be a challenge
in optimizing interactions within computational dynamical systems for edge computing. A
number of analytical companies [1] have conducted studies and concluded that on average,
the global mobile traffic will almost double over the next five years. There is no reason to
believe that the growth will not accelerate in the future. It is worth noting that with the
growing number of computer calculations and increase in processed information volumes,
there is a need for parallel computing, both by using new algorithms and by extending
the technical capabilities of communication channels. A no less important aspect of the
problem in question is the significant growth in energy consumption in the process of
operation of the considered systems. The increase in interaction speed with minimization
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of delays has a significant impact on this consumption. In connection with this, it is neces-
sary to develop a new methodical approach to the analysis of computation delays, taking
into account the energy costs and the possibilities of modification and modernization of
communication channels.

One possible approach to solving the problem in question is the use of cloud comput-
ing in mobile communication environments. In this case, a proportion of the calculations
is transferred from the physical device to a remote server, which allows an increase in
the speed of calculations and reduces the specific power consumption. Despite the fact
that due to the development of technologies, new upgraded standards of communication
networks have appeared, the significant delay of calculations must be taken into account
and, if possible, reduced. To this end, MEC (mobile edge computing) has been developed
and successfully implemented [2].

Today, MEC has also become a new paradigm for intelligent transportation sys-
tems [3–5]. By introducing vehicular edge computing (VEC) into vehicular ad hoc networks
(VANETs), service providers can provide ultra-low latency services, as edge computing
tools deploy resources on the side closest to the user equipment.

Interaction within VANETs between vehicles (V2V, vehicle-to-vehicle) can be per-
formed for speed and route data exchange, and between vehicles and edge computing
devices or, for example, infrastructure elements (V2X, vehicle-to-everything) to offload
local computing power, as well as to control traffic lights or parking machines [6]. VEC
architecture relies on communication infrastructure and services provided by edge devices
and LTE/5G technologies.

Edge devices can include on-board units (OBU), roadside units (RSU) and MEC-
servers. Note that OBUs have small computational and storage resources, and the compu-
tational power of RSUs is also relatively limited due to the size of computing tasks and the
high demand for real-time system responses. When OBUs generate tasks, they can connect
to roadside devices, selecting the right time and the right MEC servers to offload tasks.

However, how and in what order to efficiently offload computing power remains an
incompletely solved problem. Since MEC servers operate at the edge of the radio access
network, connecting to RSUs and performing transmission tasks with them, their service
area may be limited to the radio coverage of the RSU. Because of their high mobility, moving
OBUs can pass through several RSUs and MEC servers and offload their computational
tasks to any server they have access to, with the load on them varying greatly over time
due to the uneven number of connected users.

The complexity of the problem under consideration is determined by its dynamic
nature, as well as by the weak predictability of the spatial configuration of the system, even
at medium-term anticipation intervals. Therefore, it is not clear a priori how and in what
order the computational tasks should be unloaded. An additional limitation is that MEC
servers can operate at the edge of the radio access network, which makes them difficult to
use. An additional bottleneck remains the connection and caching at the level of OBU–RSU
edge devices [7].

It is worth noting that the described interaction imposes additional costs in the form
of increased power consumption. Computational latency occurs during content processing
and transmission when MEC servers, RSUs and OBUs interact. Increased traffic flow in
the network can cause unacceptable overhead and congestion. To reduce the network
overhead, two main approaches related to increasing network heterogeneity with current
traffic, as well as optimizing edge computation using caching and clustering, have been
outlined above.

Thus, this work is aimed at solving the scientific problem of analyzing the stability
of the interaction structure of VANET model elements and the research and design of
the computing task management system based on vehicle-to-everything technology. This
project is aimed at solving a scientific problem by developing a complex of models and
methods for research and design of a vehicle-to-everything task management system in
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conditions of limitations imposed on data network characteristics, energy efficiency and
computing resources of intellectual transport systems.

In response to this problem, in this paper, we propose a mathematical model and its
numerical solution for an edge device interaction system in a traditional RSU placement
configuration using single- and dual-channel connectivity between an OBU and RSU. In
addition, an improvement of the model performance using the clustering approach was
carried out. The efficiency evaluation was based on the calculation of the percentage of
unprocessed requests generated by the OBU during their mobility, the average power
consumption and the value of the delay in the transmission and processing of generated
requests in the MEC–RSU–OBU system. The traditional and clustered models were com-
pared. The results showed that each of the proposed models can be effectively implemented
in mobile nodes and will significantly reduce the overall expected query processing time,
improving the organization and algorithmic support of VANETs. At the same time, the
developed approach allowed for efficient power consumption costs when combining RSUs
into clusters with a shared cache.

Our contributions can be summarized as follows:

1. Analysis of a mathematical model of the interaction of VANET network elements
by indicators: the value of data loss during exchange and energy consumption for
servicing the interaction of network elements was determined.

2. A model of OBU interaction with RSUs and MEC in a classical mobility scheme and
using clustering (two and four elements in a cluster) was developed and designed to
ensure the efficiency of data transmission in a dynamic system.

3. Modeling and applicability analyses of two types of OBU and RSU interaction with
single- and dual-channel connectivity were performed.

4. A comparative analysis of all the above-described schemes in terms of average energy
costs is given.

The remainder of the paper is organized as follows. In Section 2, we provide a literature
review on the topics of V2X systems, clustering and caching. Section 3 describes the general
model of the dynamic system, describing the general parameters of the class of problems
under consideration. In Section 4, we first formulate the problem, which is to minimize the
data loss in the interaction of elements of the system, then we consider the question related
to the energy consumption of the elements of the system in the exchange and transfer of
data. In Section 5, a general scheme of the developed optimization algorithm is given, and
the main numerical parameters of the simulation are given. Section 6 presents the results
of numerical simulation, aiming to confirm the theoretical conclusions and analyze them,
and Section 7 contains concluding remarks.

2. Related Works

Recently, a number of works have been carried out on the analysis of approaches
to minimizing energy consumption under the constraints imposed on the delay value in
the systems under consideration. In [8,9], a new approach for optimal network resource
allocation based on convex optimization for minimizing the weighted total computational
energy consumption under the computational latency constraints was proposed.

In [10], a group of authors proposed an algorithm for offloading distributed com-
putations based on a model construction based on Nash equilibrium, and a comparative
analysis of the efficiency of the algorithm with known approaches to optimization for
two parameters, consumed energy and processing time, was performed. The numerical
results confirmed that the proposed algorithm was able to achieve an excellent performance
when offloading computations and good scaling as the number of users increased. How-
ever, the proposed model did not allow us to analyze systems with mobile users who can
dynamically change their position during the computation offloading period.

In recent years, there have been many studies dedicated to the analysis of data caching
approaches in mobile networks. The classic popularity-based caching scheme (PBCS),
studied in detail in [11–14], was first applied to homogeneous systems, which can include
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cellular networks and social wireless network VANETs. In these schemes, RSUs do not
interact with each other and always fill the free memory space with the most popular
content. If the OBU cannot obtain the desired content from the local RSU, the request is
redirected to the MEC server.

In [15], a new caching scheme was proposed. Considered a multithreaded caching
scheme, the so-called small cell network supports multicast formation and distribution of
requests within the network architecture. In this scheme, macrocell base stations (MBSs)
and small cell base stations (SBSs) collect requests from OBUs during a certain period of
data collection, while the SBSs process only those requests whose responses are stored in
the device cache; the rest are forwarded to MBSs. From the base stations, macrocells are
generated and processed, and interact with the MEC server. This multicast-enabled scheme
reduces the interaction time for resource delivery with high latency in the interaction with
the MEC server. Further research should focus on optimizing the interaction process with
the remote server.

A caching scheme called femtocaching was proposed in [16]. It was assumed that
the layout of RSUs was arranged in such a way that the coverage areas of base stations
overlapped. In this case, the OBU could be served by any RSU in the coverage area in
which it was located. Thus, in the absence of the requested information, the request from
the OBU would be redirected to the other nearest RSU. This approach suggests that the
cluster approach scheme for dividing RSUs into groups can lead to an optimal solution for
minimizing the latency of interactions in the OBU–RSU system, and achieve the maximum
percentage of served devices in the network and the optimal energy consumption.

Edge caching is a promising approach to reduce the load on transport networks. It
plays an important role in VANET performance by providing cached data at the edge and
reducing the load on the core network caused by the number of vehicles and the volume of
data. However, due to the limited computational and storage capabilities of edge devices,
it is difficult to guarantee that all content is cached and all device requirements are met for
all users.

Here are some more works on caching. A hierarchical preemptive caching scheme,
which jointly considers caching in vehicles and RSUs, is proposed in [17]. The optimization
problem is formulated to find the optimal caching solution for RSUs and vehicles. The
numerical results show that preemptive caching provides significant performance gains
over the baseline reactive scenario. In addition, the results show that caching in vehicles
with small cache sizes effectively affects the overall latency in the network. Paper [18]
presents a preemptive caching strategy that uses information-centric network (ICN) flexibil-
ity of caching data anywhere in the network, not just at the edge as in conventional content
delivery networks. The main contribution of the paper is the use of entropy to measure mo-
bility prediction uncertainty and determine the best node for prefetching, which eliminates
redundancy. Although prefetching at higher levels of the network hierarchy causes higher
latency than at the periphery, our evaluation results show that increased latency does not
negate the performance gain due to preemptive caching. Moreover, the gain is enhanced
by reducing server load and achieving cache redundancy.

Studies on ICNs are conducted by a wide range of authors and are quite relevant.
In [19], we develop an ICN with a mobility-aware anticipatory caching scheme to provide
delay-sensitive services in Internet of Vehicles (IoV) networks. The real-time state and
interaction of vehicles with other vehicles and RSUs is modeled using a Markov process. A
mobility-aware preemptive border caching solution is applied that maximizes network per-
formance with minimal transmission delay. Our numerical simulation results show that the
proposed scheme outperforms related caching schemes by 20–25% in latency and 15–23% in
cache hits. Paper [20] investigates a method for optimizing content caching solutions in the
IoV to minimize content loading latency for vehicles, which is based on vehicle-to-vehicle
communication. We propose a delay-aware content caching (DCC) algorithm in the IoV,
which consists of vehicle associations, content caching and optimization of pre-caching
solutions. First, the delay-aware vehicle associations (DVAs) algorithm is proposed to
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optimize vehicle associations. Hence, based on the results of vehicle associations, content
caching decisions are optimized in two network scenarios according to the availability of
handover vehicles.

In paper [21], efficient task offloading schemes in vehicular boundary computational
networks are studied. Vehicles optimally perform offload time choices and communication,
and computational resources, vehicle mobility and maximum task latency are taken into
account. To minimize system costs, including the cost of required communication and
computational resources, the offloading scheme is first analyzed in a scenario with inde-
pendent MEC servers. The offloading tasks are handled by MEC servers deployed at the
access point (AP) independently of each other. A mobility-aware task offloading scheme is
proposed. Then, in a collaborative MEC server scenario, MEC servers can further offload
collected offloading tasks to neighboring servers at the next AP in the direction of vehicle
traffic. A location-based offloading scheme is proposed. Both scenarios mainly consider the
trade-off between task latency and required communication and computational resources.
The numerical results show that the proposed schemes can effectively reduce the system
cost while the latency constraints are met.

A detailed review of the application of the cluster approach to solving problems in
VANETs was given in [22–24]. Separate clustering solutions were obtained in [25–27]. In one
study [25], the FOREL clustering algorithm was applied to minimize the data delivery delay.
The delay component was considered, which was characterized by the propagation time of
electromagnetic or optical signals in a dynamic system. Optical cable communication lines
were considered as the propagation medium. However, this architecture did not take into
account the problems associated with the fact that cable lines are laid along existing roads,
which cannot always be specified by a straight-line segment. In [26], the authors proposed
the use of spectral clustering. The objects of the study were vehicle-to-infrastructure and
vehicle-to-vehicle links in a multi-lane highway scenario, where an RSU network provided
coverage. A mechanism for the optimal selection of TCs that have a quality connection
with RSUs was proposed, which allowed unloading of TCs with a low signal-to-noise ratio.
Numerical simulation results were given, demonstrating a significant improvement in
the overall performance of the dynamic system. The authors of [27] studied a city model
that focused on the effect of preemptive caching on unclustered and clustered schemes.
It was shown that the clustered caching scheme was the more efficient as more RSUs
were included in the cluster. In this regard, it is important to test whether clustering will
minimize the overall computational latency of the edge devices.

Below, in Table 1, we summarize the approaches to solving this class of problems.

Table 1. Overview of the existing solutions.

Papers Time Loss Data Loss Clustering Caching Energy

[8,9] + +
[10] + + +

[11–14] + +
[15] + +
[16] + + +

[17,18] + +
[19,20] + +

[21] + +
[22–24] +
[25,26] + +

[27] + +
this paper + + + +

As can be seen from Table 1, the reviewed works provide a partial analysis of the
parameters and constraints arising in the design of the VANET system, so a comprehensive
approach to the analysis of parameters the authors consider relevant.
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3. System Model

Suppose the city model is defined by the Manhattan mobility model in a rectangu-
lar metric (L1-metric). The distance between two points with coordinates A(x1; y1) and
B(x2; y2) in this model was calculated using the Formula (1)

d(A, B) = |x2 − x1|+ |y2 − y1|. (1)

The city highway system forms a grid with horizontal and vertical elements. Two-way
traffic is organized on each street. In addition, we assume that the mobility model is
considered in 2D. This assumption is considered by the authors as a significant limitation,
because the model will seriously change when considering the third (vertical) component,
as it will be necessary to additionally consider the reflection of signals from buildings and
moving cars. Here, we will limit ourselves to the consideration of the two-dimensional
model in L1-metric, additionally assuming that the difference between the height of the
car and the RSU is zero. The study of three-dimensional models is the direction of further
research. A set of V OBU-equipped vehicles travel through the city, where each OBU selects
the shortest route to travel from the start point to a predetermined destination. Before
starting, each OBU generates its own individual route.

Consider a set of S RSUs located in the middle of each segment between two intersec-
tions. Each RSU s ∈ S is equipped with a limited Zs size cache, which is used to cache
processed data. We considered that each RSU has a coverage area in the form of a circle
with a diameter of Ls.

Vehicle speeds are a stream of independent, equally distributed random variables.
These velocities are distributed over a truncated normal distribution law. Let the speed u
of each OBU in a section of the road (within the range of one RSU) be in the range from
pre-set minimum to maximum speed, that is, umin ≤ u ≤ umax.

The velocity distribution density function u with average µ and σ2 dispersion is given
by Formula (2) in [28]:

ϕ(u) =
2

σ
√

2π
e−

(u−µ)2

2σ2 · 1

er f
(

umax−µ

σ
√

2

)
− er f

(
umin−µ

σ
√

2

) , (2)

where er f () is the normal distribution function or Laplace function.
The OBU interacts with the RSU through the exchange of data blocks, for example,

information about the congestion of a section of the road on the route. Let each OBU and
each RSU form information as a vector M of uncorrelated data elements M = {1, 2, . . . , m}.
Assume that all data items have the same C byte size. Each RSU serves the connected OBU
at αs bytes per second.

For numerical modeling, we assumed that the random variable specifying the prob-
ability that the cell of tuple M can be requested by OBU is given by a Zipf distribution,
calculated using Formula (3).

p(i) =
i−A

∑m
k=1 k−A , (3)

where A is the distribution asymmetry coefficient and corresponds to the loading degree
of the vehicle system. The average value of the amount of query to be processed by the
OBU–RSU system can be calculated as a mathematical expectation of a randomly generated
quantity, and is given by Equation (4).

D(i) =
m

∑
k=1

C·p(i). (4)

The location and number of OBUs involved in the model in question vary dynamically
over time. Therefore, it is necessary to update the data in the RSU with some frequency,
requesting it from the MEC server. Let the processing time of the request from a particular
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OBU over the data block i be t(0)i , if the data in that memory location are current, and

t(0)i + t(1)i , where t(1)i is the time required to update the out-of-date data, if the data are
irrelevant and need to be updated.

Assume that each RSU can serve the OBU sequentially. Each road infrastructure device
can simultaneously process up to two requests from the OBU. To support V2X applications,
IEEE developed the IEEE 802.11p standard in 2010. These systems do not meet the very low
data latency requirements of today’s V2X applications. The new IEEE 802.11bd standard
has an important advantage in the form of channel connection technology. This technique
allows data to be transmitted over two adjacent channels simultaneously. This increases
the data rate and can reduce delays and packet loss [29], based on the effectiveness of
standards from IEEE 802.11.

If the OBU leaves the RSU coverage area, the interaction is terminated. The OBU can
connect to the next RSU if it is free. It is believed that the RSU, when finished with any
OBU, can start servicing the next instantly. Blocks of data that were not fully processed in
the information interaction with the previous OBU are lost.

If the OBU speed on a section of the road served by the RSU s is ui m/s, and the
coverage area of this section is Ls meters long, then the maximum number of requests that
the RSU from a particular OBU can process is calculated using Formula (5).

k =

⌊
Ls

ui·αs

⌋
. (5)

Let us introduce a loss function for query processing in the OBU–RSU system. Let the
OBU at number i form a request D (i), then the interaction loss on the length portion of the
Ls will be calculating using Equation (6).

V(i) =
{

D(i)− C·k, C·k < D(i)
0, C·k ≥ D(i)

(6)

If some of the requested information needs to be updated, then the total interaction
time is given by Equation (7):

k

∑
i=1

(
t(0)i + γ·t(1)i

)
≤ Ls

u
, (7)

where γ = 1 if the data are outdated and γ = 0 if the data do not require updating for each
pair of vehicle RSUs.

The diagram of solving the task is shown in Figure 1.
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4. Delay and Energy Consumption Analysis
4.1. Analysis of Delays

Consider the movement of vehicles in the urban transport network as a dynamic
system. Let the urban network be a system of intersecting roads at right angles, as shown in
Figure 2. The RSUs are located in the middle of each road section between two neighboring
intersections (the symbol
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is a graphic notation for RSUs), and we assumed that the
coverage area of each RSU was the entire road section between the two intersections.

During the simulation, a random stream of vehicles is generated, which is processed
by the system. If the RSU is free, the vehicle begins to interact with it. If there is no contact
(RSU is busy or not functioning), the vehicle moves according to the previously planned
route with constant speed on this section of the road and searches for a free RSU. After
finding a free RSU, the vehicle begins interaction with it.
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Before optimizing the network, choosing the optimal location of the RSU, dynamically
rearranging the routes of vehicles in accordance with the road situation, changing the speed
of vehicles depending on the speed of traffic, etc., you must first determine whether the
created system can work under the given conditions.

Let us make some additional simplifications to build a workable model. Let each
vehicle vi request a predetermined number of information blocks kvi ≤ m in the range
from kvi

1 to kvi
2 , denoted by Mvi =

{
mvi

1 , mvi
2 , . . . , mvi

kvi

}
. If, when moving along the route,

the requested block of data is processed and the response from RSU is received, then we
consider that the number of unprocessed blocks of information is reduced by one. This
approach will further allow us to interpret the received data as information on the traffic
situation at the nearest intersection in order to select the optimal vehicle speed or realign
the current route to reduce the traffic intensity at a busy intersection.

When analyzing the network bandwidth, we assume that the cache size Zs of each
RSU is the maximum amount of Cm information processed. This allows monitoring of
the memory overflow and selective deletion of data already stored on the RSU. At the
same time, it is worth paying attention to the following important aspect: if n vehicles
consistently turn to one data block, then, interpreting the information as a road situation
at the intersection, the OBUs of these vehicles will send all vehicles to this intersection,
forming congestion. Therefore, it is necessary to introduce some restrictions F on the
number of calls l to each block of information before it is forcibly updated. We considered
l ≤ F. In this case, we additionally introduced the restriction T on the “lifetime” tmi of the
mi data, considering tmi < T.

As an assessment of the effectiveness of the system, we calculated the percentage of
unprocessed requests generated at the initial stage by the vehicles.

This potentially led to a decrease in the efficiency of traffic organization. To reduce
the number of unprocessed queries, we took a cluster approach to solving the problem
in question.

The use of clustering in problem solving in VANET caused the authors to conduct
simulations using a cluster caching scheme. Suppose that each RSU group can be a cluster
with a memory sharing property. Otherwise, the cluster elements communicate with each
other to serve any connected OBU in the coverage area of the cluster with a time delay less
than that of the individual element, due to the increased amount of computing power and
the amount of local cache. As an example, consider the RSU cluster {s1, s2, s3}, as shown
in Figure 3.
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Additionally, note that the internal communication of the elements of one cluster is
controlled by base stations (BS), also placed in Figure 3. In this case, the connection of
RSU-BS can be carried out both via Wi-Fi, and, for example, using fiber-optic connection.

When OBU vi connected to RSU s1 requests a data item mj, RSU s1 checks its local

cache. If the requested data item is found, it is delivered after t(0)i seconds. Otherwise, RSU
s1 checks the cache of other cluster elements, that is, s2 and s3, to deliver the requested data
element in τ seconds. If the requested file is not found in any of the cluster elements, the
requested data element is delivered to the OBU in t(1)i seconds. Let us perform clustering
by merging RSUs in two ways: by pairs (Figure 4a) and by fours (Figure 4b).
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4.2. Energy Consumption

An important aspect of the solution of the problem under consideration is the value of
energy costs to maintain the functioning of the OBU–RSU system. It is worth assuming
that with the advent of clusters, the number of parallel requests between local edge devices
may significantly increase. This is due to an increase in the number of computational
tasks solved on the RSU. Data exchange in the OBU–RSU system, as well as RSU–MEC
interactions, will be added to the interaction within the cluster to which the RSU belongs.
At the same time, we should expect an increase in the number of calculations and the value
of energy costs for maintenance of the info-communication network.

As before, we assumed that each OBU had M independent computational tasks to be
performed. We considered a tuple {Dij, cij, timeij} to solve each jth task by the ith OBU-RSU
pair, where Dij is calculated using Formula (4), cij is the total number of CPU cycles needed
to solve a particular jth task and timeij is the allowed time to solve the jth task for the ith
OBU-RSU pair.
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We can distinguish three types of computational task executions: local, cluster and
remote. In each of these cases, energy costs will be different.

Consider the local execution of the task. In this case, all interactions take place directly
in an OBU–RSU pair; that is, all necessary data are already in the RSU cache. In this case,
the consumed energy can be calculated using Formula (8):

EL
ij = σi·cij, (8)

where σi is the coefficient, which denotes the energy consumed per processor cycle, and
depends on the architecture of the RSU computing system. We took σi = 10−11( fi)

2,
where fi is the computation capability (number of processor cycles per second). In [30],
information about the relationship between processor frequency and the number of cycles
per unit of energy consumption is given; the value fi is called the computing frequency.

Separately, we considered cluster and remote solutions of computational problems
and obtained the corresponding formulas.

If we consider the interaction in the OBU–RSU system without cluster partitioning,
the total energy expenditure for solving each jth task by the ith pair is calculated using
Formula (9):

EnC
ij = σi·cij + (p A

i ·T
down
ij + pD

i ·T
o f fc
ij

)
·αij, (9)

where pA
i is the receiving power of the RSU computing device, Tdown

ij is the RSU receiving

time, pD
i is the MEC transmission power, To f fc

ij is the MEC transmission time and αij is a
number taking the value “1” if the requested data are stored in the RSU cache and “0” if
the data require updating or are absent.

If we consider the interaction in the OBU–RSU system using the partitioning of
RSUs into clusters with n elements in each, in order to minimize data loss during OBU
maintenance, the total energy consumption for each jth task by the ith pair could be
calculated using Formula (10):

EC
ij = σi·cij + nE0+(p A

i ·T
down
ij + pD

i ·T
o f fc
ij

)
·αij, (10)

where E0 is the energy consumed to perform one request for data availability inside the
cluster, pA

i is the receiving power of the RSU computing device, Tdown
ij is the RSU receiving

time, Tdown
ij is the RSU receiving time, pD

i is the MEC transmission power, To f f c
ij is the MEC

transmission time, and αij is a number taking the value “1” if the requested data are stored
in the RSU cache and “0” if the data require updating or are missing.

The total resource cost of each jth computational task of the ith OBU-RSU pair in terms
of energy consumption can be defined by Equation (11):

E = ∑
i,j
((1− β)EnC

ij + βEC
ij ), (11)

where β = 0 if the clusterless model is chosen, and β = 1 if clustering is used.
Due to the fact that in [31,32], it was shown that with the enlargement of clusters,

reducing their number, the percentage of serviced OBUs increased, let us introduce the
concept of average energy consumption per cluster E

n , where n is the number of cluster
elements, that is, the value characterizing the average energy per cluster.

Combining the results of the analysis of the optimization problem in Section 4.1, we
formulated the extreme problem using Equation (12).

minimize E/n
n

minimize
m

∑i D(i)
∑i V(i)

D(i) ≤ LS
ui
·αs

(12)
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5. Simulation Algorithm

Numerical modeling was performed using the Python programming language. The
random flow of vehicles with a given distribution was generated using the cross-platform
Godot Engine. The code of the authors’ program of the proposed method is given in [33].
Using your own program code allows you to manage program functionality independently,
have a transparent structure, utilize open-source component code and minimize scripting
delays by minimizing the often-superfluous functions of known program modules. The
developed program was highly specialized, and therefore allowed the most effective
solution of the formulated problem. We considered the road network shown in Figure 5.
We assumed in the simulation that the starting position, from which all vehicles start, was
located in the center of the map (in the figure, this place is marked with a
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A brief diagram of the algorithm is shown below (Algorithm 1). At this stage, the
authors do not aim to obtain an effective algorithm for solving the problem, taking into
account computational or temporal complexity. Here, we only analyze the model; the
search for efficient solutions is the direction of further research.

Algorithm 1: Cluster-based V2X algorithm with a shared cache

Input : V, m, LS, f , t(0)i , t(1)i , F, T, pA
i , pD

i , cij.
Generate a random flow of vehicles
Make clusters
while V in road:
for i in range(V):

Generating a set of requested data
Compute D(i)
for j in range(M):

if no_clusters:
Interaction of the vehicle with RSU

Compute V(i)
Compute E(i)

Sum(E(i)) += SumE; Sum(V(i)) += SumV
If not no_clusters:

Interaction of the vehicle with RSU
Compute VC(i)
Compute EC(i)

Sum(E(i)) += SumEC; Sum(VC(i)) += SumVC
print (SumE-SumEC, SumV-SumVC)

Consider a realistic urban scenario whose configuration is determined by the user,
in which the system has a varying number of vehicles from low density (10 cars) to high
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traffic density (800 cars), from 4 to 64 RSUs depending on the city plan, a dynamically
changing number of base stations depending on the number of clusters and 1 cloud server.
The length of one block is 0.2 km. In the simulation scenario, for simplicity, we consider
a single-lane stretch of road with multiple intersections, as shown in Figure 5. For V2I
communication, the range of each RSU is 200 m, and a vehicle can send a content request
as soon as it connects to one of the RSUs. It is assumed that each RSU covers the road and
has some overlap in radio coverage with the RSU located in the middle of the next block.

We used the following parameters (Table 2) to perform numerical simulations. In our
numerical study, we attempted to be as close to the IEEE 802.11 p/bd [34] as possible, in
particular for the radio and antenna parameters. The “free” parameters have been chosen
such that they reflect the most interesting simulation conditions. The choice of simulation
parameters in this paper is conditional; researchers can independently perform calculations
using the program developed by the authors and posted on GitHub [33].

Table 2. Parameters and values.

Parameter Value

Set of vehicles (pcs.) V 800
Set of RSUs (pcs.) S 64

Maximum cache memory size
sth RSU (MB) Zs 2048

Diameter of the coverage area of the sth
RSU (m) Ls 200

Data block for exchange in the
OBU-RSU system M = {1, 2, . . . , m} 20

Packet size (Byte) C 255
Data rate (Mb/s) αs 3375 (27 Mbit/s)

Minimum speed of vehicles on the
road (km/h) umin 20

Maximum speed of vehicles on the road
section (km/h) umax 60

Average processing time per request (s) t(0)i
0.1

Time required to update obsolete data (s) t(1)i
1

Maximum number of accesses to the cell
before updating (pcs) F 3

Data update period in the cell (s) T 10
Minimum number of requested data

cells (pcs) kvi
1 1

Maximum number of requested data
cells (pcs) kvi

2 12

Cluster task energy (watt/s) E0 ∈[20, 80]
RSSI (mW) pA

i 5·10−8 (−73 dBm)
Transmit power (mW) pD

i 200 (23 dBm)
Frequency band (GHz) f 5.9

6. Numerical Results and Discussion

We sequentially conducted numerical simulations in different variants of the initial
conditions: without cluster division with one and two connected devices to one RSU, with
cluster division of two elements in a block with one and two connected devices to one
RSU, and with cluster division of four elements in a block with one and two connected
devices to one RSU. In each option, simulations were run 10 times based on the parameters
shown in Table 2. The numerical simulation results showed that when the vehicle flow
was generated 11 or more times, the percentage of unprocessed requests coming from the
OBUs changed only slightly. A 10-model simulation was sufficient to obtain the necessary
accuracy in evaluating the efficiency of the approach under consideration.

The average percentage of unprocessed requests (the calculation was performed using
the arithmetic mean formula) was 48.23%. The percentage of unprocessed requests was
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quite high; therefore, a significant portion of vehicles moved uncontrollably, not correcting
their route depending on the road situation. This potentially led to a decrease in the
efficiency of road traffic organization. To reduce the number of unprocessed requests, we
applied the cluster approach to solve the problem in question.

The average percentage of unprocessed requests in the case of using the cluster
approach was 32.16% and 22.54%, respectively, indicating a reduction in the total processing
time of tasks on boundary devices compared to the traditional model considered earlier.

Similarly, numerical simulations for two sub-connections were performed, and the
average number of losses was calculated. The average values of losses were, respectively,
18.01%, 5.18% and 1.49%. As a result, the use of a more modern type of communication
allowed a significant gain for each of the considered systems of management organi-
zation of the RCS system. Figure 6 shows the results of comparative modeling of all
considered models.
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Figure 6. Average percentage of losses at 10 iterations.

The horizontal axis shows the sequence number of the iteration of numerical modelling
of vehicle flow, and the vertical axis shows the percentage of unprocessed queries in the
OBU–RSU system interaction. As can be seen from the presented graphs, combining RSUs
into clusters allows a significant gain in the percentage of successfully processed queries.
This result confirmed the conclusions drawn above. In this case, the more elements that are
combined into one cluster, the higher the efficiency of system management.

It should be noted that the technical characteristics of modern means of communication
do not allow the combining of all the RSUs into one overall structure, due to which it is
necessary to utilize cluster division in accordance with the spatial location of the devices
of edge computing. The presented graphs show that data transmission over two adjacent
channels simultaneously allows us to significantly reduce the percentage of unprocessed
requests generated by OBUs. In this case, the use of the cluster approach significantly
reduced the value of losses in each of the cases under consideration.

Summing up the intermediate results, the most efficient in terms of data loss was the
model with two-channel connection and partitioning of RSU into clusters of four elements,
and the most inefficient was the classic single-channel scheme.
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For qualitative comparison of the results, we calculated the average percentage of data
block losses over 10 generations of a random flow of vehicles, and the sampling variance of
these losses. A comparative analysis of the parameters under different conditions is shown
in Table 3.

Table 3. The results of numerical simulation of vehicle flow in the road network.

Model Average Percentage Sampling Variance

No cluster, 1 connection 48.23% 1.29
Cluster by 2, 1 connection 32.16% 2.35
Cluster by 4, 1 connection 22.54% 4.66
No cluster, 2 connections 18.01% 2.10

Cluster by 2, 2 connections 5.18% 1.74
Cluster by 4, 2 connections 1.49% 1.08

It may be noted that using any of the considered clustering schemes allows us to
reduce the percentage value of losses by an order of magnitude. In this regard, it is worth
taking a comprehensive approach to analyze and build a model for its effective functioning.

Additionally, it should be noted that the value of sampling variance, which char-
acterizes the dispersion of values relative to the average, is much smaller when using
standard IEEE 802.11bd. This suggests that the results obtained using the abovementioned
scheme are more resistant to external factors. The use of the scheme with two channels
of simultaneous OBU and RSU interaction is more stable for the implementation of the
interaction of elements of the dynamic system.

Although the use of new upgraded communication network standards and clustering
reduces the amount of data loss when modeling the OBU–RSU system, the structural and
functional complexity leads to increased power consumption.

Due to the fact that energy costs are highly dependent on the conditions under which
the system functions (environmental impact, energy costs and associated costs), let us
analyze energy consumption in relative terms. Let us assume that the cost of maintaining
the system in a no-cluster scheme with one connection is 1. The remaining results are
shown in Table 4.

Table 4. Average energy consumption in all schemes under consideration.

Model Average Energy Consumption

No cluster, 1 connection 1
Cluster by 2, 1 connection 1.73
Cluster by 4, 1 connection 2.85
No cluster, 2 connection 1.79

Cluster by 2, 2 connections 2.66
Cluster by 4, 2 connections 3.97

The results are presented as graphs. The horizontal axis shows the percentage of losses
and the vertical axis shows the relative value of energy costs. As can be seen in Figure 7,
the use of a dual-channel connection to the RSU requires an increased load on the power
system compared to the single-channel connection.

We then carried out an analysis of energy consumption, taking into account the cluster
partitioning. On the horizontal axis, we plotted the number of elements in the cluster,
and on the vertical axis, we plotted the relative value of energy costs. The trend line
corresponded to the exponential growth in energy costs with the increase in elements in
the cluster (Figure 8).
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Based on the above, it is necessary to find a balance in the number of clusters, based
on the tasks assigned to the system.

In recent years, V2X communication technology in intelligent transportation systems
(ITSs) has gained tremendous interest because it can potentially meet today’s ITS needs,
reduce the load on the transportation network infrastructure, improve road safety, ensure
driving comfort, provide an alternative emergency communication system in case of natural
disasters and provide a high degree of vehicle automation. To design vehicles with high
levels of automation (eyes-off and mind-off), the vehicle must be able to process large
amounts of real-time data related to the recognition of nearby objects, accidents, navigation
tasks, etc. However, the computing resources of some existing vehicles are too limited to
run such applications. At the same time, any disruption of system operation and stability
can endanger people and machinery on the road, as well as create high costs for system
recovery and support, which places the issues of reliability of transmitted data and ensuring
high ITS performance in the foreground. Based on the analysis presented in this article,
we can conclude that the use of clustering and more modern ways of organizing the
connection of system elements will optimize and accelerate the operation of intelligent
transport systems.
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7. Conclusions

The proliferation of modern technologies in road transport, such as connected vehicles
and autonomous vehicles, requires the solution of a number of problems to improve the
efficiency of interactions between vehicles and elements of the stationary infrastructure.
The problem is that with high traffic volume, the capacity of the information processing
and transmission system does not always ensure traffic safety.

There are two main ways to solve this problem: first, by improving the technical
characteristics of the equipment used (in particular, by building networks based on the
new 5G mobile communication standard) and second, by improving the organizational
and algorithmic support of VANET functioning.

This article presents the results of a numerical simulation confirming the high efficiency
of the use of clustering in solving the problems under consideration, and the evaluation of
the efficiency of energy consumption of the system.

In this case, the emergence of new technical solutions related to the implementation
of the IEEE 802.11bd industrial standard, which implies dual-channel operation, can
significantly improve the results. In particular, it was shown that the transition to the use
of dual-channel data exchange devices gives a greater gain in performance compared to
clustering on single-channel devices. At the same time, there is a significant increase in
energy costs. Therefore, using a better circuit is worthwhile, adjusting its parameters to
the specific task to be solved. New technical solutions provide new opportunities for the
formation of information–algorithmic support of V2X systems and may lead to the need to
adjust their functioning schemes.

The problem of synthesizing a loss-optimal system becomes less definite, because
branching occurs in its solution. Depending on the numerical values of the parameters with
which the simulated system is described, it may be more effective to use both two-channel
devices and clustering.

Summarizing all of the above, we can note a number of advantages of the considered
approach: (1) the considered scheme allows a significant reduction in the percentage
of unprocessed requests coming from OBUs to RSUs when using clustering and more
modern types of connections; (2) the use of dual-channel connection will not only greatly
reduce data loss, but also reduce the relative power consumption compared to a single-
channel connection. However, it is necessary to note the significant disadvantages of the
method, which consist of the limitations of the considered mobility model: (1) the choice of
rectangular metric; (2) multiply increasing the complexity of the model architecture during
the transition to three-dimensional space; (3) the static structure of the model.

The direction of further research is to analyze the optimal placement of RSUs, taking
into account the road conditions, dynamic restructuring of the route of the vehicle based
on the information received from the RSU and the analysis of the optimal partitioning of
RSUs into clusters to maximize the capacity of the transport network, taking into account
the technical limitations imposed on the network equipment.

The implementation of the proposed approach, developed by the authors, is freely
available on GitHub [33].
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