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Abstract: In this study, we investigated a new zeta formula in which the zeta function can be
expressed as the sum of an infinite series of delta and cosine functions. Our findings demonstrate
that this formula possesses duality characteristics and we established a direct connection between
the Riemann hypothesis and this new formula. Additionally, we explored the behavior of energy
or particles in quantum physics within the proposed mathematical model framework based on the
new formula. Our model provides a valuable understanding of several important physics inquiries,
including the collapse of the wave function during measurement and quantum entanglement, as well
as the double slits experiment.

Keywords: zeta function; Riemann hypothesis; duality; wave collapse; entanglement; double slits
experiment

MSC: 11M06; 11M26

1. Introduction
The zeta or Dirichlet series can be expressed in the following form,

[e0]
ZE:F_F?_FS—S—}-H- seC. 1)

It generally takes a function form as [ x™° Y f(x,n) dx [1,2]. The significance of

this function can be observed in both appﬁed scientific fields and mathematics [3]. Its
importance dates to the nineteenth century, when mathematicians sought to understand
the distribution of prime numbers. One of the major advantages of the zeta series is that its
product formula includes all prime numbers as factors,

> 1 1 1 1 -1 1 1
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This is known as Euler’s product formula. In 1859, the German mathematician Rie-
mann utilized this formula to establish a relationship that expresses the distribution of
prime numbers, denoted by the 7(x) function,

o~ [ ®

2 Int

The 77(x) function determines the number of primes less than or equal to a real number
x € R. Using Euler’s product formula, Riemann transformed the zeta series into a function
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and established that it is a polynomial function. He then computed the roots (zeros) of
this polynomial and conjectured that all of these zeros have the form s = 1/2 + it, where
t is a real number. While these zeros have different imaginary parts, they all share the
same real value, $(s) = 1/2. These roots are known as the non-trivial zeros (Note that
the zeta function has two types of zeros depending on the region of definition. For the
region R(s) ¢ [0, 1], it equals zero for the values s = —2, —4, —6, ... and these zeros can be
easily calculated. However, for the definition region 0 < R(s) < 1, the zeta function has
another type of zero known as the non-trivial zeros, which are mentioned in the Riemann
hypothesis. It is important to note that these non-trivial zeros are specific to the zeta
function as a function.). The Riemann hypothesis states that all non-trivial zeros of the zeta
function lie on the line R(s) = 1/2 (see [1,4]).

In 1914, Hardy provided a significant result regarding the non-trivial zeros of the zeta
function. Specifically, he proved that there are infinitely many roots of {(s) = 0 on the
critical line R(s) = 1/2, as noted in [1,4]. This was a groundbreaking result, as prior to the
numerical work of Gram and Backlund, it was the first concrete result concerning zeros on
the line [1]. Further progress was made in this area, as noted in [4], where it is mentioned
that Selberg demonstrated that a positive proportion of the zeros of {(s) lie on the critical
line [5]. Levinson subsequently elaborated upon Selberg’s work by proving that % of the
zeros lie on the critical line [6]. Most recently, Conrey showed that % of the zeros lie on the
critical line, which is considered the best and most recent result in this area [7].

The unexpected appearance of the zeros of the Zeta function in the field of nuclear
physics was first discovered by Montgomery in 1973. He linked these zeros to random
matrices, which are commonly used to model the nuclear energy levels for higher excita-
tion [8]. Montgomery suspected that the local fluctuation properties of the zeros on the line
R(s) = 1/2 were the same as those of the eigenvalues of these matrices [8]. Subsequently,
Odlyzko conducted a numerical study of the distribution of spacings between the zeros of
the Riemann zeta function and demonstrated that these zeros behave like the eigenvalues
of random Hermitian matrices [9]. Applications of random matrices have since appeared
in many areas of applied physics, particularly in relation to atoms and molecules [10]. This
has led to the expansion of the applied areas of the zeta function beyond pure mathematics.

This study was divided into two parts. The first part involves the derivation of a novel
formula for the zeta function, called the Zeta-cosine formula, which serves as the main
focus of the research. The Zeta-cosine formula is primarily applicable in the strip region
0 < R(s) < 1 and can be extended to cover the entire s-domain. Next, the Zeta-cosine
formula was tested by deriving formulas for the Zeta function that are already known to
assess the reliability of the new formula. Furthermore, it will be proven that the Zeta-cosine
function is only defined for £(s) = 1/2 in the strip region (as per Theorem 2), and that
may prove the Riemann hypothesis.

In the physics section, we will explore the application of the zeta function as a mathe-
matical model in quantum physics. We will discuss the various aspects and possibilities of
the model to verify the following concepts:

*  Planck’s law and exploration of the concept of wave—particle duality.
¢  Heisenberg’s uncertainty principle.

*  Superposition and states.

*  Entanglement phenomenon.

*  Double-slit experiment.

Although there are many formulas developed for the zeta function, the new formula
introduced herein is the first to express the zeta function as the sum of an infinite series of
delta and cosine functions, which can provide a duality in mathematics. By inspecting the
application of the new formula of the zeta function in the main concepts of quantum physics,
this study offers a novel perspective and potential insights into the interplay between
mathematical formulas and physical phenomena. It aims to contribute to the advancement
of both mathematical and physical understanding in the realm of quantum physics.
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2. Development of New Zeta Formula

In this section, the new zeta formula will be derived starting with the following theory:

Theorem 1. For s € C, the Dirichlet series form of zeta function,

1 1 1 1 = 1
g(s):F+§+§+...+F+...:Z%E (4)
n=
can be expressed as
s—1
I(s) = 2 +/ x°2 Z cos 2rtmx dx (5)
m=1

Proof. The approach involves utilizing the integral representation of the combination of
I'(s) and ((s), followed by extracting the I'(s) function from the right-hand side of the
integral and then canceling it from both sides. This leads to a new form of {(s). We have
the gamma function as:

I'(s) = /0 £t dt (6)
By combining the gamma function with zeta, we get
I(s)) n*= /0 LY e dx (7)
n=1 n=1
or )
[ee] xS—
LEs) = [ S dx ®)

Now, our next step is to extract the gamma function from the right-hand side of the integral,
giving us

00 45— 1
LE)s) = [ o dx
x5~ 1p— %
/ Zsmhg
)
© 1 xf1 > (—l)’”x
s—1
- Sy DX Ny
/0 e 2<x+ m21x2+(27tm)2> *
— (s 1) 42 Y flm/oo S S S
S A T

Next, by making the internal terms a Laplace transform, we get

[(s)g(s) =2°"" I s)l / 13 ('/Ooo e cos 2rrmt dt)dx x>0
. (10)
_ 1118 )™ 0 s-1 —x(t+3)
=2 1 +2 Z '/0 /0 e cos2rtmt dt dx
By taking the integration with respect to x, we obtain
F ad o 1\ s
s—1 -
F(S)g( ) 2 ; s /0 (t + 2) cos27tmt dt (11)
On setting y = £ + 3 , we obtain
s—1 r( ) « —s - _1\m _1
Me)2(s) =27 0 var(s) [Ty Y (<) eos prmy )]y (12)

m=1
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since form=1,2,3,...
Y (=1)"cos [2m(y — 5)] = Z ™ cos (2rtmy — 7tm)
m=1 : (13)
= Z cos 27tmy
Hence
I'(s o >
I(s)l(s) =2°" ls( )1+2T( )/1 vy Y cos2mmy dy (14)
2 m=1
By removing gamma from both sides, we obtain
2s—1 ) o
l(s) = +/1 y 2 2 cos 27tmy dy (15)
-1 2 m=1
O
Corollary 1. Fors € C, we have
{(s) = / x°2 )" cos2mmx dx (16)
0

m=1

Proof. Since 2) cos(2rmx) = —1 for (x — [x]) [11] (Page 61). The first term in (15) in the
right-hand-side can be expressed as

1

s—1 1 1 %)
52 1= /2 x ¥ x(—1)dx = /2 x 52 Z cos 2mtmx dx R(s) <1 (17)
- 0 0 m=1

Therefore,
l(s) = / x7°2 ) cos2mmx dx (18)
0 m=1
O
We claim that the function defined for 0 < R(s) < 1. To test this hypothesis, we will
use the function to derive some zeta function relations that are already defined in this strip

region as will be provided in the next subsections. To do this, we will use the fact that the
kernel function in Equation (18) can be written in the form

(e )

2 2 cos(2mmx) = 2 X —n) (19)

m=1 =

where Y 7”1 6(x — n) is the Dirac comp starting from n = 1. Then, Equation (18) can be
re-written as
Z/ [6(x —n) —1] dx (20)
n=1

2.1. First Test

Here, we want to derive the following equation (see Titchmarsh [2] ch2):

e*x—1 «x

T(s)Z(s) = /0°° xs—1< LI 1) dx 0<R(s) <1 1)
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Proof. By multiplying {(s), the new form, with I'(s), we get

T(s)(s) = (/O“’ ol dx) (i/ow 5 [6(t —n) — 1] dt) (22)

By setting x = ty, we obtain

/0 v 1 Z/ W5t —n) dti/o e Vi x (1) dt) dy (Laplace Transform £{1})

2.2. Second Test

Here, we derive Hardy’s equation (Hardy derived this formula while attempting to
prove the Riemann hypothesis and demonstrated that there are an infinite number of zeros
for zeta on the vertical line s = % + it (Edwards [1])).

n=—oo

n*%r(%)g(s) = 26(s) / ( Y e ] x> dx  0<R(s) <1 (23)

Proof. First, we need to define

F(%) =273 / Lo gy (by using x — 7rx? in gamma integral) (24)
0

By multiplying the new form of {(s) with I'(5), we get

Hz) (””2:/) “¢m><2:/ tE[o(t—n) _Hdﬁ

For x = ty, one obtains

) /oo eV 5(t—n) dt — /:o e Y % (1) dt) dy

—0 /0 —1 /0
n=0 n=1 (25)
— 27.[% / ys—l (Z e—rmzy2> dy - 2/ ys—] (/ e—ﬂtzyz (1) dt) dy
0 = 0 0
By using the equality
2% e = Y R (26)
n=1 n=—oo

and by setting ¢ = u/y in the second term in the right-hand-side,
nIT(2)0(s) = / ( Yy, e - 1) dy—2 [y (1 [ e du> dy (27)
2 o 0 yJo

Since the integral
ge'e) 1
/ e gy — = (28)
0
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AT(3)E(s) = 26(s) / (i ¢y —1—;> dy  0<R(s)<1 (29)

=—00

However, when applying the new formula to derive the zeta function equation for
{(1 —s), an unexpected result was obtained. So, further development of the equation is
required, as will be discussed in the next subsection.

2.3. The Integral-Pair Form of the Zeta Function

The zeta functional equation is
£(1—s) = 2(271) " cos (75)T(s)5 s) (30)
We want to multiply the new {(s) formula by 2(27r)* cos (5s)I'(s) to get {(1 —s)
and make sure it has the same structure.

Further, to restrict this study to only the strip region, we will define the first part as a
Millen transform for cos 27tx, so

2(27t) "% cos ( = 2/ Veos2mxdx  0<R(s) <1 (31)

Then, we have

hgk

n

{2(271)*S cos (gs)F(s)}g(s) = 2(/0OQ x5 cos2mx dx) (

1/0 u*[o(u—n) —1] du)

On setting x = uy, then
2(277)~ cos (%s)F(s)é(s) -

Zn; /OOO Yl (/Ooo cos (2muy) 6(u — n) du) dy — 2/000 Yl </Ooo cos (2muy) x 1 du) dy
w0 o w0 (32)

= / y* 12 )" cos (27tny) dyf/ ys_l/ e~ x 1 dudy (ET)
0 =1 0 —o0

—/ v {2 ) cos (2mtny) — (y)] dy

This is an unexpected result because it is supposed to be

¢(1—s) Z/ y oy —n) - (1)] dy (33)

Furthermore, the kernel function of the first integral on the right-hand-side resembles
the zeta function, which raises questions about its nature. Therefore, we need to reconsider
the main Function (18) from a different perspective. One way to study this summation is

¢
by considering the summation of ) cos (27tnx) as a geometric series [12]. So, it can be

n=1
calculated as
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N N
Y cos2mx = Re| Y &2
m=1 m=1
ei27rNx _ ei271x
_ 34
“Re( T Y
ei?.rrNx 1
= Re<ei2ﬂx _ 1) + Re(eiZmC _ 1)
Then, for N — oo, the first term,
ei27tNx
I; = lim Re(.)
N—co eizmx 1
_ sin ((N + 1)27x) (35)
N—o  2sin(7x)
1
= E(S(x) for x = [x] (Integer)
The second integral
1
I = Re (eich _ 1)
eirtx 36
—Re[ ——
e(—Zisin(mc)) (36)

i 1
:—ZS;;(E;};)):—Z sin7tx # 0 or x # [x] = |cos2mx| <1

We notice that the first integral I} = %5 (x) in the right-hand-side is defined only

for x = [x], otherwise it will be zero. On the other hand, the second integral I, = —%

is defined for x # [x]. So, I and I, are defined as two different domains. If we define
x = [x] + {x} in the interval [n,n + 1), where [x] and {x} are the integral and fractional
parts of x, respectively, the series could be expressed as two independent functions,

o0 d(x), (x = [x]) = (cos2mtx = 1)
2 ) cos (2mmx) = 37)
= -1, (x ={x})=|cos2mx| < 1

So, the zeta function can be re-written as

Z / (x —n dx+/ [2 Z cos 27me)] dx  (38)

| cos2mx|<1

For the second integral in the right-hand-side, we have

/ x ¥ x (—1)dx = / x° [2 ) cos (anx)] dx (39)
0 70 m=1 | cos2mrx| <1
By setting x — 27tx and using Equation (36), then
/ x5 x (=1) dx = (2m)5! [/ dx—i—/ } (40)
0 0
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On setting y = —ix in the first integral and u = ix in the second one, we obtain
/oo =5 (71) dx = (2 )sfl (7~)571 /71‘00 —s 1 dy + (-)571 /iOO —s 1 d
Jy ¥ x=(2n i A A T A A A L
—jco [eS) ico 0
_ (271)571 I:(—i)51/0 2 —ny dy_,,_ / u=s Z e du:| (41)
n=1 n=1
© ico ico
_ (Zn)s_l Z ns1 [(_i)s—l/o y—se—y dy + (i)s—l/o uSe U du}
n=1

The integrals in the right-hand-side can be solved by selecting an appropriate contour,
and both would equal I'(1 — s) for 0 < R(s) < 1, (see Appendix A); then,

/Ooo x5 x (=1) dx = (2m)*71 {(—z’)sf1 + (i)°~ } (1—s (2 n° >

(42)
=2(27)°" s1n(72r (1—5s) (Zn ) 0<R(s) <1

This is the zeta functional equation and this part 2(277)* ! sin (¥s)I'(1 — s) can be
expressed as a Mellin transform of (cos2mx) for 0 < R(s) < 1, and this term can be
written as

/Ooo x 7% x ) dx = <Z m° ) (/:o x5 cos (27tx) dX) 0<R(s) <1 (43)

or by setting x — mx, then

/:0 x ¥ x (= = Z /oo *cos (2mmx) dx 0 < R(s) <1 (44)

m=1

Then,

E / (x —n)dx+2 2 / ® cos (2tmx) dx (45)

Therefore, the condition of x = {x} in the integral can be achieved by making the
integration first, then the summation. Conversely, if the summation is taken first, then the
kernel should be expressed as (—1). It seems that the convergence in the strip region is
related to the term-wise function in zeta.

Now, back to the problem of the zeta functional equation in Equation (32). For sim-
plicity, (s) will be defined by two functions {(s) ;;, (discontinuous kernel) and {(s)
(continuous kernel) for the kernels §(x — 1) and cos 27tmzx, respectively, then

g(S) = g(s)dis + g(s)con (46)

con

where
T(s)gis = Y, / x8(x—n)dx and  {(8)een=2)_ / x~° cos2mmx dx (47)
n=1 0

Thus,

{227) 7 cos ()T(5) }2(s) = {227) " cos ()T() } (6()ais +E(5)eon)  (48)



Mathematics 2023, 11, 3025 9 of 20
Hence, for {(s) z;;, we get
2(27) % cos (%)F(s)é(s)dis = 2(/ x*~1 cos2mx dx) <Z / (u—n) du)
0
=2 /Ooxs_1 /cos 2rtux)d(u —n) dt | dx
L) [ eos st )
=2) / 1 cos27tnx dx
n=1 0
=C(1—5)con

and for {(s)

cons We Obtain

2(2m)~° cos(%)l*(s)é(s)mn = 2(/0'oo X1 cos2mx dx> <2 Yy / ® cos (2rtmu) du)

m=1

=2 2 / S 1(2 /cos (27tux) cos (2rtmu) du) dx
0

=2 2/ (/ [cos 27tu(x 4+ m) + cos 2rtu(x — m)) du) dx (50)

0

=2) /was—1§ X [6(x+m)+ 6(x —m)] dx

Hence

s—1

x°7" cos (27tnx) dx + 715 (x — m) dx

(51)

2(271)~ cos (%)F(s)g(s) —2)

n=

3
I

1\
3
1[7e

=¢
=¢

This is the anticipated outcome. The zeta function, represented in this way, will be
referred to as the Zeta-cosine form, and its integrals will be called the Zeta integral-pair or
the Zeta function-pair.

Some remarks can be summarized based on the previous results. First, the difference
between this form of {(s) and the original one in Equation (18). Zeta in the Function (18)
is defined for all x = [x] 4+ {x} , while in the Function (45), it separates the definition
of zeta into two separate integrals corresponding to these two parts. In other words,
the second integral in Equation (45) expresses the solution for | cos (271x)| < 1, where all
values of | cos (27tx)| = 1 are excluded as poles. These poles are taken into account in the
first integral in Equation (45) and expressed by the delta function. Second, both integrals
provide a representation of (s) on their own. Hence, the poles of the function contain the
same information as the remaining parts of the function. In other words, the integral of {(s)
can be evaluated for the values | cos (27rx)| = 1 that correspond to the poles, as well as for
the values where | cos (27tx)| < 1. Third, there is a relation between the zeta function-pair,
where each of them is the Fourier transform of the other.

1-— )con C(l - S)dis

(
(1-s)

2.4. The Zeta Self-Operator

The zeta self-operator is defined as the operator, which converts {(s) to its conjugate
{(1 —s) and vice versa. The word “self” is used here because it is a part of the zeta
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functional equation (It can be also named the convert operator because it converts {(s) ;s
to {(s)con and vice versa). It will be denoted by S, and it can be expressed in two forms,
denoted as Ss and S;_;. Their equations are as follows:

Ss = 2(271)~ cos (gs)l“(s) or

> (52)
S1_s = 2(2m)* Lsin (5501 =s)
They take the integral forms
Ss = 2/ “tcos (2tx) dx  (or) Sy = 2/ x~° cos (27tx) dx (53)
The operator S; satisfies the following relation
C(1=s) = 8C(s) (54)
Applying {(s) = (5)ais + {(8)con in (47), we have
SsC(8)ais = C(1 = 8)con  and  Ssl(s)con = C(1 — 5)ais (55)
The Self-Operator as a Unitary Operator
The self operators in general are related as
Ss S1-s =1 (56)
Fors = % + it, it will be a unitary operator, where
e ,l+it * e 7171'15
(2/ x~ 27" cos (27x) dx) = 2/ x~ 27" cos (27tx) dx (57)
0 0
and
(2/ x~ 2 cog (27rx) dx) = 2/ ~37it cos (27x) dx (58)
0
Hence,
(S%ﬂt) <Sl+1t) (59)

In the case of unitary, we will denote it by S.

3. Zeta Function in the Strip Region

In this section, we will start by proving that the zeta function in the strip region is only
defined for ®(s) = 1/2.

Theorem 2. Fors € C, we have
E/ S(x —n dx+22/ Scos (2rmmx)dx  0< R(s) <1 (60)

Which is only defined for R(s) = 1.

Proof. From {(s) equation here, we can write

7(1—s) 2/ ¥o(x—n dx+22/ L cos (2rmx) dx (61)
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However, {(1 — s) can be derived by multiplying the Ss operator by {(s).
As a result of Equation (51), we have

7(1—s) —22/ L cos (27tnx) dx + Z/ "1 5(x —m) dx (62)

So, n and m are equivalent and therefore there is a term-wise equality between both
functions of Zeta. Then, we can write

i (/Ooo O(x—r)dx = 2/ °cos (2mrx) dx) (63)

r=1

or

/ S o(x—r dx—Z/ *cos (27trx) dx reN (64)
0

Forr =1, we get
o0
/ $o(x—1) dx—Z/ *cos (27tx) dx
0

(65)
= 2/ Scos (27tx) dx

The left-hand-side will equal 1 for any value of s, whereas the right-hand-side is solved as
2(27t)~* cos (%5 )['(s) and this term is equal 1 only for R(s) = 1/2. O

The crucial observation here is that this proof relies on both functions of the zeta
formula. The interdependence between these two functions restricts both integrals to be
defined only for $(s) = 1/2. This value is not obtained by solving the integrals or taking
into account convergence conditions, but rather by requiring both sides of the equation to
be equal. Therefore, the difficulty of this problem stems from attempting to solve it with
only one of the integrals, highlighting the difference between the zeta function in this new
form and all other forms.

Corollary 2. Fors = 1/2 =+t in the {(s), the self-operator Ss is always equal 1 regardless of the
t value.

Proof. As the zeta function has term-wise equality, then for the first term (n = m = 1),
we have

/ x V2 S(x — 1) dx = 2/ ~U/24it cos (271x) dax (66)
0
Since the right-hand-side is equal to Sj/,4; and the left-hand-side will be solved as

(1)71/2 (1) = 1 regardless of the t value, this result should be the same for the right-
hand-side. O

This result leads to the next important outcome.

Corollary 3. Fors = 1/2 =+ t in the {(s), prove that the zeta integral-pair are complex conjugate
to each other, where

(/ x1/2+”5(x—1)dx> :2/ x~ /24 cos (27x) dx (67)
0 0

and vice versa.

Proof. Since, in general, we have

22/ ° cos (27tnx) dx—SlsZ/xs 15(x —n) dx (68)
mzlo
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As the integral-pair in {(s) in Equation (45) are equal,
[e9) o [e9) o
Z/x 6(x—n)dx =8 Z/ ¥ (x—n)d (69)
m=17 m=17
Fors = 1/2 + it ,we have S1_; = 1, whatever the t value is. Then,
(e o 1 00 7 1 .
) /x 7 5(x —n)dx =Y /x_7+’t5(x —n) dx (70)
m=1 0 m=1 0

So, the corollary holds. [

This corollary also shows that the relation between the imaginary parts of s in both
integrals is symmetrical. Additionally, the equality of both integrals in Equation (70) does
notmeans = 1/2 —it,§ = —1/2 + it should be identical or —it = it, which means t = 0.
In addition, there is an interesting relation in the next corollary.

Corollary 4. For F(x), the Fourier transform of f(x), for [f(0) = F(0)] we have the equality
/ F(x2) dx = / F(x?) dx 71)
Proof. Since
([T ax)es)
:(/Oooxs f(x) )(Z/ 0 5(t—n) dt+22/ cos 2nmt)> dt
/ g/ f(xt) t—n)dtdx+/ 5122/ f(xt) cos (2rmt) dt dx
,/ {i F(nx) dx+/ { F )}dx

Both integrals in the right-hand-side should be equal and this requires a restricted condition
where the Poisson summation formula is given as [13,14]:

(72)

)+ Z f(n 170) Z J-" (73)
where .
%) :2/ cos2mxt f(1) dt
o (74)
Flx) =2 / cos 2rtxt F(t) dt
0
So, the restricted condition is
1 e s—1 1/00 s—l‘FO 7
z - - 5
[ e roa =5 | (75)

Since both integrals in the right-hand-side are equal, and for f(0) = F(0), this equality is
achieved only for $(s) = 1/2 as follows:
By setting y — 1/x in the right-hand-side integral, we get

“ el :/w s g 76
| o= [Ty ay (76)
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Therefore, the only solution is R(s) = 1/2. By calculating the integrals Equation (75) for
0 < R(s) < 1, we have

a a
lim v ldx = /1 2 dx

a—oo J1
a a
@ —a=S a1 — g—(s=1)
lim =
a—0o S s—1 (77)
s—1 . s—1 _ ;—(s-1)
= lim
S a—oo0 as —a—s

By taking the largest power for both numerator and denominator in the region 0 < R(s) < 1,
then

a1 = g—(s=1) —g—(s=1)

aS

~ lim
a—oo

= lim
a—oo

s—1
s

— lim a‘ZSH’ (78)

as—a—*s a—00

The value of the limit cannot be oo or 0 because R(s) # 0 or 1, therefore, there is only one
solution, which is —2s + 1 = 0, or R(s) = 1. Then, we have a term-wise equality.

Now, by taking the reciprocal of x in the next integral in Equation (72) and for
s=1/2 € R, we get

E([Trv s ae= [Tx12 Fox)ar) )

or

/O.oo x7V2 frx) dx = /Ooo x V2 Frx)dx reN (80)

For the special case r = 1, and by setting x — x?, the equality Equation (87) holds. [

The Relation between Zeta Function-Pair in x-Domain

Referring to the main Formula (45), the variable x in the kernel functions is expressed
in two ways, namely x = [x] and x = {x}, for the first and second integrals, respectively,
which represents the domains of the zeta function, in the x-domain, for its integrals. They
are independent, as shown in Equation (37) but, despite this, each integral has a definite
equivalent image in the other domain, which is illustrated by the relation Equation (69). In
the next theory, we will use this relation to explore the connection between both domains
[x] and {x}.

Theorem 3. For s € C, the kernel function in x-domain for

= Z/xfs x—n dx+22/x cos (2mtnx) dx (81)
m=1} n=1y

spans a complex isometric plane.

Proof. Since we have

i /x*s(s(x —n)dx =381 [2 Y / Lcos (27tnx) dx] (82)
0

n=1

The idea of the proof would be proving that the right-hand-integral in this equality can be
derived by setting x — =%ix in the left hand-integral.
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Since {(s) is only defined for R(s) = 1/2 (Theorem 2) and for that value, we have
S1-s = 1, then the right-hand-integral in Equation (82) will be the same as the second
integral in {(s) formula (same kernel function). Then, for Equation (82), we have

1

6(x —n)dx = /wxfs—/oocos(yx—yn)dydx
HZ]/ Zl 0 27 J-wo

1 00 es) o0 . es) o0
_ —Syxp—iyn g d+/ /
or ;[/0 ./0 x"SeVe xdy+ | ) x

By setting x = iu in the first integral and x = —iv in the second one, we get

(83)
—se—iyxeiyn dx dy

e

=

=55(x — n) dx

3
Il
—

s+1/ / X Se V%, zyndxdj_,’_ s+1/ / x Se Y¥p lyndxdy

s+1/ ys 1 zyn dy:| 0<%(S) <1

3
I
—

Il |
oF B~
Ho e T
— R
ﬁ

2
Il
_

—s+1 —iyn
= / v dy + (

|
—
=
[
L
e

Il
N
|
e L

S—
3

ylemitn=31-s) dy+/0 Yo 1eflom =3 (1-5) dy] (84)

—
N
B

Z

B

N
=
—
—
I
%)
=

vt eos (yn — Z(1-3)) dy

S—
3

3
I
—

S—

T,
y* " cos [(yn — E) + 55} dy

|
N
=~
o=
S
)
[e
.o\g

3
Il
—

_ I'(1-s)

N

"y oin () cos (55) + cos (ny)sin ()]

Il
—

N

B
gk

0\8

Since
s

=)r(s)
and (85)

/y sm(ny)cos( )dy—n cos(zs)sm(

/y cos(ny)sm( )dy—n sin(%)cos(%)l"(s)

Hence,

i/x (x—n) xzzr(zln_s)sin(zs)l
0

n=1

2Y [Tyt cosny) dy] (86)

n=1

Then, for y = 2rw we finally get

nilo/xsé(x—n) dx =2(2m)° 1sm( 5 )F(l - [2 Z/ w1 cos (2tnw) dw}

(87)

=81 [2 ) / w* L cos (2mtnw) dw]
n=1"0

O

Therefore, we can conclude that the zeta function has two corresponding representations,
which are equal. One is in real coordinates and the other is in complex coordinates. In addition,
this also gives a clue about the independent nature of both [x] and {x} as domains for the
zeta function-pair. They are conjugated to each other as the conjugation between the real
and imaginary parts of a complex number.

Based on the new Zeta formula, we utilize it as a model to describe some properties
of matter in quantum mechanics (QM) as will be presented in the following section. We
used this model to investigate Planck’s law and the Heisenberg uncertainty principle in an
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abstract mathematical manner. By doing so, we gained insight into the behavior of matter
and energy, including their mechanisms of motion and translation. This understanding may
help us address outstanding questions in physics, including the nature of superposition
and states, the phenomenon of entanglement, and the interpretation of the double-slit
experiment and its results.

4. Quantum Mechanics Concepts in the New Zeta model

In this section, we will go over the fundamental principles of quantum mechanics and
see how they are related to the new model.

4.1. Planck’s Law and the Concept of Wave-Particle Duality

Wave—particle duality is a concept in quantum mechanics according to which every
particle or quantum entity may be described as either a particle or a wave [15]. This concept
can be described clearly via the model by the kernel functions, where a particle (as delta
function) associates with a wave, where we can write

e} o
A \}E xTHs(x—r) = /0 7 x"#2cos (27trx) dx  (r € N) (88)
Now, if the delta function is characterized as a localized energy shape E, this energy is
quantized and transmitted by quantum number r by the unitary operator (self-operator)
action (Equation (69)). So, we have E = hr, (h the Planck’s constant and its value gives the
minimum amount of energy confined by the delta function (we assume i = 1). This energy
is transmitted as two plane waves in opposite directions 2 cos 27rrx = (e277¥ 4 ¢~127¥),

Heisenberg’s Uncertainty Principle

The statement of Heisenberg’s uncertainty principle is as follows: If the x-component of
the momentum of a particle is measured with an uncertainty Ax , then its x-position cannot, at the
same time, be measured more accurately than Ax = h/(2Apy) [16].

According to the model described in Equation (88), a particle can be represented by
a localized energy in the delta function. In this case, the position of the particle can be
determined accurately. However, its momentum p = % = hk (where k is the wave number;
k = r), can be determined accurately by the wave form on the right-hand-side. The problem
arises when we try to measure both the position and momentum of the particle. Essentially,
we measured only one domain directly, while measuring the other domain is derived
indirectly from the first. The concept is that the particle exists simultaneously in both
particle and wave forms but, when observed and measured, it manifests on only one side,
which is the localized part of the equation in the left-hand function space. In this case,
the delta function is represented on the left-hand side integral. What we measure is the
quantity that we have successfully localized from the wave space, allowing us to determine
it in the left-hand space.

Mathematically, the measurement corresponds to determining the solution of the
equation. It is important to note that the integral solution of the wave function within
its domain is formally zero ( fooo x~% x (—=1) dx = 0 (see 10.5 Edwards [1]). This integral
represents the wave function part (Equation (39))). This result may serve as a justification
for the inability to directly measure or quantify this particular part.

In addition, the uncertainty principle in wave mechanics can be mathematically
expressed as the uncertainty relation between position and momentum, which arises from
the fact that the expressions of the wave function in the two corresponding orthonormal
bases in Hilbert space are Fourier transforms of one another. This concept has been
described in [17] and it is precisely what the model conveys mathematically.

4.2. The Concept of the Wave Function Collapse

Energy in this context possesses an intrinsic transitional nature. This is precisely what
the equation describes, as it incorporates a self-transfer operator (the self operator S) that is
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an essential part of it. This operator characterizes the continuous transformation of energy,
as it transitions from one form to another during transmission. The measurement process,
on the other hand, involves the extraction of this energy, effectively halting its flow. This
cessation of flow corresponds to the collapse of the wave function.

Superposition and States

In quantum mechanics, the concept of superposition and states is one of the most
peculiar and often difficult to understand [16,18]. It marks the boundary between two
schools of thought: classical determinism and probability. However, the model presented
in this paper has the potential to bridge these two schools by providing a new perspective
on these concepts. In this subsection, we will explore how the model accomplishes this.

To illustrate the probability idea, we need to go to the Zeta picture (20) and rewrite

it as
Z/ S(x—n dx—Z/ S x 1, dx (89)

The periodic function 1, in the right-hand-side is constant for all periods and therefore
does not require summation. However, after careful consideration, we assigned a proba-
bility adding to this term comparable to an algebraic adding to the §(x — 1) terms in the
corresponding integral. In other words, if we add 1, as an algebraic term, which means
(1+1+14... = o0), we will get infinity. However, what wedidis1+1+1+4... =1asit
is a probability summation process. The reason is that the ) cos 27tnx function, defined over
the entire x — axis, is commonly understood as comprising distinct consecutive periods,
which are not combined. However, in the other integral, we found that each period number
(n) has a corresponding real term represented by é(x — n). The count number (1) will be
taken as a description of the state number and represents the energy level (i.e., energy state)
of the particle.

Therefore, if we have, for instance, 6(x — 1) + 6(x — 2) + §(x — 3), this system will
be described either as three particles that have different energies or one particle that has
three states of energy, and we will read it as 6(x — 1) or §(x —2) or 6(x — 3). When we
measure, we will get one of them and the system collapses because they are connected as
one function. This is the quantum mechanics point of view. Regarding the classical point
of view, these values of energy are added algebraically to give one particle with 6 units
of energy (1 + 2 + 3). So, in quantum mechanics, the (+) sign means the probability (or),
in Classical mechanics, the (+) sign means an algebraic sign.

Furthermore, we can read the function in another way: as §(x — n) represents a state
n, 1, also represents that state and the previous equation can be written as:

Z/ S(x —n)dx + Z/ <Zc0527'cmx> dx (90)

n

In this form, for any state n, the particle can take any wave with a frequency m by the
probability distribution function }_>_; cos (2rmx). Then, the function can be written as:

I(s) = /0 ) dx —i—/ (Z cos27rmx> dx (91)

Here, 6(x) is not denoted as n = 0 but it is denoted as any value of x, and we know
x € N. The kernel function in the second integral in this case will be considered as the
probability distribution function (PDF) for the particle. In the case of translation, we get
d(x —n) — cos (2rtmx), so the particle will transmit only by the wave frequency that has
the same value of its energy state, (n = m).

So, the wide picture is that, for every particle, we have a corresponding field Equation (90)
(Dirac Quantum Field Theory perspective) [19]. This particle, when translating, will take
one wave form (wave—particle duality).
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4.3. The Entanglement Phenomenon

The entanglement phenomenon can be attributed to a novel term that we shall call the
connection term. This term elucidates the relationship between the various forms of matter,
i.e., its localized and non-localized forms, and can be derived from the original form of the
zeta function. Referring to the Zeta-cosine function, we can state that the connection term
is defined as follows:

N in ((N+ 3)2
2 ) cos(2mmx) = lim sm((. +2)27mx) 1
= N—eo sin (7rx)
_ lim sin (27tNx) cos(mf)+cos (2mNx) sin (mx) , 92)
N—oo sin (7rx)
= lim sin (27Nx) +cos (2nNx) — 1

Nooo tan (71x)

[Noting that, 1\1]13100 % for small x goes to 1\1713100

which defines the delta function 6(x)]
Thus, we can write the zeta equation as

sin (27tNx)
X

sin ((N+3)2mx)

,as same as, Alrlgéo ()

i)=Y /Ooo x5 85(x —n)dx + [ lim /Ooo x7 % cos2TNx dx} + ) /Ooo x"*cos2tmx dx  (93)
n=1 .

N—oo, me=1

This term establishes the internal connection between the states within the function,
which we define as entangled states. Furthermore, we believe that the system of particles
that are influenced by each other is entangled and, mathematically speaking, belongs to
the same s-domain. In the event of measurement (wave collapse) (Here, we consider that
the measurement process happens by solving the integrals of the equation. Solving the
integrals are equivalent to disappear (x) variable (the space variable). So, all the quantum
phenomena will disappear and the function will only have the variable (1) and that gives a
numerical result), this term will vanish.

/ x5 cos (2Nx) dx = N°~1 / x ®cos(2mx)dx -0 asN — oo |[R(s) =1/2 (94)
Jo Jo

According to what we measure, the action and its speed will be determined. Our
interpretation is that the speed of light represents the boundary for the transition between
localized and non-localized forms for each particle. By converting from the é(x — n)
function shape to the cos (27tnx) shape by the unitary operator (self-operator) (Section 2.4),
we believe that the maximum velocity for this transfer is the speed of light. Furthermore,
all associated properties of this process will also be transmitted at this velocity, thus
satisfying the locality principle in the classical sense. However, in the case of the collapsing
measurement process, which is related to the entanglement of the particles, the speed of
the action is directly proportional to the strength of the internal connection term (there no
converting process). In the case of the Zeta-cosine function, where the connection term
has infinite energy, the speed of the collapsing process is instantaneous, which explains
the phenomenon.

Interpretation of Double Slits Experiment

The double slits act as a device that interacts with waves, causing a change in their path.
This interaction leads to the emergence of two wave sources that are not independent, as one
might initially assume, due to their interconnected field. The waves interfere with each other
beyond the slits, reconstructing the original wave and ultimately manifesting as particles
on the screen. While there are no destructive waves, there exist regions where the waves do
not interfere with each other, resulting in blank areas. The presence of every particle on the
screen provides evidence for the presence of only constructive points. The particles follow
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various paths determined by the incident angle when the wave encounters the slits and the
probabilities associated with these paths contribute to the formation of the striped pattern.
When we observe or monitor a particle, it often results in field—field interaction. These
interactions involve factors such as the self-operator (unitary operator), which influences
the particle’s wave form and leads to its localization once again (see Equation (82)). Math-
ematically, the act of monitoring involves taking a Fourier transform of the particle’s
wave, causing the waveform to immediately disappear and return to its localized shape,
regardless of whether the detection occurs before or after passing through the slits.

5. Conclusions

The most challenging aspect of the zeta function lies in comprehending the transfor-
mation of a series expressed in integer numbers into a function with a continuous variable.
This fundamental concept is clearly manifested in the new representation of the zeta func-
tion, presented in a simple form. It serves as a significant study that bridges the connected
realm (function) and the separate realm (series), demonstrating how they can align and
transform into one another.

In this context, the zeta function is described in two interrelated forms, {(s) and
{(1 —s), interconnected through Operator S. These three components are unified and
inseparable. The simplified form has been expressed by the trigonometric series ) cos 27tmx
function. This function is defined as two separate functions, each with its own domain: the
Dirac delta function, which is defined for the integer part [x], and the remaining part of the
series, which is defined for the fractional part {x}. As a result, the function successfully
distinguishes between the definitions within the integer part of the domain and those within
the fractional part. The development of this fractional part has provided the function with
a new representation, shedding light on some enigmatic properties previously associated
with it.

The most significant outcome of this formula is that the zeta function, when applied
to the domains of [x] and {x}, takes the form of a “function-pair” with a Fourier transform
relation. When these two functions are set equally in the zeta function, we obtain the
condition that restricts the zeta function to being defined only for 3?(5) = 1/2, and that may
prove the Riemann hypothesis. In addition, the zeta kernel function in x-domain spans a
complex isometric plane.

Regarding the function as a model for the particle in quantum mechanics, the model
highlights the inherent trade-off between accurately determining the position and mo-
mentum of a particle, as measurement collapses one function while the other becomes
uncertain. This uncertainty principle can be interpreted due to the Fourier transform
relationship between the wave function expressions in the position and momentum bases.
The speed of light serves as the boundary between localized and non-localized forms of
particles, with the conversion from §(x — 1) to cos (27tnx) shapes occurring through the
unitary operator. This maximum velocity for transformation satisfies the locality principle,
but in the collapsing measurement process related to particle entanglement, the speed of
action depends on the strength of the internal connection term and, in cases such as the
Zeta-cosine function, where the connection term has infinite energy, the collapsing process
happens instantaneously.
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Appendix A. Calculation of Gamma Integral

We can show that the following integrals are equivalent

—ioco [e°]

/ “*dx (or) / “Fdx = /x*”e*x dx =T(1—5) for 0<R(s) <1 (Al)

Proof. We will prove that

ico ©
/x*”e*x dx = /xfse*x dx =T(1—5s) for 0<R(s) <1 (A2)
0 0
—ico
The second integral [ x~*¢™* dx can be proved by the same procedure and with similar
0

contour.
By solving the complex integral

j{zferlefz@ (A3)
4

In the following contour I' [Figure A1]

Figure A1. A quarter circular contour of radii ¥ and R.

Jore Tt het /CD Joa ="

i0 r ;.
_ x5t 7x (R 19 —s+1,—Re” d(Re") -y —s+1 7(iy)d(ly)
/ —I—/ e +/R (iy) e (A4)

Ref? (iy)
19 —s+1, —re? d(re ) -0
+ /DA(re rel?

For R — o0 and r — 0, then we have
/ —s+1, fx + / 16 —s+1, —Re? ide+ / ly —s+1, —(iy) ¥\ S ) (ly) -0 (A5)
0
The [}, , integral = 0by r — 0 and R(s) < 1, according to the second integral, we have

/‘T(Reie)—s+1e—Rei9id9 < /"z’(Re,-g)_mHe—Rew i do — /'TR—U'-HE—RCOS(G) o (R(s) =0) (A6)
0 0 0
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We have cosx > (1 — 2;") in interval 0 < x < 7 then

s s R s
/2 (Reiﬂ)—tﬂrle—Re”’i 40 < /2 R-0H1,~RO-2) g5 _ p—o+1,-R [e ™ } 2
Jo Jo

R2 lo
_ T p—0,~R(,R
= ER e (6 -1) (A7)
— E —o(1 _ ,—R
= 2R (1—e)

=0 (for R - o0) and (0 >0)

Hence
oo 0 /
/ yostlex T / (iy) 5T~ @W) di) 5 for o< R(s) <1 (A8)
0 X 00 (iy)
or _
= (iy) e d(iy) = /loo y e Vdy = /w x PS¢ dx=T(1—s) for0<R(s) <1 (A9)
/0 (iy)~ve = A
L]
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