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Abstract: The system of ordinary differential equations has many uses in contemporary mathematics
and engineering. Finding the numerical solution to a system of ordinary differential equations
for any arbitrary interval is very appealing to researchers. The numerical solution of a system
of fourth-order ordinary differential equations on any finite interval [a, b] is found in this work
using a symmetric Bernstein approximation. This technique is based on the operational matrices
of Bernstein polynomials for solving the system of fourth-order ODEs. First, using Chebyshev
collocation nodes, a generalised approximation of the system of ordinary differential equations
is discretized into a system of linear algebraic equations that can be solved using any standard
rule, such as Gaussian elimination. We obtain the numerical solution in the form of a polynomial
after obtaining the unknowns. The Hyers–Ulam and Hyers–Ulam–Rassias stability analyses are
provided to demonstrate that the proposed technique is stable under certain conditions. The results
of numerical experiments using the proposed technique are plotted in figures to demonstrate the
accuracy of the specified approach. The results show that the suggested Bernstein approximation
method for any interval is quick and effective.

Keywords: Bernstein polynomials; numerical method; symmetric; discretization; Hyers–Ulam
stability; Hyers–Ulam–Rassias stability; ordinary differential equations

MSC: 34K20; 11D04; 49K15

1. Introduction and Fundamental Concepts

Ordinary differential equations (ODEs) are the most powerful mathematical tools
found in the physical sciences. Many topics in mathematics, physics, and engineering
are related to linear and nonlinear ODEs or systems of ODEs. The series of problems
in ODEs with initial and boundary conditions arises in experimental physics, numerical
simulation approaches, and many other scientific fields, including engineering, signals
processing, economics, and acoustics. Many researchers have used various techniques to
find approximate solutions to systems of ODEs. For illustration, Mesady et al. [1] presented
a Jafari transformation for a system of linear ODEs with medical applications. By using the
Jafari transform, ODEs can be transformed into a series of algebraic equations. Higazy and
Aggarwal [2] presented the Sawi transformation for systems of ODEs. Sawi transformations
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have been used to obtain the concentration of chemical reactions for different examples from
physical chemistry. In [3], Ricky et al. proposed the neural ordinary differential equations.
This technique is based on parameterizing the derivative of the hidden state rather than
specifying a deep series of concealed layers. In [4], Brown and Biggs provided methods
for solving the ODEs for unconstrained optimization, while Zadunaisky [5] proposed a
numerical technique to find the errors in the numerical solutions for the system of ODEs.
In order to solve stiff and non-stiff systems of ODEs, in [6] Linda presented automatic
selection of methods, which provides a way of determining whether or not a problem can
be addressed by a set of strategies suitable for stiff or non-stiff problems. In recent years,
many methods based on numerical investigation of nonlinear moving boundary problems,
temperature-dependent numerical studies, the solutions of the nonlinear regularized long
wave equation, and the nonlinear sinh-Gordon model have been proposed to find numerical
solutions of physical models [7–11]. In [12], Neuberger presented the steepest descent in
Hilbert spaces for a general system of linear differential equations. To forecast traffic on
a limited time scale based on evolutionary algorithms, Chen et al. [13] explained time
series forecasting using a system of ODEs. Farshid [14] proposed a differential transform
method for systems of ODEs. The main aim of this effort was to catch the exact solution
when the solution is known in terms of series expansion. Biazer et al. [15] presented the
solution of a system of ODEs using the Adomian decomposition method by converting
the given system into a system of first-order ODEs. Kurnaz and Galip [16] presented a
comprehensive discussion of solving a system of ODEs by adjusting the step size. Their
method allows for control of the truncation error used in numerical methods. In view of
the above literature, a very small number of attempts have been made to find the numerical
solution of a system of ODEs, and there are no works as yet addressing ways to find the
numerical solution of a fourth-order ODE on any finite interval [a, b]. In this paper, a
new method for finding a numerical solution to a system of fourth-order ODEs on any
given interval is developed. It is demonstrated that the suggested method works well
and is suitable for solving a linear system of fourth-order ODEs. Additionally, while the
Hyers–Ulam stability of ODEs has recently been studied [17–20], no stability analysis of a
system of ODEs for any given arbitrary interval has yet been carried out. In this paper, a
new method is presented for solving systems of linear and nonlinear fourth-order ODEs
using operational matrices of generalised symmetric Bernstein polynomials. Furthermore,
Hyers–Ulam and Hyers–Ulam–Rassias stability analyses are provided for a system of
fourth-order ODEs on any finite interval.

2. Preliminaries

The system of fourth-order ODEs has the layout
Dxxxxv1(x) = f (x, vq, Dxvq, Dxxvq, Dxxxvq),
Dxxxxv2(x) = f (x, vq, Dxvq, Dxxvq, Dxxxvq),

...
...

...
Dxxxxvk(x) = f (x, vq, Dxvq, Dxxvq, Dxxxvq),

(1)

for a ≤ x ≤ b and q = 1, 2, . . . , k, with the following initial conditions:
v1(a) = a1, v′1(a) = b1, v′′1 (a) = c1, v′′′1 (a) = d1,
v2(a) = a2, v′2(a) = b2, v′′2 (a) = c2, v′′′2 (a) = d2,

...
...

...
vk(a) = ak, v′k(a) = bk, v′′k (a) = ck, v′′′k (a) = dk.

(2)

where aq, bq, cq, and dq are the given constants for q = 1, 2, . . . , k and Dxxxx shows the
fourth-order derivative. The goal is to use all of these initial conditions to find functions
v1(x), v2(x),. . . ,vk(x) that satisfy the differential equations in (1). The Bernstein polynomial
approximation of the function vq(x) : [a, b]→ R is defined as
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Bp(vq; x) =
p

∑
i=0

αq,iBi,p(x), q = 1, 2, . . . , k, (3)

and Bi,p(x) is defined as

Bi,p(v) = pCi
(v− a)i(b− v)p−i

(b− a)p , i = 0, . . . , p, (4)

where pCi =
p!

i!(p−i)! , p is the degree, and i is an index of the Bernstein basis polynomial.
Each Bernstein basis function satisfies the symmetry condition as follows:

Bi,p(v) = Bi−p,i(a + b− v).

The Bernstein basis function is non-negative, forms the partition of unity, and can be
written in terms of power basis. The following result shows the convergence of Bernstein‘s
approximation for the system of ODEs.

Theorem 1. Let Bp(vq; x) be the Bernstein polynomial approximation defined in Equation (3) and
the sequence {Bp(vq; x)} for q = 1, 2, . . . , k converge to vq(x) for any vq(x) ∈ C[a, b].

Proof. See [21].

From Theorem 1, we is apparent that, for uniform continuity, for any vq(x) ∈ C[a, b]
and for ε > 0 there is an approximate solution Bp(vq; x) such that

‖Bp(vq; x)− vq(x)‖ < ε. (5)

In [22], it is proven that the degree of the polynomial p must satisfy the inequality
p > Ł

δ2ε
(a + b)(2− a− b), where Ł = ‖vq‖.

3. The Numerical Scheme

In this section, the discretization technique for finding the solution of the system
of fourth-order ODEs is presented. Here, the unknown function αq,i is replaced by the
Bernstein basis function from Equation (3), then the given system of ordinary differential
equations is discretized using Chebyshev nodes.

Decomposition of Fourth-Order Ordinary Differential Equations

Linear combination of Bernstein basis functions Bp,i(x), i = 0, 1, 2, . . . , p of degree p
yields the approximate polynomial v[A](x) of the exact function v(x), as follows:

v[A](x) =
p

∑
i=0

αiBi,p(x) = Dψ(x), (6)

where D = [α0, α1, ..., αp] and ψ(x)= [B0,p, B1,p, ..., Bp,p]T , such as

ψ(x) =


(p

0)(x− a)0(b− x)p−0

(p
1)(x− a)1(b− x)p−1

...
(p

p)(x− a)p(b− x)0

.

Now, the vector ψ(x) can be expressed as a product of the matrix (p + 1)× (p + 1) and a
vector (p + 1)× 1 as

ψ(x) = BX, (7)
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where

B =
1

(b− a)p


a00 a01 a02 · · · a0p
a10 a11 a12 · · · a1p
...

...
...

. . .
ap0 ap1 ap2 · · · app

, X =


1
x
x2

...
xp

. (8)

Equation (7) implies that

X = B−1ψ(x), (9)

which can be solved using any standard rule (LU-method). The method for obtaining an
approximate approach to the system of fourth-order ordinary differential equations is now
presented. Consider v[A]

q (x) as an approximation of the qth function, provided as

v[A]
q (x) =

p

∑
i=0

αq,iBi,p(x) = Dqψ(x), q = 1, 2, . . . , k,

where Dq = [αq,0, αq,1, . . . , αq,p]. The derivative of ψ(x) is denoted by E
′
, which is the

(p + 1)× (p + 1) operational matrix, and X =
[
1, x, x2, . . . , xp]T . This can be represented

as follows:

Dxψ(x) = E
′
ψ(x) = BDxX = BDx


1
x
x2

...
xp



= B


0
1

2x
...

pxp−1



= B


0 0 0 · · · 0
1 0 0 · · · 0
0 2 0 · · · 0
...

. . . . . . . . .
...

0 0 · · · p 0





1
x
x2

...
xp−1

xp



= B


0 0 0 · · · 0
1 0 0 · · · 0
0 2 0 · · · 0
...

. . . . . . . . .
...

0 0 · · · p 0

X. (10)

From (9), we have

Dxψ(x) = B


0 0 0 · · · 0
1 0 0 · · · 0
0 2 0 · · · 0
...

. . . . . . . . .
...

0 0 · · · p 0

B−1ψ(x).



Mathematics 2023, 11, 3076 5 of 15

This implies that

Dx = B


0 0 0 · · · 0
1 0 0 · · · 0
0 2 0 · · · 0
...

. . . . . . . . .
...

0 0 · · · p 0

B−1,

= BσB−1

where

σ =


0 0 0 · · · 0
1 0 0 · · · 0
0 2 0 · · · 0
...

. . . . . . . . .
...

0 0 · · · p 0

. (11)

To solve the system of ODEs (1) using operational matrices, vq(x) can be approximated by
the symmetric Bernstein polynomial as vq(x) = Dqψ(x) along with

Dxvq(x) = DqE′ψ(x),

Dxxvq(x) = Dq(E′)2ψ(x),

Dxxxvq(x) = Dq(E′)3ψ(x).

As a result, system (1) can be written as
D1(E′)4ψ(x) = f (x, Dqψ(x), DqE′ψ(x), Dq(E′)2ψ(x), Dq(E′)3ψ(x)),
D2(E′)4ψ(x) = f (x, Dqψ(x), DqE′ψ(x), Dq(E′)2ψ(x), Dq(E′)3ψ(x)),

...
...

...
...

Dk(E′)4ψ(x) = f (x, Dqψ(x), DqE′ψ(x), Dq(E′)2ψ(x), Dq(E′)3ψ(x)),

(12)

with the initial conditions
D1ψ(a) = a1, D1E′ψ(a) = b1, D1(E′)2ψ(a) = c1, D1(E′)3ψ(a) = d1,
D2ψ(a) = a2, D2E′ψ(a) = b2, D2(E′)2ψ(a) = c2, D2(E′)3ψ(a) = d2,

...
...

...
...

Dkψ(a) = ak, DkE′ψ(a) = bk, Dk(E′)2ψ(a) = ck, Dk(E′)3ψ(a) = dk.

(13)

Now, we substitute the collocation points in Equations (12) and (13) to obtain an algebraic
equation system that can be solved easily. The collocation points in this case are the
Chebyshev nodes, which are provided as

xβ =
1
2
(a + b) +

1
2
(b− a) cos

(
(2β− 1)π

2p

)
, β = 1, 2, · · · , p− 3. (14)

The Chebyshev nodes are very important in approximation, as they form a particularly
good set of nodes for polynomial approximation.

4. Hyers–Ulam Stability

The study of stability problems for various functional equations is very important and
has attracted the attention of many researchers. The definition of Hyers–Ulam stability has
applicable significance, as it means that when studying the Hyers–Ulam stable system one
does not have to reach the exact solution, which is often quite difficult or time-consuming.
This is useful in many applications, for example fluid dynamics, numerical analysis, op-
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timization, economics, etc. In this section, we examine the Hyers–Ulam stability and
Hyers–Ulam–Rassias stability of the system of linear differential equations of order four,
for which we consider the qth differential of system (1)

v(iv)q (x)−
3

∑
r=0

ar(x)v(r)q (x) = 0, q = 1, 2, . . . , k, (15)

with the initial conditions

vq(a) = aq, v′q(a) = bq, v′′q (a) = cq and v′′′q (a) = dq (16)

for all x ∈ I, vq(x) ∈ C4(I), and I = [a, b] ⊆ R.
First, we provide definitions of Hyers–Ulam–Rassias stability and Hyers–Ulam stabil-

ity for the qth differential (Equation (15)) with initial conditions (Equation (16)).

Definition 1 ([23]). The system of fourth-order differential equations (Equation (15)) possesses
Hyers–Ulam stability with the starting conditions in Equation (16) if a constant M > 0 exists such
that x ∈ C4(I) for each ε > 0 if

∣∣v(iv)q (x)−
3

∑
r=0

ar(x)v(r)q (x)
∣∣ ≤ ε, x ∈ I (17)

with initial conditions

vq(a) = aq, v′q(a) = bq, v′′q (a) = cq and v′′′q (a) = dq. (18)

Then, for each approximate solution at the pth degree Bp(vq; x) ∈ C4(I) satisfying the differential
equation (Equation (15)) with Equation (16), we have∣∣vq(x)− Bp(vq; x)

∣∣ ≤ Mε ∀ x ∈ I,

where a real number (M) is the Hyers–Ulam stability constant for the differential equation
(Equation (15)) with Equation (16).

Definition 2 ([23]). The system of the differential equation in Equation (15) possesses Hyers–
Ulam–Rassias stability with the starting conditions in Equation (16) if φ(x) ∈ C(I, R+) such that
x ∈ C4(I) for every ε > 0 if

∣∣v(iv)q (x)−
3

∑
r=0

ar(x)v(r)q (x)
∣∣ ≤ εφ(x), x ∈ I (19)

with initial conditions

vq(a) = aq, v′q(a) = bq, v′′q (a) = cq and v′′′q (a) = dq. (20)

Then, for each approximate solution at the pth degree Bp(vq; x) ∈ C4(I) satisfying the differential
equation (Equation (15)) with Equation (16), we have∣∣vq(x)− Bp(vq; x)

∣∣ ≤ Mεφ(x) ∀ x ∈ I,

where a real number (M) is the Hyers–Ulam–Rassias stability constant for the differential equation
(Equation (15)) with Equation (16).

The following main results provide the Hyers–Ulam–Rassias stability and Hyers–Ulam
stability of the system of differential equations ( Equation (15)) with Equation (16).
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Theorem 2. If ∑3
r=0 max

∣∣ar(x)
∣∣ < 4!

(b−a)4 , then the system of differential equations (Equation (1))
has Hyers–Ulam stability with the initial conditions in Equation (2).

Proof. For every ε > 0, consider

∣∣v(iv)q (x)−
3

∑
r=0

ar(x)v(r)q (x)
∣∣ < ε (21)

with initial conditions

vq(a) = aq, v′q(a) = bq, v′′q (a) = cq and v′′′q (a) = dq.

Here, vq(x) ∈ C4([a, b]) satisfies
∣∣v′′′q (x)

∣∣ < ∣∣v′′q (x)
∣∣ < ∣∣v′q(x)

∣∣ < ∣∣vq(x)
∣∣; thus, per Taylor’s

formula, we have

vq(x) = vq(a) + v′q(a)(x− a) + v′′q (a)
(x− a)2

2!
+ v′′′q (a)

(x− a)3

3!
+ v(iv)q (ξ)

(x− a)4

4!
.

Thus,

∣∣vq(x)
∣∣ = ∣∣vq(a) + v′q(a)(x− a) + v′′q (a)

(x− a)2

2!
+ v′′′q (a)

(x− a)3

3!
+ v(iv)q (ξ)

(x− a)4

4!

∣∣∣,
which implies that

max
∣∣vq(x)

∣∣ ≤ {1 + (b− a) +
(b− a)2

2!
+

(b− a)3

3!

}
max

∣∣vq(x)
∣∣+ (b− a)4

4!
max

∣∣v(iv)q (x)
∣∣,

in turn implying that

max
∣∣vq(x)

∣∣ = η max
∣∣vq(x)

∣∣+ (b− a)4

4!

{
max

∣∣v(iv)q (x)−
3

∑
r=0

ar(x)v(r)q (x) +
3

∑
r=0

ar(x)v(r)q (x)
∣∣},

where η = 1 + (b− a) + (b−a)2

2! + (b−a)3

3! . From Equation (21), we have

max
∣∣vq(x)

∣∣ ≤ η max
∣∣vq(x)

∣∣+ (b− a)4

4!

{
ε +

3

∑
r=0

ar(x)max
∣∣vq(x)

∣∣}

=

(
η +

3

∑
r=0

ar(x)
(b− a)4

4!

)
max

∣∣vq(x)
∣∣+ (b− a)4

4!
ε

= δ max
∣∣vq(x)

∣∣+ (b− a)4

4!
ε

Finally,

max
∣∣vq(x)

∣∣ ≤ (b− a)4

4!(1− δ)
ε.

Choosing M as (b−a)4

4!(1−δ)
, where δ = η + ∑3

r=0 ar(x) (b−a)4

4! , we have

max
∣∣vq(x)

∣∣ ≤ Mε.

Obviously, if v[A]
q (x) is the approximate solution of Equation (15) with Equation (16), then∣∣vq(x)− v[A]

q (x)
∣∣ ≤ Mε.
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As a result of Definition 1, the system of the fourth-order differential equation in
Equation (1) is Hyers–Ulam stable.

Theorem 3. If ∑3
r=0 max

∣∣ar(x)
∣∣ < 4!

(b−a)4 , then the system of the ordinary differential equation
in Equation (1) has Hyers–Ulam–Rassias stability with initial conditions Equation (2).

Proof. For every ε > 0 and ϕ : [a, b]→ [0, ∞), consider

∣∣v(iv)q (x)−
3

∑
r=0

ar(x)v(r)q (x)
∣∣ < ϕ(x)ε (22)

with initial conditions

vq(a) = aq, v′q(a) = bq, v′′q (a) = cq and v′′′q (a) = dq.

Here, vq(x) ∈ C4([a, b]) satisfies
∣∣v′′′q (x)

∣∣ < ∣∣v′′q (x)
∣∣ < ∣∣v′q(x)

∣∣ < ∣∣vq(x)
∣∣; thus, per Taylor’s

formula we have

vq(x) = vq(a) + v′q(a)(x− a) + v′′q (a)
(x− a)2

2!
+ v′′′q (a)

(x− a)3

3!
+ v(iv)q (ξ)

(x− a)4

4!
,

which implies that

max
∣∣vq(x)

∣∣ ≤ {1 + (b− a) +
(b− a)2

2!
+

(b− a)3

3!

}
max

∣∣vq(x)
∣∣+ (b− a)4

4!
max

∣∣v(iv)q (x)
∣∣.

Thus,

max
∣∣vq(x)

∣∣ ≤ η max
∣∣vq(x)

∣∣+ (b− a)4

4!

{
ϕ(x)ε +

3

∑
r=0

ar(x)max
∣∣vq(x)

∣∣}.

Finally,

max
∣∣vq(x)

∣∣ ≤ (b− a)4

4!(1− δ)
ϕ(x)ε.

Obviously, if v[A]
q (x) is the approximate solution of Equation (15) with Equation (16), then∣∣vq(x)− v[A]

q (x)
∣∣ ≤ Mϕ(x)ε,

where M = (b−a)4

4!(1−δ)
, δ = η + ∑3

r=0 ar(x) (b−a)4

4! , and η = 1 + (b− a) + (b−a)2

2! + (b−a)3

3! .

Thus, the system of fourth-order differential equations in Equation (1) exhibits Hyers–
Ulam–Rassias stability as a result of Definition 2.

5. Numerical Problems

This portion considers a number of mathematical problems that can be solved utilizing
numerical techniques depending on the symmetry of Bernstein’s polynomials. Tables 1–6
demonstrate that the presented approach is both effective and accurate. Graphs are shown
in Figures 1–3 to demonstrate the actual and numerical solutions and compare their accu-
racy. The following formula is used to calculate the error at the pth degree:

‖Eq,p‖ = |vq(x)− v[A]
q (x)|, (23)

where Eq,p is the error of the qth function, vq(x) is the exact solution, and v[A]
q (x) is the

approximate solution. MAPLE and MATLAB computer languages were used on R2018a
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running on an Intel(R) Core(TM) i7-1165G7 CPU 1.30 GHz processor with 8.00 GB RAM to
execute the numerical computations for the solution of numerical problems.

Problem 1. Consider the following system of fourth-order ordinary differential equations
arising in beam-column theory:

e2x d4v1

dx4 +
dv2

dx
= 2x + ex,

sin x2 d4v2

dx4 +
dv1

dx
= −e−x, (24)

subject to initial conditions

v1(0) = 1, v′1(0) = −1, v′′1 (0) = 1, v′′′1 (0) = −1,

v2(0) = 0, v′2(0) = 0, v′′2 (0) = 2, v′′′2 (0) = 0,

and with exact solutions

v1(x) = e−x, v2(x) = x2.

Using the proposed technique described in Section 3, we obtain the following approximate
solutions for degree p = 6:

v[A]
1,6 (x) ≈ 0.000752383749x6 − 0.00732584334x5 + 0.0407880099x4 − 0.1666x3 + 0.5x2 − x + 1.

v[A]
2,6 (x) ≈ −0.000000368277456x6 + 0.0000104695635x5 + 0.0000153956102x4 + x2.

Similarly, the approximate solutions for degree p = 10 are as follows:

v[A]
1,10(x) ≈ 0.000000157599924x10 − 0.000000246680218x9 + 0.000024375981x8 − 0.00019800899x7

+0.00138863514x6 − 0.00833322734x5 + 0.0416666378x4 − 0.1666666667x3 + 0.5x2 − x + 1.

v[A]
2,10(x) ≈ −0.00000000001x10 + 0.0000000007x9 − 0.000000001x8 + 0.000000002x7

−0.000000002x6 + 0.000000001x5 − 0.00000000001x4 + x2.

The respective absolute errors of these solutions for degree p = 6 and p = 10 are provided
in Table 1. A comparison of these numerical results shows the effectiveness and fast
convergence of the proposed technique.

Table 1. Absolute error of the system in Equation (24) at distinct nodes between 0 and 1 for degree
p = 6 and p = 10 of Bernstein basis polynomials.

x E1,6(x) E1,10(x) E2,6(x) E2,10(x)

0.0 0.0 0.0 0.0 0.0
0.1 7.84× 10−8 2.04× 10−12 1.64× 10−9 1.53× 10−16

0.2 1.12× 10−8 2.42× 10−11 2.79× 10−7 1.34× 10−13

0.3 5.09× 10−6 9.58× 10−11 1.49× 10−7 1.18× 10−12

0.4 1.44× 10−6 2.46× 10−10 4.99× 10−7 4.96× 10−12

0.5 3.19× 10−5 5.04× 10−10 1.28× 10−6 1.45× 10−11

0.6 6.0× 10−5 9.00× 10−10 2.79× 10−6 3.41× 10−11

0.7 1.01× 10−5 1.46× 10−9 5.41× 10−6 6.96× 10−11

0.8 1.58× 10−4 2.22× 10−9 9.64× 10−6 1.28× 10−10

0.9 2.34× 10−4 3.20× 10−9 1.60× 10−5 2.18× 10−10

1 3.31× 10−4 4.44× 10−9 2.54× 10−5 3.15× 10−10



Mathematics 2023, 11, 3076 10 of 15

Table 2. Relative error of the system in Equation (24) at distinct nodes between 0 and 1 for degree
p = 6 and p = 10 of Bernstein basis polynomials.

x E1,6(x) E1,10(x) E2,6(x) E2,10(x)

0.0 0.0 0.0 0.0 0.0
0.1 8.66× 10−8 2.04× 10−10 1.81× 10−9 1.53× 10−14

0.2 1.36× 10−8 6.05× 10−11 3.40× 10−7 3.35× 10−12

0.3 6.87× 10−6 1.06× 10−9 1.10× 10−7 1.31× 10−11

0.4 2.14× 10−6 1.53× 10−9 3.34× 10−7 3.11× 10−11

0.5 5.25× 10−6 2.01× 10−9 7.76× 10−7 5.81× 10−11

0.6 1.09× 10−4 2.50× 10−9 1.53× 10−6 9.47× 10−11

0.7 2.03× 10−5 2.97× 10−9 2.68× 10−6 1.42× 10−10

0.8 3.51× 10−4 3.46× 10−9 4.33× 10−6 2.00× 10−10

0.9 5.75× 10−4 3.95× 10−9 6.50× 10−6 2.69× 10−10

1 8.99× 10−4 4.44× 10−9 9.34× 10−6 3.15× 10−10

(a) (b)

Figure 1. Comparison of numerical and exact results of v1(x) in (a) and v2(x) in (b) for degree p = 10
at distinct node points x ∈ [0, 1] of Problem 1.

Problem 2. Consider the system of fourth-order ordinary differential equations:

d4v1

dx4 +
d2v2

dx2 = xe−x − 4e−x − sin x,

d4v2

dx4 +
d2v1

dx2 = sin x + xe−x − 2e−x, (25)

subject to initial conditions

v1(0) = 0, v′1(0) = 1, v′′1 (0) = 3, v′′′1 (0) = −4,

v2(0) = 0, v′2(0) = 1, v′′2 (0) = 0, v′′′2 (0) = −1,

and with exact solutions

v1(x) = xe−x, v2(x) = sin x.
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Using the proposed technique described in Section 3, we obtain the following approximate
solutions for degree p = 6:

v[A]
1,6 (x) ≈ −0.00404440557x6 + 0.0350125944x5 − 0.160895381x4 + 0.5x3 − x2 + x.

v[A]
2,6 (x) ≈ −0.00080338704x6 + 0.00955722545x5 − 0.0011631606x4 − 0.16x3 + x.

Similarly, the approximate solutions for degree p = 10 are as follows:

v[A]
1,10(x) ≈ −0.0000014885022x10 + 0.0000217261914x9 − 0.000193901265x8 + 0.00138461759x7

−0.00833065013x6 + 0.0416655459x5 − 0.166666361x4 + 0.50x3 − x2 + x.

v[A]
2,10(x) ≈ −1.0000000463173x10 + 0.000003139404x9 − 5.00000008280x8 − 0.000197850635x7

−3.00000056860x6 + 0.00833348079x5 − 4.0000000006391x4 − 0.1666666667 ∗ x3 + x.

Table 3 shows the respective absolute errors of these solutions for degrees p = 6 and p = 10.
Comparing these numerical results demonstrates the proposed technique’s effectiveness
and rapid convergence.

Table 3. Absolute error of the system in Equation (25) at distinct nodes between 0 and 1 for degree
p = 6 and p = 10 of Bernstein basis polynomials.

x E1,6(x) E1,10(x) E2,6(x) E2,10(x)

0.0 0.0 0.0 0.0 0.0
0.1 5.14× 10−7 2.16× 10−11 1.04× 10−8 2.89× 10−12

0.2 7.36× 10−6 2.57× 10−10 1.51× 10−6 3.47× 10−11

0.3 3.34× 10−5 1.01× 10−9 6.98× 10−5 1.39× 10−10

0.4 9.50× 10−5 2.61× 10−9 2.20× 10−5 3.66× 10−10

0.5 2.09× 10−4 5.35× 10−9 4.54× 10−5 7.74× 10−10

0.6 3.94× 10−4 9.56× 10−9 8.75× 10−5 1.43× 10−9

0.7 6.68× 10−4 1.55× 10−8 1.51× 10−4 2.42× 10−9

0.8 1.04× 10−3 2.36× 10−8 2.44× 10−4 3.85× 10−9

0.9 1.54× 10−3 3.41× 10−8 3.73× 10−4 5.83× 10−9

1 2.19× 10−3 4.75× 10−8 5.46× 10−4 8.53× 10−9

Table 4. Relative error of the system in Equation (25) at distinct nodes between 0 and 1 for degree
p = 6 and p = 10 of Bernstein basis polynomials.

x E1,6(x) E1,10(x) E2,6(x) E2,10(x)

0.0 0.0 0.0 0.0 0.0
0.1 4.49× 10−6 1.56× 10−10 4.32× 10−6 9.94× 10−9

0.2 1.50× 10−5 4.54× 10−9 1.33× 10−4 2.65× 10−9

0.3 3.54× 10−4 9.73× 10−9 3.15× 10−2 5.24× 10−8

0.4 3.54× 10−4 9.73× 10−9 3.15× 10−3 5.24× 10−8

0.5 6.89× 10−4 1.76× 10−8 5.20× 10−3 8.86× 10−8

0.6 1.19× 10−3 2.90× 10−8 8.35× 10−3 1.36× 10−7

0.7 1.92× 10−3 4.45× 10−8 1.23× 10−2 1.98× 10−7

0.8 2.89× 10−3 6.56× 10−8 1.74× 10−2 2.75× 10−7

0.9 4.20× 10−3 9.31× 10−8 2.37× 10−2 3.71× 10−7

1 2.19× 10−3 4.75× 10−8 3.12× 10−2 4.88× 10−7
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(a) (b)

Figure 2. Comparison of numerical and exact results of v1(x) in (a) and v2(x) in (b) for degree p = 10
at distinct node points x ∈ [0, 1] of Problem 2.

Problem 3. Consider the following nonlinear system of fourth-order ordinary differen-
tial equations:

x2 d4v1

dx4 + sin2 x
d3v2

dx3 +
dv2

dx
= 4x2 sin x + x3 cos x + 2x + 1. 0 ≤ x ≤ 1,

cos−1 x
d4v2

dx4 + x2 d3v2

dx3 +
dv1

dx
= cos x− x sin x. (26)

subject to initial conditions

v1(0) = 0, v′1(0) = 1, v′′1 (0) = 0, v′′′1 (0) = −3.

v2(0) = 0, v′2(0) = 1, v′′2 (0) = 2, v′′′2 (0) = 0.

and with exact solutions

v1(x) = x cos x, v2(x) = x2 + x.

Using the proposed technique described in Section 3, we obtain the following approximate
solutions for degree p = 6:

v[A]
1,6 (x) ≈ −0.0055108317x6 + 0.0509503842x5 − 0.00834103905x4 − 0.5x3 + x.

v[A]
2,6 (x) ≈ 0.0000989355488x6 − 0.000205561024x5 + 0.000209351273x4 + x2 + x.

Similarly, the approximate solutions for degree p = 10 are as follows:

v[A]
1,10(x) ≈ −0.00000159494x10 + 0.000028967068x9 − 0.0000063157x8 − 0.0013828025x7

−0.000003863542x6 + 0.0416682915x5 − 4.0000000450508x4 − 0.5x3 + x.

v[A]
2,10(x) ≈ 0.00000000476x10 − 0.000000023321x9 + 0.000000049280x8 − 0.000000058259x7

+0.00000004288x6 − 0.000000019687x5 + 0.0000000005707x4 + x2 + x.

The absolute error of these solutions for degrees p = 6 and p = 10 is shown in Table 5.
Comparison of these numerical results again demonstrates the effectiveness and rapid
convergence of the proposed technique.



Mathematics 2023, 11, 3076 13 of 15

Table 5. Absolute error of the system in Equation (26) at distinct nodes between 0 and 1 for degree
p = 6 and p = 10 of Bernstein basis polynomials.

x E1,6(x) E1,10(x) E2,6(x) E2,10(x)

0.0 0.0 0.0 0.0 0.0
0.1 7.46× 10−7 3.15× 10−11 1.89× 10−8 4.11× 10−13

0.2 1.07× 10−5 3.75× 10−10 2.75× 10−7 4.94× 10−12

0.3 4.87× 10−5 1.48× 10−9 1.26× 10−6 1.97× 10−11

0.4 1.38× 10−4 3.81× 10−9 3.65× 10−6 5.14× 10−11

0.5 3.06× 10−4 7.81× 10−9 8.20× 10−6 1.08× 10−10

0.6 5.77× 10−4 1.39× 10−9 1.57× 10−5 2.00× 10−10

0.7 9.77× 10−4 2.27× 10−9 2.73× 10−5 3.43× 10−10

0.8 1.53× 10−3 3.45× 10−8 4.43× 10−5 5.06× 10−10

0.9 2.26× 10−3 4.98× 10−8 6.85× 10−5 8.85× 10−10

1 3.20× 10−3 6.91× 10−8 1.02× 10−4 1.36× 10−9

Table 6. Relative error of the system in Equation (26) at distinct nodes between 0 and 1 for degree
p = 6 and p = 10 of Bernstein basis polynomials.

x E1,6(x) E1,10(x) E2,6(x) E2,10(x)

0.0 0.0 0.0 0.0 0.0
0.1 7.46× 10−6 3.15× 10−10 1.71× 10−7 3.73× 10−12

0.2 5.35× 10−5 1.87× 10−9 1.14× 10−6 2.05× 10−11

0.3 1.62× 10−4 3.7× 10−9 3.23× 10−6 5.05× 10−11

0.4 3.45× 10−4 9.52× 10−9 3.65× 10−6 9.17× 10−11

0.5 6.12× 10−4 1.56× 10−9 1.09× 10−5 1.44× 10−10

0.6 9.61× 10−4 2.31× 10−9 1.63× 10−5 2.08× 10−10

0.7 1.39× 10−3 3.24× 10−9 2.29× 10−5 2.88× 10−10

0.8 1.91× 10−3 4.31× 10−8 3.07× 10−5 3.51× 10−10

0.9 2.51× 10−3 5.53× 10−8 4.00× 10−5 5.17× 10−10

1 3.20× 10−3 6.91× 10−8 5.10× 10−4 6.8× 10−10

(a) (b)

Figure 3. Comparison of numerical and exact results of v1(x) in (a) and v2(x) in (b) for degree p = 10
at distinct node points x ∈ [0, 1] of Problem 3.

6. Conclusions

Among the many applications of ODE systems, the simulation of dynamic processes
subject to invariants is one that naturally arises in a variety of fields, for example electrical
circuits, mechanical systems, and chemical reactions. These processes are frequently
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modeled by systems made up of differential operations. In this paper, the approximate
solution of a system of fourth-order ordinary differential equations on any interval is
obtained using the symmetric form of the Bernstein basis functions. The general method
involves discretizing a fourth-order system of ODEs into an algebraic system of equations,
solving it for unknowns using Gaussian elimination and initial conditions, then generating
approximations for the system’s unknown functions. A few examples have been provided
to demonstrate the effectiveness of the given technique. It can be concluded that this
technique is direct, has low computational cost, and produces the best results even when
the degree p is small. With a few modifications, the presented technique can be extended
to systems of higher-order linear and nonlinear ordinary and partial differential equations.
Furthermore, the proposed method can be used to estimate derivatives in a variety of image
processing problems as well as in scattered data approximation and interpolation [24,25].
Another possible extension is to implement the cubic B-spline interpolation for systems of
ordinary differential equations and [26] for systems of integral equations.
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