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Abstract: The accurate prediction of passenger flow is crucial in improving the quality of the service
of intercity high-speed railways. At present, there are a few studies on such predictions for railway
origin–destination (O-D) pairs, and usually only a single factor is considered, yielding a low prediction
accuracy. In this paper, we propose a neural network model based on multi-source data (NN-MSD)
to predict the O-D passenger flow of intercity high-speed railways at different times in one day in
the short term, considering the factors of time, space, and weather. Firstly, the factors that influence
time-varying passenger flow are analyzed based on multi-source data. The cyclical characteristics,
spatial and temporal fusion characteristics, and weather characteristics are extracted. Secondly, a
neural network model including three modules is designed based on the characteristics. A fully
connected network (FCN) model is used in the first module to process the classification data. A
bi-directional Long Short-Term Memory (Bi-LSTM) model is used in the second module to process
the time series data. The results of the first module and the second module are spliced and fused
in the third module using an FCN model. Finally, an experimental analysis is performed for the
Guangzhou–Zhuhai intercity high-speed railway in China, in which three groups of comparison
experiments are designed. The results show that the proposed NN-MSD model can predict many
O-D pairs with a high and stable accuracy, which outperforms the baseline models, and multi-source
data are very helpful in improving the prediction accuracy.

Keywords: intercity high-speed railway; passenger flow prediction; multi-source data; neural network
model; spatial–temporal fusion characteristics

MSC: 62F99; 65K10

1. Introduction

In recent years, the urban agglomeration and metropolitan areas in China have been
quickly developing, leading to a rapid rise in the passenger flow between cities. With the
high speeds and high frequencies, intercity high-speed railways play an important role in
the fast and efficient travel of passengers [1]. The high prediction accuracy of passenger
flow is the base for optimizing transportation products of intercity high-speed railways,
meeting the high-quality development of the urban agglomeration and metropolitan areas.
Hence, it is necessary to study methods for predicting the passenger flow of intercity
high-speed railways.

Traditional prediction methods for railway passenger flow are usually based on histor-
ical passenger flow time series data, to predict passenger flow at larger time granularities,
such as one day, one month, or one year [2–4]. A single factor is considered in these
methods. With the fast development of “one hour” metropolitan areas, passengers of
intercity high-speed railways place a higher value on their time and the passenger travel
demand is characterized by an obvious time fluctuation law. Different departure times in
one day are preferred by passengers and such passenger demand is called a time-varying
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passenger flow [5]. Passenger travel demand shows obvious commuting characteristics,
that is, the demands of workdays and weekends are obviously different and cyclical. The
passenger demands of different origin–destination (O-D) pairs are also heterogeneous.
These characteristics of passenger demand alter under different weather conditions, which
has a great impact on passenger travel demand. Hence, for intercity high-speed railways,
the prediction accuracy of O-D passenger flow at different times in one day can be im-
proved by considering multiple factors, using multi-source data, and combining passenger
demand characteristics.

Since access to the data has been made much easier, the methods for predicting the
passenger flow that are based on multi-source data have been a hot research topic in recent
years. Spatial and temporal factors are usually integrated and neural networks are designed
to predict passenger flow. This research has focused on the prediction of the passenger flow
in metro stations [6], railway stations [7] and on-demand ride services [8]. Few methods
have solved the O-D passenger flow prediction problems of railways.

Considering the above research gaps, the objective of this paper is to propose a neural
network model that considers time, space, and weather factors based on multi-source data,
and to predict the time-varying passenger flow of intercity high-speed railways. The main
novelty and contributions of this paper are as follows: (1) The distribution characteristics
of time-varying passenger flow of O-D pairs are clustered using the k-means algorithm.
The temporal characteristics and the spatial characteristics of passenger travel demand are
fused in the clustering process, that is, the spatial–temporal fusion characteristics. (2) A
modular neural network model is designed with the inputs of the cyclical characteristics,
the spatial and temporal fusion characteristics, and the weather characteristics of passenger
travel demand. Different neural network modules are used based on the input. (3) Multiple
baseline methods are used for comparisons, to verify that the proposed neural network
model can predict time-varying passenger flow of large sets of O-D pairs with high accuracy
under multiple time steps for intercity high-speed railways and that the use of multi-source
data yields a clear improvement in the accuracy of this prediction.

The remainder of the paper is arranged as follows. Section 2 summarizes the literature
about passenger-flow forecasting. Section 3 analyzes the characteristics of passenger flow
based on multi-source data. In Section 4, a neural network model including multiple
modules is designed. In Section 5, experiments based on real-word data in China are
presented. Finally, conclusions and future research are drawn in Section 6.

2. Related Literature Review

Passenger flow prediction methods have been studied in the past decades [9,10] and
applied extensively, such as in the bus transportation system [11], in the metro system [12],
in the railway system [13], and in the airline system [14], etc. Various types of models
have been proposed to achieve a high prediction accuracy of passenger flow in recent
years [15,16].

Initially, prediction models mainly included an exponential smoothing model [17], a
regression model [18], a grey prediction model [19], and an autoregressive comprehensive
moving average model [20]. These models are parametric forecasting models with simple
structures and perform well for linear data. Williams et al. [21] proposed the theoretical
basis for modeling univariate traffic condition data streams as seasonal autoregressive inte-
grated moving average (SARIMA) processes, and used this model to predict the passenger
flow of a freeway in the short term. Ghosh et al. [22] used an improved SARIMA model to
predict the short-term passenger flow of streets. Okutani et al. [23] proposed a prediction
method by employing the theory of Kalman filters.

Traffic data are often random, non-stationary, and non-linear, and are hard to pre-
dict very well using parametric models. Hence, some researchers use a support vector
machine [24], a random forest model [25], and a neural network model [26] to predict
passenger flow. These models are non-parametric forecasting models. Neural networks
have been the hot topics recently and are presented frequently in the literature as they are
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more suitable for passenger flow prediction with non-linear and more complex data and
perform well [27]. Liu et al. [28] modeled a metro system as graphs with various topolo-
gies and proposed a unified Physical–Virtual Collaboration Graph Network to predict the
short-term passenger flow of metro stations and O-D pairs. Jing et al. [29] used a BP neural
network to predict the short-term passenger flow of intercity high-speed railway stations.
Han et al. [30] proposed a novel deep learning-based approach to predict the short-term
passenger flow of metro stations. Yu et al. [31] used an artificial neural network model to
predict the short-term passenger flow of buses. Wang et al. [32] proposed an improved BP
neural network model, and predicted the short-term passenger flow of intercity high-speed
railway stations. Liu et al. [33] proposed a deep learning architecture to handle the problem
of large-scale fine-grained traffic state prediction. Açıkbaş and Söylemez [34] used an
artificial neural network to estimate energy consumption and travel time for mass rail
transit lines.

Considering that single prediction methods always have some defects, some hybrid
methods have been proposed [35]. A hybrid model can integrate the advantages of multiple
models and improve the accuracy of passenger flow forecasting. Wen et al. [36] proposed a
short-term prediction method of high-speed railway station passenger flow during holidays.
This method used the SARIMA model to predict linear time series, and the non-linear time
series were acquired and transformed as feature-label samples with a feature selection to
transfer learning. Chen et al. [37] proposed an Empirical Mode Decomposition (EMD)-
based Long Short-Term Memory (LSTM) neural network model for predicting short-term
metro station passenger flow. Jiang et al. [38] developed a hybrid short-term demand
forecasting approach by combining the ensemble empirical mode decomposition and
grey support vector machine models to predict the short-term passenger flow of high-
speed railway O-D pairs. Zhao et al. [39] proposed a novel hybrid model for short-term
high-speed railway passenger demand forecasting that explicitly considered the relevance
of neighbor time data. This model was the SSA–WPDCNN–SVR model. Su et al. [5]
designed three neural network-based hybrid forecasting models to predict the short-term
time-varying passenger flow of high-speed railway O-D pairs, namely, the Variational
Mode Decomposition-Multilayer Perceptron, the Variational Mode Decomposition-Gated
Recurrent Unit Neural Network, and the Variational Mode Decomposition-Bidirectional
Long Short-Term Memory Neural Network. Olayode et al. [40] used a hybrid artificial
neural network optimized by particle swarm optimization to predict the traffic flow of long
and short trucks.

Since access to data has become much easier in recent years, some prediction meth-
ods based on multi-source data have been proposed [41,42]. The prediction accuracy is
improved when more information from the multi-source data is used. Li et al. [43] used
the SARIMA and support vector machines to establish a metro station passenger flow
prediction model. The model was built with intelligent data provided by a large-scale
urban traffic flow warning system, such as accurate passenger flow data and weather data.
Bei et al. [44] proposed a weather factor model, which was plugged into a macroscopic
traffic prediction model, to predict the short-term passenger flow of a freeway. Fu et al. [45]
proposed a neural network model for the short-term prediction of metro passenger flow
with multi-source data, including smart card data, mobile phone data, and metro network
data. Zhang et al. [46] proposed a novel method based on a multi-layer LSTM, which
integrated multi-source traffic data and multi-techniques (including feature selection based
on Spearman correlation and time feature clustering) to predict the short-term passenger
flow of high-speed railway stations. Du et al. [47] proposed a deep irregular convolutional
residual LSTM network model called DST-ICRL for urban traffic passenger flow prediction,
and they fused other external factors to facilitate a real-time prediction.

In conclusion, the features and deficiencies of passenger flow prediction methods in
the field of transportation are shown as follows.

(1) Prediction models have become more complicated, such as hybrid models, deep learning
models, and neural network architectures. These models are more suitable for passenger
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flow prediction with non-linear and more complex data. The potential information
features in the data are extracted and used to improve the prediction accuracy.

(2) The prediction methods mainly focus on predicting the passenger flow of stations
and few predict the passenger flow of O-D pairs. Single data are often used in the
methods and multi-source data need more attention.

3. Characteristic Analysis of Passenger Flow Based on Multi-Source Data

The travel of passengers on intercity high-speed railways is impacted by many factors,
for example, time, space, and the environment. To improve the passenger flow predic-
tion accuracy, the main factors and characteristics of passengers need to be analyzed and
extracted. The base data of relevant factors are collected and used to analyze the character-
istics of O-D passenger flow based on the Guangzhou–Zhuhai intercity high-speed railway
in China, which is located in the Guangdong–Hong Kong–Macao Greater Bay Area with a
length of 143 km, 20 stations, and a design speed of 250 km/h, as shown in Figure 1.
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3.1. Impact Factor Analysis

(1) Temporal factors

Passenger flow along the intercity high-speed railway is characterized by short dis-
tance and commuting. The passenger demand distributions for different departure times
in a day and different days in a week show fluctuation rules. To extract the rules, the O-D
passenger demand is analyzed statistically in dimensions of the departure time and the
day of the week based on the historical ticket reservation data. The O-D passenger demand
per hour in each day of one week is calculated, and the passenger demand distributions of
Guangzhounan–Zhongshanbei in two successive weeks are shown in Figure 2.

(2) Spatial factors

The O-D passenger flow distribution of the intercity high-speed railway is greatly
impacted by spatial factors. The stations of each O-D pair are different in geographical
location and technical facilities, resulting in a disparity for the passenger flow of different
O-D pairs. Railway stations are often classified into several categories [48], hence the
20 stations of the Guangzhou–Zhuhai intercity high-speed railway being divided in this
paper into three grades, as shown in Table 1. The daily arrival and departure passenger flow
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of each station is distinctly different, as shown in Figure 3. The passenger flow distributions
of O-D pairs with different station grades are also different, as shown in Figure 4.
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Table 1. The station grades of Guangzhou–Zhuhai intercity high-speed railway.

Level Station

1 Guangzhounan
2 Zhuhai, Zhonshanbei, Xiaolan

3
Shunde, Ronggui, Mingzhu, Guzhen, Jiangmendon, Xinghui, Bijiang,

Beijiao, Shundexueyuan, Nantou, Donsheng, Nanlang, Zhuhaibei,
Tangjiawan, Qianshan, Zhonshan

According to Table 1 and Figure 4, the fluctuation rules of the passenger flow dis-
tributions at different departure times are similar for O-D pairs with the same arrival
and departure station grades, otherwise, they are different. For the ease of use of this
characteristic in the subsequent predicting model, it can be extracted based on the arrival
and departure station grades and the passenger flow at different departure times.

(3) Weather factors

Besides the spatial and temporal factors, the short-term passenger flow of the intercity
high-speed railway is also affected by the environment (such as weather and emergency).
The weather of the departure stations of the passengers is mainly considered and analyzed
in this paper [49]. The relevant weather and passenger flow data of Guangzhounan–Xiaolan,
Zhuhai–Xiaolan, Zhuhai–Shunde, and Shunde–Guzhen from March to August 2015 are
analyzed, as shown in Figure 5.
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According to Figure 5, the passenger flow of O-D pairs on each day of a week is
greatly impacted by the weather conditions. The passenger flows on sunny days clearly
increase, while those on rainy days clearly decrease, and those on cloudy days stay in the
middle. The differences are significant. Hence, the weather conditions are classified into
three categories: sunny, cloudy, and rainy.

3.2. Characteristic Expression

For the sake of description, notations are designed as follows. The set of stations is
denoted by V. The O-D pair is represented by (r, s), where r is the origin station and s is
the destination station. Let RS be the set of all O-D pairs. The grade of r is denoted by Cr
and the grade of s is denoted by Cs, with Cr, Cs ∈ {1, 2, 3}. The passenger demand before
7:00 and after 23:00 is small, so only the passenger flow between 7:00 and 23:00 is studied.
The service time horizon [7:00, 23:00] is divided into 16 periods by hours; for example,
[7:00, 7:59] is called period 1, [8:00, 8:59] is called period 2, and so on. For an O-D pair (r, s),
the actual passenger flow in the mth period of day n is recorded as xm

n,r,s, and the predicted
passenger flow is recorded as x̂m

n,r,s, n = 1, 2 . . . . . . N, m = 1, 2, 3, . . . , 16, and the average
actual passenger flow in the mth period is denoted by xm

r,s.
The number of influential factors is large, but only a few are suitable for being used

in the prediction model. Hence, the key characteristics of passenger flow distribution are
extracted by fusing the multi-source data.

(1) Cyclical characteristics

The O-D passenger flow distribution is cyclical with a period of one week. Hence,
for an O-D pair, the passenger flows in the same period of the first 14 days are used
to predict the passenger flow in the same period of the 15th day, which means that
xm

n−14,r,s, xm
n−13,r,s, . . . . . . xm

n−1,r,s are used to predict xm
n,r,s.

In addition, the demands of workdays and weekends are clearly different, so day n is
labeled by WDn. If it is a workday, then WDn = 1, otherwise WDn = 0.

(2) Spatial and temporal fusion characteristics

The distribution characteristics of passenger flow xm
n,r,s are clustered by the k-means al-

gorithm [50] taking into consideration the departure station’s grade Cr, the arrival station’s
grade Cs and the average passenger flow xm

r,s. The class of the spatial and temporal fusion
characteristics for passenger flow xm

n,r,s is denoted by Cr,s,m.

(3) Weather characteristics

The weather condition of O-D pair (r, s) in the nth day is labeled by WEAn,r,
WEAn,r = 1, 2, 3, representing, respectively, sunny, cloudy, and rainy.

4. Methodology

In this paper, a neural network model based on multi-source data (NN-MSD) is
proposed, taking the cyclical characteristics, spatial and temporal fusion characteristics,
and weather characteristics of passenger flow as the input. The input data include
two parts. The first part consists of WDn, Cr,s,m and WEAn,r, which are classification
data. The second part consists of historical time series data of passenger flow, that is,
xm

n−14,r,s, xm
n−13,r,s, . . . . . . xm

n−1,r,s. Selecting a suitable neural network based on the kind of in-
put data can increase the prediction accuracy. The bi-directional Long Short-Term Memory
(Bi-LSTM) model performs well when processing time series data and extracting historical
characteristics [51]. The fully connected network (FCN) is good at extracting potential
relationships between characteristics [52]. Hence, a neural network architecture including
3 modules has been designed, as shown in Figure 6. An FCN model is used in the first
module to process the classification data. A Bi-LSTM model is used in the second module
to process the time series data. The results of the first module and the second module are
spliced and fused in the third module using an FCN model. The details are as follows.
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The first module: The input data WDn, Cr,s,m and WEAn,r are processed by one-hot
encoding [53] and the results are spliced and input into the FCN model. The output is
denoted by Yc.

The second module: time series data xm
n−14,r,s, xm

n−13,r,s, . . . . . . xm
n−1,r,s are input into the

Bi-LSTM model and the output is denoted by YT .
The third module: Concatenate Yc and YT and let Y = (Yc, YT). Input Y into the FCN

model and then the output is the predicted passenger flow x̂m
n,r,s.

4.1. Bi-LSTM Model

The Bi-LSTM is a model design based on the LSTM model. This model can obtain the
data feature information in both directions of the hidden layer in the calculation process,
which helps to improve the prediction accuracy. The structure of the Bi-LSTM model is
shown in Figure 7, which contains six weight matrices, W1–W6. The forward layer performs
forward calculation from time 1 to time t to obtain and save data at each time, while the
backward layer reverses the calculation from time t to time 1 to obtain and save the data at
each time, with ht as the final output.
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The operation formulas of the Bi-LSTM model are as follows:

st = f
(
W1
[
xm

n−14,r,s, xm
n−13,r,s, . . . . . . xm

n−1,r,s
]
+ W2st−1

)
(1)

st′ = f
(
W3
[
xm

n−14,r,s, xm
n−13,r,s, . . . . . . xm

n−1,r,s
]
+ W5st+1′

)
(2)

ht = g(W4st + W6st′) (3)

4.2. FCN Model

The FCN model is a multi-layer perceptron structure. Every node is fully connected
with the other nodes in the neighbor layers. An FCN model includes the input layer, several
hidden layers, and the output layer. Figure 8 shows the structure of the FCN model with a
single hidden layer.
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The operation formulas of the FCN model are as follows:

tanh(t) =
et − e−t

et + e−t (4)

Hj = tanh
(
X1·W1j + X2·W2j + · · ·+ XU ·WUj + bj

)
(5)

Ok = tahn
(

H1W ′1k + H2W ′2k + · · ·+ HQW ′Qk + bk

)
(6)

tanh(·) is the activation function. Xi is the ith input in the input layer, a total of U. Hj is the
jth neuron in the hidden layer, a total of Q. Ok is the kth neuron in the output layer, a total
of P. Wij and W ′jk are weights and b is the bias.

5. Experiments and Results
5.1. Sample Setting

The relevant data of the Guangzhou–Zhuhai intercity high-speed railway in China
from March to August 2015 are used in the experiments. Data during national legal holidays
are deleted and a total of 184 days of the data remain. The first 80% (147 days) of the data
set is selected as the training set, and the last 20% (37 days) is selected as the test set.
Fifty-three O-D pairs are involved because passenger demand of other O-D pairs is low
and insufficient for study. The input time step is 14. The output time steps are 1, 2, and 3. In
the first module, the FCN model is set with a single hidden layer consisting of 64 neurons
and the output dimension is 3. In the second module, the Bi-LSTM model is set with a
single hidden layer, in which the selection range of the number of neurons is (8, 64), and
the output dimension is 14. The learning rate is set to 0.01, the loss function is RMSE, the
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optimizer is Adam, and the range of iterations is (10, 50). The input dimension of the third
module is 17, which is processed using an FCN model with a single hidden layer consisting
of 32 neurons.

Three commonly used measures of the prediction errors, namely Root Mean Square
Error (RMSE), Mean Absolute Error (MAE), and Mean Absolute Percentage Error (MAPE),
are shown in Formulas (7)–(9), where z is the number of samples in the dataset.

RMSE =
1

53 ∑(r,s)∈RS ∑16
m=1

√
∑z

n=1
(

xm
n,r,s − x̂m

n,r,s
)2

z
(7)

MAE =
1
z ∑z

n=1
1

53 ∑(r,s)∈RS ∑16
m=1

∣∣(xm
n,r,s − x̂m

n,r,s
)∣∣ (8)

MAPE =
1
z ∑z

n=1
1

53 ∑(r,s)∈RS ∑16
m=1 |

(
xm

n,r,s − x̂m
n,r,s
)

xm
n

| (9)

The historical ticket reservation data of high-speed trains are added in the dimensions
of the departure time and the day of the week and then the time series data
xm

n−14,r,s, xm
n−13,r,s, . . . . . . xm

n−1,r,s are obtained. WDn is determined based on the date of
day n. The weather condition WEAn,r of an O-D pair (r, s) in the nth day is determined
based on the data from https://weather.cma.cn/.

The class of the spatial and temporal fusion characteristics Cr,s,m is calculated using
the k-means algorithm (the departure station’s grade Cr and the arrival station’s grade Cs
are presented in Section 3.1 and the average passenger flow xm

r,s can be calculated based
on the time series data), where the best clustering number is determined by the Silhouette
Coefficient method [54], as shown in Figure 9. When the clustering number k = 10, the
contour coefficient reaches its maximum, hence the best clustering number is 10. The
clustering results of the spatial and temporal fusion characteristics for the passenger flow of
the O-D pairs Guangzhounan–Mingzhu and Xiaolan–Guangzhounan are shown in Table 2.

Table 2. The partial clustering results from the k-means algorithm.

r Is Guangzhounan Station and s Is Mingzhu
Station (Cr = 1 , Cs = 3)

r Is Xiaolan Station and s Is Guangzhounan
Station (Cr = 2 , Cs = 1)

m xm
r,s Cr,s,m m xm

r,s Cr,s,m
1 48 7 1 300 6
2 73 7 2 407 4
3 0 3 3 233 6
4 0 3 4 257 6
5 147 5 5 267 6
6 0 3 6 230 6
7 143 5 7 344 9
8 169 10 8 226 10
9 153 10 9 196 10
10 165 10 10 220 10
11 49 7 11 194 10
12 286 6 12 161 10
13 0 3 13 98 5
14 99 5 14 41 7
15 134 5 15 14 3
16 68 7 16 12 3

https://weather.cma.cn/
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5.2. Experimental Results

Based on the above setting, the NN-MSD model is used to predict the time-varying
passenger flow of the Guangzhou–Zhuhai intercity high-speed railway. The comparison
of the predicted passenger flow from Guangzhounan station to Zhongshanbei station at
different times each day in one week with the actual one under different predicting time
steps is shown in Figure 10. The prediction errors under different predicting time steps are
shown in Table 3.
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Table 3. Prediction errors under different predicting time steps.

Error
Predicting Time Step

1 2 3

RMSE 47.4 47.9 45.2
MAE 24.5 27.9 24.1

MAPE 0.06 0.08 0.07

In Figure 10, the distribution characteristics of the predicted passenger flow at different
times are consistent with the actual one overall under different predicting time steps, which
shows that the NN-MSD model can better fit the time-varying characteristics of passenger
flow and are suitable for predicting the time-varying passenger flow of an intercity high-
speed railway. In Table 3, the MAPE errors under different predicting time steps are
between 6% and 8%, which are quite low compared with existing models in the literature,
as shown in Table 4. These verify that the prediction accuracy of the NN-MSD model is
high and stable.

Table 4. Prediction accuracy comparison with existing models in the literature.

Literature Field of Passenger
Flow Forecasting

Including
Multiple O-D

Pairs (Stations) in
One Experiment

Multi-Source
Data Method MAPE

This study Railway O-D pair Yes Yes NN-MSD 0.06~0.08
Milenkovic et al. [3] Railway station No No SARIMA 0.04~0.05

Wang et al. [6] Metro station No No TGACN 0.08
Lin et al. [13] Railway station No No MLP 0.28~0.36
Liu et al. [28] Metro O-D pair Yes No PVCGN 0.10~0.19
Han et al. [30] Metro station No No STGCNNmetro 0.24
Zhao et al. [35] Metro station No No STL-HW-LSTM 0.06~0.15
Wen et al. [36] Railway station No No Tra-Decom 0.02~0.05
Jiang et al. [38] Railway O-D pair No No EEMD-GSVM 0.05~0.07
Zhao et al. [39] Railway O-D pair No No SSA-WPDCNN-SVR 0.03~0.13

Li et al. [41] Metro station Yes Yes STLSTM 0.25~0.35
Li et al. [43] Metro station No Yes SARIMA-SVM 0.09~0.16
Fu et al. [45] Metro station No Yes NN 0.22~0.30

To illustrate the outstanding performance of the NN-MSD model, three groups of
comparison experiments including ten baseline models were performed. The results under
prediction time step 1 of the baseline models are shown in Table 5. The structures of the
baseline models are as follows.

(1) Baseline models in the first group: Replace the Bi-LSTM model in the second module
of the NN-MSD model with the LSTM model [55], the GRU model [56], and the MLP
model [57], respectively, and then obtain the baseline models, named, respectively,
the NN-MSD-LSTM model, the NN-MSD-GRU model, and the NN-MSD-MLP model.
The other parts of the baseline models in the first group are the same as the NN-
MSD model.

(2) Baseline models in the second group: Remove the input data WDn, Cr,s,m, and WEAn,r
from the NN-MSD model separately, and then obtain the baseline models, named,
respectively, the NN-MSD-1 model, the NN-MSD-2 model, and the NN-MSD-3 model.
The other parts of the baseline models in the second group are the same as the NN-
MSD model.

(3) Baseline models in the third group: Take the LSTM model, the GRU model, the MLP
model, and the ARIMA model as the baseline models in the third group. Only time
series data xm

n−14,r,s, xm
n−13,r,s, . . . . . . xm

n−1,r,s are input into the models and the related
parameters are the same as the NN-MSD model.
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Table 5. Prediction accuracy comparison under prediction time step 1.

Experiment Input Data Model RMSE MAE MAPE

The first group Multi-source data

NN-MSD 47.4 24.5 0.06
NN-MSD-LSTM 49.1 23.4 0.07
NN-MSD-GRU 47.1 25.4 0.07
NN-MSD-MLP 43.4 23.6 0.07

The second group

Remove WDn from the
multi-source data NN-MSD-1 50.0 29.5 0.08

Remove Cr,s,m from the
multi-source data NN-MSD-2 49.1 29.1 0.08

Remove WEAn,r from the
multi-source data NN-MSD-3 50.1 24.1 0.07

The third group
Only

{xm
n−14,r,s, xm

n−13,r,s, . . . . . . xm
n−1,r,s}

LSTM 61.5 29.2 0.09
GRU 71.6 32.2 0.10
MLP 52.0 28.6 0.09

ARIMA 93.4 69.8 0.35

The following findings are obtained based on the above comparison results in Table 4.

(1) The proposed NN-MSD model outperforms the baseline models. The MAPE error is
6%, obviously lower than the others, and the RMSE and MAE errors are also quite low,
which show that the proposed NN-MSD model achieves a high prediction accuracy
with multi-source data.

(2) In the second group, the prediction errors increase markedly, and are higher than
those of the first group. These verify that the characteristics WDn, Cr,s,m, and WEAn,r
greatly influence the prediction accuracy. What is more, removing characteristics
WDn and Cr,s,m results in higher errors than those when removing characteristics
WEAn,r, which shows that the cyclical characteristics and the spatial and temporal
fusion characteristics have a greater influence on the prediction accuracy.

(3) The prediction errors in the third group are higher than those in the first and second groups,
which verifies that using only a single data source yields a low prediction accuracy.

6. Conclusions

In this study, we propose a neural network model, called an NN-MSD model, to
predict the time-varying O-D passenger flow of intercity high-speed railways, considering
historical ticket reservation data, high-speed railway network data, and weather condition
data. The cyclical characteristics, spatial and temporal fusion characteristics, and weather
characteristics of passenger travel demand are extracted from the multi-source data. The
NN-MSD model includes three modules with these characteristics as inputs. An FCN
model is used to process the classification data. A Bi-LSTM model is used to process the
time series data. The processed results are spliced and fused using an FCN model. Finally,
an experimental analysis is performed regarding the Guangzhou–Zhuhai intercity high-
speed railway in China, in which three groups of comparison experiments are designed.
The results show the following:

(1) The proposed NN-MSD model can predict the time-varying passenger flow of many
O-D pairs for intercity high-speed railways with a high and stable accuracy. The
MAPE errors under multiple prediction time steps are between 6% and 8%.

(2) Compared with the baseline models, the prediction accuracy of the NN-MSD model is
higher and is influenced greatly by the cyclical characteristics, spatial-temporal fusion
characteristics, and weather characteristics. If one of these characteristics is removed
from the model, the MAPE error increases markedly.

(3) The MAPE errors of the baseline models with a single data source are between 9%
and 10%, significantly higher than that of the NN-MSD model, which shows that
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the proposed model achieves a high prediction accuracy due to its use of multi-
source data.

In further research, we will study the prediction methods of metro O-D passenger
flows considering multi-source data. A metro system has a complex network structure
and high travel frequencies of passenger demand. How to extract the spatial–temporal
fusion features and improve the prediction accuracy of metro O-D passenger flow deserves
more attention.
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