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Abstract

:

Process capability and performance indices (PCIs and PPIs) are used in industry to provide numerical measures for the capability and performance of several processes. The majority of the literature refers to PCIs and PPIs for continuous data. The aim of this paper is to compute the classical indices for discrete data following Poisson, binomial or negative binomial distribution using various transformation techniques. A simulation study under different situations of a process and comparisons with other existing PCIs for discrete data are also presented. The methodology of computing the indices is easy to use, and as a result, one can have an assessment of the process capability and performance without difficulty. Three examples are further provided to illustrate the application of the transformation techniques.
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1. Introduction


Process capability indices (PCIs) are widely used in industry as they are considered practical tools for continuous quality improvement. They provide numerical measures of the process ability to produce output within specification limits on a quality characteristic of interest. The four most broadly used PCIs are   C p   (Juran [1]),   C  p k    (Kane [2]),   C  p m    (Chan, Cheng, and Spiring [3], Hsiang and Taguchi [4]) and   C  p m k    (Choi and Owen [5], Pearn, Kotz, and Johnson [6]) and are defined as follows:


   C p  =   U − L   6 σ   ,  










   C  p k   =   m i n { U − μ , μ − L }   3 σ   ,  










   C  p m   =   U − L   6    σ 2  +   ( μ − T )  2      ,  










   C  p m k   =   m i n { U − μ , μ − L }   3    σ 2  +   ( μ − T )  2      ,  








where U and L are the upper and the lower specification limits, respectively; T is the target value of the process;  μ  is the process mean; and  σ  is the process standard deviation. If  μ  and  σ  are unknown, one can replace them with the sample mean   X ¯   and the sample standard deviation S, respectively. The properties, the estimation methods and the confidence limits of PCIs have been examined by many authors, such as Rodriguez [7], Kotz and Johnson [8,9], Kotz and Lovelace [10], and Pearn and Kotz [11].



In 1991, the Automotive Industry Action Group (AIAG) recommended using the PCIs   C p   and   C  p k    when the process is in control with the process standard deviation estimated using the formula    σ ^  =  R ¯  /  d 2    (s-short-term). On the other hand, when the process is not in control, AIAG recommended using the process performance indices (PPIs)   P p   and   P  p k   , given by


   P p  =   U − L   6 s   ,  










   P  p k   =   m i n { U − μ , μ − L }   3 s   ,  








where s is computed using   s =     ∑  i = 1  n    (  X i  −  X ¯  )  2    n − 1      (s-long-term). The main difference between PCIs and PPIs is that PCIs are used to predict the capability of a process to produce parts conforming to specifications, while PPIs are used to evaluate the behaviour of a process. Note that for a stable process, the differences between   C p   (  C  p k   ) and   P p   (  P  p k   ) are negligible (Montgomery [12]).



The use of the four well-known PCIs presupposes that the process is in control as well as that the quality characteristic of interest is normally distributed. However, there are many processes in which the distribution of the quality characteristic is continuous but non-normal. Many authors have studied PCIs on continuous non-normal distributions. Clements [13] used a percentile method (known as “Clements’ method”) in order to calculate the   C p   and   C  p k    indices for non-normal Pearsonian populations. Pearn and Kotz [14] applied Clements’ method for computing the   C  p m    and   C  p m k    indices. Rivera, Hubele and Lawrence [15] studied the effect of several transformation methods on the estimate of   C  p k    index for non-normal data. Pearn and Chen [16] proposed a modification of Clements’ method in order to calculate the four well-known PCIs for non-normal Pearsonian populations. Castagliola [17] proposed a method based on Burr’s distributions to estimate the   C p   and   C  p k    indices independently of the real process distribution. Hosseinifard et al. [18] proposed a root transformation technique to estimate PCIs of right skewed processes. Hosseinifard, Abbasi and Niaki [19] studied and compared various methods for estimating PCIs of non-normal processes.



In practice, there are many processes that the quality characteristic of interest is discrete and, unfortunately, the above studies cannot be used. Few studies have been focused on PCIs for discrete quality characteristics. Bothe [20] computed the   C  p k    index based on the percentage of nonconforming parts of a process with attribute data. Yeh and Bhattcharya [21] proposed a PCI that is related to the probability of non-conformance of a process and can be applied to continuous as well as discrete distributions. Borges and Ho [22] proposed a PCI based on the process fraction defective. Perakis and Xekalaki [23,24] proposed a PCI based on the proportion of conformance of the process, which can be used for continuous or discrete processes. Maiti, Saha and Nanda [25] defined a generalized index, named   C  p y   , based on the ratio of the proportion of specification conformance to the proportion of desired conformance, which can be used for continuous as well as discrete processes. Moreover, they introduced two modifications of the   C  p y    index, the   C  p y k    and   C  p T k    indices, for studying off-centered and off-target processes, respectively. Maravelakis [26] proposed the Q transformation technique to estimate the four well-known PCIs for Poisson and binomial data. Dey and Saha [27] considered three bootstrap confidence intervals of the   C  p y k    index using different methods of estimation for the logistic exponential distribution. Pal and Gauri [28] studied several approaches for estimating the PCIs   C  p u    and   C  p l    of a binomial process. In addition, Gauri and Pal [29] assessed the relative goodness of some generalized PCIs in quantifying the capability of a Poisson or binomial process.



Motivated by the work of Maravelakis [26] and of Pal and Gauri [28], in this paper, we expand the transformation techniques for Poisson and binomial data and we also apply them to negative binomial data in order to compute the four classical PCIs and the two PPIs. Moreover, we compare these indices with other existing PCIs for discrete data to make conclusions about the proposed methodology. Finally, we illustrate the application of the transformation techniques to real data from Poisson, binomial and negative binomial processes.



The paper is organized as follows. In Section 2, we present the transformation techniques for Poisson, binomial and negative binomial data, while a brief overview of existing PCIs for discrete data is given in Section 3. Section 4 presents the results of a simulation study that was performed to compare the indices using different transformation methods. In Section 5, we present three illustrative examples, one for each discrete distribution. Finally, we conclude the paper in Section 6.




2. Transformation Techniques to Compute PCIs


In this section, we present several transformation techniques for Poisson, binomial and negative binomial data, in order to transform them into being approximately independent and normally distributed.



2.1. Transformation Techniques for Poisson Data


Let X be the number of defects or nonconformities in an inspection unit with a standard size. If the process is stable, i.e., the defects rate c is constant, and each inspection is performed independently, then the variable X follows the Poisson distribution with probability mass function (pmf) given by


  f  ( x ; c )  =    e  − c    c x    x !   , x = 0 , 1 , 2 , … ,  



(1)




where   c > 0   is the parameter of the Poisson distribution. The mean and the variance of X are equal to c.



2.1.1. Anscombe’s Transformation


Let    x i  ,  i = 1 , 2 , …   be observations of the Poisson variable X. Bartlett [30] used two nonlinear transformations based on the square root in order to transform Poisson data into normal data. Anscombe [31] proposed a variation of Balett’s transformation afterwards, and he demonstrated that the statistics    y i  =    x i  + 3 / 8   ,  i = 1 , 2 , …   are approximately normally distributed with mean and variance given by     c + 3 / 8   − 1 /  ( 8 c )    and   0.25  , respectively. In this paper, we use a modification of this transformation in order to obtain a variance close to 1, that is


   y i  = 2    x i  +  3 8    ,  for   i = 1 , 2 , …  



(2)








2.1.2. Freeman–Tukey’s Transformation


Freeman and Tukey [32] proposed another square root transformation for approximately normalizing Poisson data. They displayed that the statistics


   y i  =   x i   +    x i  + 1   ,  i = 1 , 2 , …  



(3)




are approximately normal with mean and variance given by   2 c   and 1, respectively. Ryan and Schwertman [33] applied this transformation to the classical Shewhart c-chart, so as to study its performance as well as to investigate the optimal control limits.




2.1.3. The Q Transformation


Quesenberry [34,35] defined the Q statistic and introduced the Poisson Q-chart for data with known and unknown parameter c. For   c =  c 0    known a priori, define


             u i  =  e  −  c 0     ∑  k = 0   x i     c  0  k   ( k ! )   ,           Q i  =  Φ  − 1    (  u i  )  ,  for   i = 1 , 2 , …     



(4)




where    Φ  − 1    ( · )    is the inverse function of the standard normal distribution function. Then, the values    Q 1  ,  Q 2  , …   are approximately standard normal.



If the defects rate c is unknown, then we consider that the data are in a sequence of values   (  n i  ,  x i  )  , for   i = 1 , 2 , …   Let    t i  =  ∑  j = 1  i   x j   ,    N i  =  ∑  j = 1  i   n j    and define


         u i  =  ∑  k = 0   x i      t i  k       n i   N i    k    1 −   n i   N i      n i  − k                      Q i  =  Φ  − 1    (  u i  )  ,  for   i = 2 , 3 , …     



(5)







Then, the values    Q 2  ,  Q 3  , …   are approximately standard normal. The Poisson Q-chart is obtained by plotting the statistics Q with control limits UCL = 3, CL = 0 and LCL = −3. We notice that for the case where c is unknown, the first plotting statistic is the   Q 2  . Moreover, according to Quesenberry [36], this approximation performs satisfactorily after the first observations, as in an effort to approximate c, past observations are used to update the Q statistic.





2.2. Transformation Techniques for Binomial Data


Let X be the number of noncomforming products found when n products are inspected. If the process is stable, i.e., the probability p that any product does not conform to specifications is constant, and each inspection is performed independently, then the variable X follows the binomial distribution with parameters n and p and the pmf given by


  f  ( x ; n , p )  =   n x    p x    ( 1 − p )   n − x   ,  x = 0 , 1 , … , n  



(6)







The mean and the variance of X are equal to   n p   and   n p ( 1 − p )  , respectively.



2.2.1. Freeman–Tukey’s Transformation


Let   x i   be the number of nonconforming items produced in a sample of size n with known and constant probability   p =  p 0    of observing a nonconforming product. Freeman and Tukey [32] used the average angular transformation to transform binomial data to normal. The transformation is defined as


   y i  =  sin  − 1       x i   n + 1     +  sin  − 1        x i  + 1   n + 1     ,  for   i = 1 , 2 , …  



(7)







The statistics   y i   are normally distributed with mean and variance equal to   s i  n  − 1    p    and   1 / ( n + 0.5 )  , respectively. Ryan [37] used this transformation to construct a control chart for monitoring p.




2.2.2. Chen’s Transformation


Johnson and Kotz [38] showed that the statistics


   y i  =  sin  − 1        x i  +  3 8    n +  3 4       for   i = 1 , 2 , …  



(8)




are approximately normally distributed with mean and variance equal to   s i  n  − 1    p    and   1 / ( 4 n )  , respectively. Ryan [37] used this transformation to construct a control chart for monitoring p. Chen [39] used a variation of Johnson and Kotz’s transformation for monitoring p, given by


   y i  = 2   n i     sin  − 1        x i  +  3 8    n +  3 4      −  sin  − 1    (  p  )   ,  for   i = 1 , 2 , … ,  



(9)




for the case where the parameter p is known. If the parameter p is unknown, then we use the transformation


   y i  = 2   n i     sin  − 1        x i  +  3 8    n +  3 4      −  sin  − 1    (    p ^   i − 1    )   ,  for   i = 2 , 3 , … ,  



(10)




where     p ^  i  =  (  x 1  +  x 2  + … +  x i  )  /  (  n 1  +  n 2  + … +  n i  )   . The arcsine-p chart, proposed by Chen [39], is obtained by plotting the statistics   y i  ’s with control limits at UCL = 3, CL = 0 and LCL = −3. We notice that for the case where p is unknown, the first plotted statistic is   y 2  .




2.2.3. The Q Transformation


Quesenberry [40] introduced the binomial Q-chart for data with known and unknown p. For   p =  p 0    known a priori, we define


         u i  =  ∑  k = 0   x i      n i  k    p  0  k    ( 1 −  p 0  )   (  n i  − k )   ,               Q i  =  Φ  − 1    (  u i  )  ,  for   i = 1 , 2 , …     



(11)







According to Quesenberry [40], the values    Q 1  ,  Q 2  , … ,   are approximately standard normal.



For p unknown, let    t i  =  ∑  j = 1  i   x j    and    N i  =  ∑  j = 1  i   n j    and define


         u i  =  ∑  k =  h i    x i      n i  k        t i  − k   N  i − 1         n i  +  N  i − 1     t i               Q i  =  Φ  − 1    (  u i  )  ,  for   i = 1 , 2 , …     



(12)




where    h i  = max  ( 0 ,  t i  −  N  i − 1   )   . Then, the values    Q 2  ,  Q 3  , …   are approximately standard normal. The binomial Q-chart is obtained by plotting the statistics Q on a chart with control limits UCL = 3, CL = 0 and LCL = −3. We notice that for the case where p is unknown, the first plotting statistic is   Q 2  . Furthermore, the approximation has adequate performance after the first observations, as in the case of Poisson data.





2.3. Transformation Techniques for Negative Binomial Data


Let X be the total number of products inspected until a nonconforming   r  ( r ≥ 1 )   is counted and p be the probability of observing a nonconforming one. Then, the variable X follows the negative binomial distribution with parameters r and p with a pmf given by


  f  ( x ; r , p )  =    x − 1   r − 1     p r    ( 1 − p )   x − r   ,  x = r , r + 1 , …  



(13)







The mean and variance of X are equal to   r / p   and   r  ( 1 − p )  /  p 2   , respectively. Note that the geometric distribution is a special case of the negative binomial distribution for   r = 1  . The CCC-r chart, proposed by Xie et al. [41], is used to monitor observations of the variable X and it is suggested when the parameter p is low. For more details, the reader can refer to the work of Xie, Goh and Kuralmani [42] and that of Joekes, Smrekar and Righetti [43].



2.3.1. Anscombe’s Transformation


Let   x i   be the total number of products inspected until a nonconforming   r  ( r ≥ 1 )   is counted. Anscombe [31] showed that the transformation


   y i  = ln  (  x i  +  1 2  r )  ,  for   i = 1 , 2 , …  



(14)




for a large mean   m = r / p   and   r ≥ 1   is approximately normal with variance approximated by   1 / ( r − 0.5 )   for a large r.




2.3.2. The Box–Cox Transformation


Box and Cox [44] proposed a family of power transformations on a positive variable X given by


   Y  ( L )   =         X L  − 1  L  ,   for  L ≠ 0 ,       ln ( X ) ,  for  L = 0 ,       



(15)




where L is a single parameter that can be estimated using the maximum likelihood estimation (MLE), so that   Y  ( L )    is approximately normally distributed. Applying this transformation to observations   x i  , we have the transformed data   y i  , which follow approximately the normal distribution.






3. A Brief Overview of PCIs for Discrete Distributions


Yeh and Bhattcharga [21] proposed an index based on the proportion of nonconforming products. This index is defined as follows:


   C f  = m i n    p  0  L   p L   ,   p  0  U   p U    ,  



(16)




where    p L  = P  ( X < L )   ,    p U  = P  ( X > U )    and   p  0  L  ,   p  0  U   are the expected proportions of nonconforming products that the manufacturer can tolerate on L and U, respectively.



Perakis and Xekalaki [23] proposed an index that can be used for continuous as well as for discrete distributions and is defined as follows:


   C  p c   =   1 −  p 0    1 − p   ,  



(17)




where   p = P ( L < X < U )   and   p 0   is the minimum allowable proportion of conformance, usually equal to 0.9973. Perakis and Xekalaki [24] investigated the above index for discrete data where only one specification limit is set. More specifically, if only the U is set, then the index is denoted by   C  p c u    while if only the L is set, the index is denoted by   C  p c l   . The two indices are defined as follows:


   C  p c u   =   0.0027   1 − P ( X < U )   ,  C  p c l   =   0.0027   1 − P ( X > L )   .  



(18)







Alternative forms of the two indices for a Poisson process can be obtained by using the chi-square distribution. Thus, they can be written as follows:


   C  p c u   =   0.0027   P (  x  2 U  2  < 2 c )   ,  C  p c l   =   0.0027   P (  x  2 ( L + 1 )  2  > 2 c )   .  



(19)







Maiti, Saha and Nanda [25] proposed an index based on the process yield, which is defined as follows:


   C  p y   =  p  p 0   ,  



(20)




where   p = P ( L ≤ X ≤ U )   and   p 0   is the desired yield equal to   1 −  p  0  L  −  p  0  U   .



For an off-centered process, i.e.,   F ( U ) + F ( L ) ≠ 1  , where   F ( · )   is the cumulative density function (cdf), the index is defined as follows:


   C  p y k   = m i n    F ( U ) − F ( M )    1 2  −  p  0  U    ,   F ( M ) − F ( L )    1 2  −  p  0  L     = m i n    F  ( U )  −  1 2     1 2  −  p  0  U    ,    1 2  − F  ( L )     1 2  −  p  0  L     ,  



(21)




where M is the median of the distribution and   F  ( M )  =   F ( U ) + F ( L )  2  =  1 2    for a centered process. We notice that for a centered process,    C  p y   =  C  p y k    , while if    C  p y k   <  C  p y    , the process median is off-centered.



For generalized asymmetric tolerance, i.e.,   T ≠ M  , the index is defined as follows:


   C  p T k   = m i n    F ( U ) − F ( T )    1 2  −  p  0  U    ,   F ( T ) − F ( L )    1 2  −  p  0  L     .  



(22)







We point out that    C  p T k   =  C  p y k     when   M = T  .



The above PCIs have been studied for various non-normal as well as for Poisson distributions. However, these indices can be easily extended to other discrete data following a binomial or negative binomial distribution using the appropriate cdf.



When the value of the parameter of distribution is unknown, then it has to be estimated in order to compute the indices. In most cases, the maximum likelihood estimator (MLE) method is used. If    X 1  ,  X 2  , ⋯ ,  X m    are independent observations from a Poison process, the MLE of c is given by    c ^  =  1 m   ∑  i = 1  m   X i   , while if the observations are from a binomial process, the MLE of p is given by    p ^  =  1  m n    ∑  i = 1  m   X i   . Finally, for a negative binomial process, the MLE of p is given by    p ^  =   m r    ∑  i = 1  m   X i     .




4. A Simulation Study


In this section, a simulation study is performed to evaluate the PCIs and PPIs for different Poisson, binomial and negative binomial processes. Six different processes are considered for each distribution: two centered, two off-centered and two off-target processes. For the centered processes, the process target is approximately equal to the median, and the U and L are chosen so that the condition   F ( U ) + F ( L ) = 1   is satisfied. For the off-centered processes, the values of specification limits are chosen so that   F ( U ) + F ( L ) ≠ 1  . Finally, under off-target processes, the process target is such that   F  ( T )  ≠  F ( U ) + F ( L )  / 2  . These situations of a process are also considered in Maiti, Saha and Nanda [25].



In our simulation study, random variables of each discrete distribution are generated for specified values of parameters and for sample of sizes   m = 50   and 100 to compute the mean and the standard deviation of each index. In order to estimate them, first, the appropriate transformation method is applied to the data. Then, the specification limits and the target value are transformed via the transformation applied on the data. Next, the obtained specification limits, the target value, as well as the mean and the standard deviation of the transformed data are used to estimate each index. As   C p   has an indirect association with   C  p c    and   C  p y   ,   C  p k    with   C  p y k    and   C  p m k    with   C  p T k   , comparisons among them and the classical PCIs are also presented. The estimators of the   C  p c   ,   C  p y   ,   C  p y k    and   C  p T k    are obtained using the MLE method. Moreover, in order to make the latter indices comparable with the classical PCIs, we use    p 0  = 0.9973   and    p  0  L  =  p  0  U  = 0.00135  . All the computations are carried out using the R version 4.3.0. software with 10,000 iterations.



The results of the simulation study are presented in Table 1, Table 2, Table 3, Table 4, Table 5 and Table 6. The first two processes in each table are centered, the other two are off-centered and the last two are off-target. The first columns in these tables show the values of the parameters of each distribution, the specification limits and the target value of the processes. In each process, the first row shows the mean of the index estimators and the second row shows their standard deviations.



As can be observed in the aforementioned tables, we observe that for each process, the differences in the mean values of PCI and PPI estimators applying different transformation methods are minor. More specifically, the differences are very small when applying Anscombe’s and Freeman–Tukey’s transformations for Poisson processes and Freeman–Tukey’s and Chen’s transformations for binomial processes. Moreover, for all processes, the values of    C ^  p   are very close to the corresponding values of    C ^   p y   , while at almost all of them, the values of    C ^   p c    differ from those of    C ^  p   and    C ^   p y   . This can be explained as follows: The   C  p c    index is based on the ratio of the allowable proportion of nonconforming products to the observed proportion of nonconforming products, while the   C  p y    index is based on the ratio of the observed proportion of conformance to the allowable proportion of conformance. In other words, the   C  p y    index is the reciprocal of the complementary proportions of the   C  p c    index. For off-centered processes, the values of    C ^   p k    indices are slightly smaller than those of    C ^   p y k   . Furthermore, for binomial and negative binomial off-target processes, the values of    C ^   p m k    indices are very close to the corresponding    C ^   p T k    indices, while for Poisson processes, the differences are larger but both of them indicate incapability processes. Finally, it is observed that the values of    P ^  p   and    P ^   p k    are approximately similar to those of    C ^  p   and    C ^   p k   , respectively. Thus, the processes can be considered stable.



In addition, we study the impact of sample size and parameters of distribution on the results. For a certain process, the differences in the mean values of each index estimator are negligible for different values of sample sizes. This entails the fact that one should use a small value of sample size (say   m = 50  ) to obtain safe conclusions about the process capability/performance. On the other hand, the value of the standard deviation of each index estimator for   m = 50   is always higher than the corresponding value for   m = 100  . It should be noticed that the standard deviations of    C ^   p y   ,    C ^   p y k    and    C ^   p T k    are smaller than that of the classical PCIs estimators. Moreover, for certain values of U, L and T, the capability of the process depends on the parameters of distribution. For example, consider the second and the fifth processes in Table 1, where   ( U , L , T ) = ( 15 , 0 , 6 )  , while   c = 6.5   for the second process and   c = 4.5   for the fifth one. It is recalled that the second process is centered and the fifth process is off-target. As can be seen in Table 1, we observe that the differences in the mean and standard deviation values of the    C ^  p   and    P ^  p   indices for the two processes are negligible, while the corresponding differences are significant for the other three classical PCIs and    P ^   p k   . This was expected as the   C p   and   P p   indices do not depend on the mean value of the process.




5. Applications


To illustrate the application of the above transformations, three examples are presented. The values of the PCIs and PPIs are computed with particular emphasis on describing Anscombe’s transformation for Poisson and negative binomial data and the Freeman–Tukey’s transformation for binomial data. Similarly, the indices can be calculated using the other transformations techniques. The   C  p y   ,   C  p y k    and   C  p T k    indices are also computed for comparison reasons. In the following examples, we present the tools and we guide practitioners on how to apply the proposed methodology. The control charts are provided in order to confirm that the process is in-control. In addition, we apply the transformation techniques to compute the PCIs and PPIs, and we discuss the results afterwards.



Example 1. 

We use the data on the number of nonconformities in samples of 100 printed circuit boards, which is described in more detail in Chapter 7 by Montgomery [12]. The dataset consists of 46 samples. The first 26 samples of Table 7 are from Table 7.7 of Montgomery [12] and the last 20 samples are from the Table 7.8. of Montgomery [12] The data are presented in Table 7. Moreover, it is assumed that the target value is   T = 18   nonconformities in each sample, and the upper and lower specification limits are   U = 35   and   L = 5   nonconformities in each sample, respectively.





After a retrospective data analysis, two values (in bold) in Table 7 were eliminated due to assignable causes. Fitting in the remaining 44 samples the Poisson distribution, we find that    c ^  = 19.0455   is the MLE (p-value = 0.4669). In Figure 1, the c-chart is presented. Note that the control limits of the c-chart are computed with


  U C L =  c ^  + 3   c ^   = 19.0455 + 3   19.0455   = 32.1378 ,  










  C L =  c ^  = 19.0455 ,  










  L C L =  c ^  − 3   c ^   = 19.0455 − 3   19.0455   = 5.9532 .  











As no point and no systematic behaviour can be seen from the c-chart, we can conclude that the process is in control. In addition, we compute all the   y i  ’s values,    for   i = 1 , 2 , … , 44   using Anscombe’s transformation given by (2). The mean of the transformed data is     μ ^  ′  = 8.7371  . In order to estimate the standard deviation of the transformed data, we compute their moving range. Hence, the standard deviation    σ ^  ′   is given by


    σ ^  ′  =    M R  ¯   d 2   =   1.2517   1.1284   = 1.1093  











An   I − M R   chart is presented in Figure 2.



The control limits for the I-chart are computed with


  U C L =   μ ^  ′  + 3   σ ^  ′  = 8.7371 + 3 · 1.1093 = 12.065 ,  










  C L =   μ ^  ′  = 8.7371 ,  










  L C L =   μ ^  ′  − 3   σ ^  ′  = 8.7371 − 3 · 1.1093 = 5.4092 ,  








and those for the   M R  -chart are computed with


  U C L =  D 4  ·   M R  ¯  = 3.267 · 1.2517 = 4.0893 ,  










  C L =   M R  ¯  = 1.2517 ,  










  L C L =  D 3  ·   M R  ¯  = 0 · 1.2517 = 0 .  











From the   I − M R   chart in Figure 2, we confirm that the process is in control. The last step before computing the four PCIs is to transform the values of T, U and L, using transformation (2), and as a result, we have    T ′  = 8.5732  ,    U ′  = 12.2270   and    L ′  = 4.1833  . The values of the four PCIs are computed with


   C p  =    U ′  −  L ′    6   σ ^  ′    =   12.2270 − 4.1833   6 · 1.1093   = 1.2085 ,  










   C  p k   =   m i n {  U ′  −   μ ^  ′  ,   μ ^  ′  −  L ′  }   3   σ ^  ′    =   m i n { 12.2270 − 8.7371 , 8.7371 − 4.1833 }   3 · 1.1093   = 1.0487 ,  










   C  p m   =    U ′  −  L ′    6     σ ^   ′ 2   +   (   μ ^  ′  −  T ′  )  2      =   12.2270 − 4.1833   6   1 .  1093 2  +   ( 8.7371 − 8.5732 )  2      = 1.1955 ,  










   C  p m k   =   m i n {  U ′  −   μ ^  ′  ,   μ ^  ′  −  L ′  }   3     σ ^   ′ 2   +   (   μ ^  ′  −  T ′  )  2      =   m i n { 12.2270 − 8.7371 , 8.7371 − 4.1833 }   3   1 .  1093 2  +   ( 8.7371 − 8.5732 )  2      = 1.0374 .  











The long-term standard deviation of the transformed data is computed with


     σ s  ^  ′  =     ∑  i = 1  44    (  y i  −   μ ^  ′  )  2    n − 1    ,  








where   y i   are the transformed data. Thus,      σ s  ^  ′  = 1.1732  . The values of the two PPIs are equal to


   P p  =    U ′  −  L ′    6    σ s  ^  ′    =   12.2270 − 4.1833   6 · 1.1732   = 1.1427 ,  










   P  p k   =   m i n {  U ′  −   μ ^  ′  ,   μ ^  ′  −  L ′  }   3  σ  s  ′    =   m i n { 12.2270 − 8.7371 , 8.7371 − 4.1833 }   3 · 1.1732   = 0.9916 .  











Similarly, we compute the values of the indices with the other transformation techniques as well as the values of the   C  p y   ,   C  p y k    and   C  p T k    indices. The results are presented in Table 8. From this table, we conclude that the differences in the values of the indices applying different transformation techniques are very small. Moreover, the values of   C p  ,   C  p k    and   C  p m k    are very close to the corresponding values of   C  p y   ,   C  p y k    and   C  p T k   , while the values of   P p   and   P  p k    are approximately similar to those of   C p   and   C  p k   . Thus, one should consider that the process is stable. As the PCIs are higher than one, except for   C  p T k   , one should conclude that the process is capable. Consequently, the transformation techniques give similar results and one should apply them in order to make conclusions about the capability of the process.



Example 2. 

We use the data on a number of nonconforming cans with frozen orange juice in samples of size   n = 50   cans from an industrial process, which is also described in detail, as the previous example, in Chapter 7 by Montgomery [12]. The dataset consists of 40 samples and is presented in Table 9. It is also assumed that the target value is   T = 5   defective bellows in each sample and that the upper and lower specification limits are   U = 13   and   L = 1   defective bellows per sample, respectively.





Applying the binomial distribution to these data, the MLE of the parameter p is 0.109 (p-value = 0.9999).



In Figure 3, the p-chart is presented. Note that the control limits of the p-chart are computed with


  U C L =  p ^  + 3     p ^   ( 1 −  p ^  )   n   = 0.109 + 3    0.109 ( 1 − 0.109 )  50   = 0.2412 ,  










  C L =  p ^  = 0.109 ,  










  L C L =  p ^  − 3     p ^   ( 1 −  p ^  )   n   = 0.109 − 3    0.109 ( 1 − 0.109 )  50   = − 0.0232 ⇒ L C L = 0 .  











From the p-chart in Figure 3, we conclude that the process is in control as no point and no systematic behaviour can be seen. In addition, we compute all the   y i  ’s values,    for   i = 1 , 2 , … , 40   using Freeman–Tukey’s transformation, given in (7). The mean and standard deviation of the transformed data are     μ ^  ′  = 0.6846   and     σ ^  ′  = 0.1176  , respectively. An   I − M R   chart for the transformed data is presented in Figure 4.



The control limits for the I-chart are calculated as


  U C L =   μ ^  ′  + 3   σ ^  ′  = 0.6846 + 3 · 0.1176 = 1.0374 ,  










  C L =   μ ^  ′  = 0.6846 ,  










  L C L =   μ ^  ′  − 3   σ ^  ′  = 0.6846 − 3 · 0.1176 = 0.3318 ,  








and those for the   M R  -chart are calculated with


  U C L =  D 4  ·   M R  ¯  = 3.267 · 0.1327 = 0.4335 ,  










  C L =   M R  ¯  = 0.1327 ,  










  L C L =  D 3  ·   M R  ¯  = 0 · 0.1327 = 0 .  











From the   I − M R   chart in Figure 4, we confirm that the process is in control. The transformed values of T, U and L are    T ′  = 0.6686  ,    U ′  = 1.0807   and    L ′  = 0.3398  , respectively, and the values of the four PCIs are computed with


   C p  =    U ′  −  L ′    6   σ ^  ′    =   1.0807 − 0.3398   6 · 0.1176   = 1.0500 ,  










   C  p k   =   m i n {  U ′  −   μ ^  ′  ,   μ ^  ′  −  L ′  }   3   σ ^  ′    =   m i n { 1.0807 − 0.6846 , 0.6846 − 0.3398 }   3 · 0.1176   = 0.9773 ,  










   C  p m   =    U ′  −  L ′    6     σ ^   ′ 2   +   (   μ ^  ′  −  T ′  )  2      =   1.0807 − 0.3398   6   0 .  1176 2  +   ( 0.6846 − 0.6686 )  2      = 1.0404 ,  










   C  p m k   =   m i n {  U ′  −   μ ^  ′  ,   μ ^  ′  −  L ′  }   3     σ ^   ′ 2   +   (   μ ^  ′  −  T ′  )  2      =   m i n { 1.0807 − 0.6846 , 0.6846 − 0.3398 }   3   0 .  1176 2  +   ( 0.6846 − 0.6686 )  2      = 0.9684 .  











The long-term standard deviation of the transformed data is equal to      σ s  ^  ′  = 0.1415  . Thus, the values of the PPIs are


   P p  =    U ′  −  L ′    6    σ s  ^  ′    =   1.0807 − 0.3398   6 · 0.1415   = 0.8725 ,  










   P  p k   =   m i n {  U ′  −   μ ^  ′  ,   μ ^  ′  −  L ′  }   3  σ  s  ′    =   m i n { 1.0807 − 0.6846 , 0.6846 − 0.3398 }   3 · 0.1415   = 0.8121 .  











The values of the indices with the other transformations techniques as well as the values of the   C  p y   ,   C  p y k    and   C  p T k    indices are presented in Table 10. We conclude that the differences in the values of the PCIs applying different transformation techniques are very small. The values of   C p  ,   C  p k    and   C  p m k    are close to the values of   C  p y   ,   C  p y k    and   C  p T k   , respectively. As   C  p k    and   C  p m k    and of course   C  p y k    and   C  p T k    are lower than one, one should conclude that the process is incapable. Moreover, the differences between   C p   and   P p   as well as   C  p k    and   P  p k    are significant. Thus, the process is unstable. Similarly to the previous example, the transformation techniques give similar results and one should apply them in order to make conclusions about the capability/performance of the process. However, one should be careful, as   C p   and   C  p m    are larger than one while   C  p k   ,   C  p m k   ,   P p   and   P  p k    are smaller than one; thus, one should evaluate all the indices to make safe conclusions about the capability/performance of the process.



Example 3. 

We assume a process in which we count the total number of inspected products until   r = 5   nonconforming items are found. It is also known that the probability p of observing a nonconforming item is equal to 0.1; the target value is   T = 45   inspected products; and the upper and lower specification limits are   U = 140   and   L = 5   inspected products, respectively. The dataset can be found in Chapter 3 of Xie, Goh, and Kuralmani [42], and it is presented row by row in Table 11.





The control limits of a CCC-r chart are given as the solution of the above equations


  F  ( U C  L r  , r , p )  =  ∑  i = r   U C  L r       i − 1   r − 1     p r    ( 1 − p )   i − r   = 1 −  a 2  ,  










  F  ( C  L r  , r , p )  =  ∑  i = r   C  L r       i − 1   r − 1     p r    ( 1 − p )   i − r   = 0.5 ,  










  F  ( L C  L r  , r , p )  =  ∑  i = r   L C  L r       i − 1   r − 1     p r    ( 1 − p )   i − r   =  a 2  ,  








where  α  is the acceptable risk of a false alarm. In this example, the control limits of the CCC-5 chart under a standard false alarm probability level   α = 0.0027   are   U C  L 5  = 134  ,   C  L 5  = 41   and   L C  L 5  = 10  .



In Figure 5, the CCC-5 chart is presented from which we conclude that the process is in control as no point and no systematic behaviour can be seen. In addition, we compute the   y i   values,    for   i = 1 , 2 , … , 100   using Anscombe’s transformation, given in (14). The mean and standard deviation of the transformed data are     μ ^  ′  = 3.7978   and     σ ^  ′  = 0.4885  , respectively. An   I − M R   chart for the transformed data is presented in Figure 6.



The control limits for the I-chart are computed with


  U C L =   μ ^  ′  + 3   σ ^  ′  = 3.7978 + 3 · 0.4885 = 5.2633 ,  










  C L =   μ ^  ′  = 3.7978 ,  










  L C L =   μ ^  ′  − 3   σ ^  ′  = 3.7978 − 3 · 0.4885 = 2.3323 ,  








and those for the   M R  -chart are computed with


  U C L =  D 4  ·   M R  ¯  = 3.267 · 0.5512 = 1.8008 ,  










  C L =   M R  ¯  = 0.5512 ,  










  L C L =  D 3  ·   M R  ¯  = 0 · 0.5512 = 0 .  











From the   I − M R   chart in Figure 6, we note that one point, that of sample 39, is plotted over the   U C L   in the   M R  -chart. However, no assignable cause is determined, and therefore, we decide that the process is in-control. The transformed values of T, U and L are    T ′  = 3.8607  ,    U ′  = 4.9593   and    L ′  = 2.0149  , respectively, and the values of the four PCIs are computed with


   C p  =    U ′  −  L ′    6   σ ^  ′    =   4.9593 − 2.0149   6 · 0.4885   = 1.0046 ,  










   C  p k   =   m i n {  U ′  −   μ ^  ′  ,   μ ^  ′  −  L ′  }   3   σ ^  ′    =   m i n { 4.9593 − 3.7978 , 3.7978 − 2.0149 }   3 · 0.4885   = 0.7926 ,  










   C  p m   =    U ′  −  L ′    6     σ ^   ′ 2   +   (   μ ^  ′  −  T ′  )  2      =   4.9593 − 2.0149   6   0 .  4885 2  +   ( 3.7978 − 3.8607 )  2      = 0.9963 ,  










   C  p m k   =   m i n {  U ′  −   μ ^  ′  ,   μ ^  ′  −  L ′  }   3     σ ^   ′ 2   +   (   μ ^  ′  −  T ′  )  2      =   m i n { 4.9593 − 3.7978 , 3.7978 − 2.0149 }   3   0 .  4885 2  +   ( 3.7978 − 3.8607 )  2      = 0.7861 .  











The long-term standard deviation of the transformed data is equal to      σ s  ^  ′  = 0.4561  . Thus, the two PPIs are computed with


   P p  =    U ′  −  L ′    6    σ s  ^  ′    =   4.9593 − 2.0149   6 · 0.4561   = 1.0760 ,  










   P  p k   =   m i n {  U ′  −   μ ^  ′  ,   μ ^  ′  −  L ′  }   3  σ  s  ′    =   m i n { 4.9593 − 3.8607 , 3.8607 − 2.0149 }   3 · 0.4561   = 0.8489 .  











The values of the indices applying the two transformation methods are presented in Table 12. Moreover, the values of   C  p y   ,   C  p y k    and   C  p T k    are also presented in the same table. We note that the value of parameter L using the Box–Cox transformation is equal to −0.5415. Minor differences are observed in the   C p   and   C  p m    values applying the two transformation methods. However, the values of the indices indicate that the process is incapable and unstable. In this example, there are small differences in the computation of the four PCIs and two PPIs. However, similar to the previous example, one should evaluate all of the indices as only   C p   and   P p   are larger than the one for Anscombe’s transformation, while   C p  ,   C  p m    and   P p   are larger than the one for the Q transformation.



As a general conclusion from the above three applications, one practitioner should compute all four PCIs and two PPIs in order to make safe conclusions about the capability and the performance of the process. It should also be pointed out that if a practitioner evaluates only   C p   or   C  p m   , then they may wrongly conclude that the process is capable. Similarly, one should evaluate not only the   P p   but also the   P  p k    index to conclude about the behaviour of the process. The results from different transformation methods are similar. Therefore, one should compute the PCIs and PPIs by applying any method. We also note that the conclusions about the capability and the performance of the processes obtained by applying the transformation techniques are the same as those obtained by computing the indices for non-normal distributions; thus, practitioners do not have to know the indices for non-normal data.




6. Conclusions


Process capability and performance indices, named PCIs and PPIs, respectively, are practical and useful tools for continuous quality improvement. There are various methods in the literature to estimate PCIs for non-normal and continuous processes. In the case of discrete processes, new PCIs have been defined by researchers, with their use causing difficulties to many practitioners. In the present paper, we proposed various transformation techniques for data following Poisson, binomial or negative binomial distributions. The transformed data are then used to compute the well-known PCIs and PPIs. Through a simulation study, we demonstrated that the differences in the indices applying different transformation methods are very small. Comparisons with other PCIs for discrete data showed that the proposed methodology can safely be applied without any misinterpretation of the process capability. Thus, we suggest that practitioners who are not familiar with indices for non-normal data use the transformation methodology in order to obtain safe conclusions about the process capability and performance. Finally, we applied the transformation techniques in three illustrative examples for data, following different distribution.



For future research, we recommend the extension of these transformation techniques to multivariate discrete processes. Moreover, one should propose indices for data following the Conway–Maxwell Poisson distribution, which encompasses the geometric, Poisson and Bernoulli distributions as special cases, or zero-inflated distributions.
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Figure 1. The c-chart for the Example 1 data. 
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Figure 2. The   I − M R   chart for the Example 1 data. 
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Figure 3. The p-chart for the Example 2 data. 
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Figure 4. The   I − M R   chart for the Example 2 data. 
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Figure 5. The CCC-5 chart for the Example 3 data. 
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Figure 6. The   I − M R   chart for the Example 3 data. 
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Table 1. The results of the simulation study for Poisson processes (sample size   m = 50  ).
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     C ^  p    

	
     C ^  pc    

	
     C ^  py    

	
     C ^  pk    

	
     C ^  pyk    

	
     C ^  pm    




	

	
Ansc

	
F-T

	
Q

	
Ansc

	
F-T

	
Q

	
Ansc

	
F-T

	
Q




	
(U, L) = (10, 0)

	
0.8994

	
0.9477

	
0.8425

	
0.1439

	
0.9954

	
0.7364

	
0.7345

	
0.7808

	
0.9773

	
0.8823

	
0.9299

	
0.8220




	
(c, T) = (4.5, 4)

	
0.1238

	
0.1328

	
0.1132

	
0.0101

	
0.0035

	
0.1068

	
0.1072

	
0.1133

	
0.0061

	
0.1168

	
0.1252

	
0.1081




	
(U, L) = (15, 0)

	
1.1350

	
1.1868

	
1.0493

	
0.9365

	
1.0014

	
0.9229

	
0.9241

	
0.9871

	
0.9987

	
1.1164

	
1.1673

	
1.0284




	
(c, T) = (6.5, 6)

	
0.1540

	
0.1615

	
0.1400

	
0.0984

	
0.0008

	
0.1293

	
0.1298

	
0.1380

	
0.0012

	
0.1466

	
0.1537

	
0.1343




	
(U, L) = (20, 0)

	
1.3452

	
1.3932

	
1.3868

	
0.2560

	
1.0027

	
1.0624

	
1.1609

	
0.8949

	
0.9795

	
1.3196

	
1.3670

	
1.3531




	
(c, T) = (4.5, 4)

	
0.1852

	
0.1953

	
0.1864

	
0.0798

	
   4 ·  10  − 8     

	
0.1603

	
0.1772

	
0.1289

	
0.0071

	
0.1747

	
0.1840

	
0.1779




	
(U, L) = (12, 0)

	
0.9967

	
1.0481

	
0.8918

	
0.1601

	
0.9856

	
0.6462

	
0.6467

	
0.6783

	
0.9684

	
0.9803

	
1.0308

	
0.8741




	
(c, T) = (6.5, 6)

	
0.1352

	
0.1426

	
0.1190

	
0.0507

	
0.0069

	
0.0956

	
0.0959

	
0.1033

	
0.0138

	
0.1287

	
0.1358

	
0.1141




	
(U, L) = (15, 0)

	
1.1408

	
1.1888

	
1.1309

	
0.2545

	
1.0027

	
1.0602

	
1.1437

	
0.8949

	
0.9795

	
0.9001

	
0.9388

	
0.8952




	
(c, T) = (4.5, 6)

	
0.1571

	
0.1666

	
0.1520

	
0.0779

	
   2 ·  10  − 5     

	
0.1582

	
0.1673

	
0.1289

	
0.0071

	
0.1072

	
0.1142

	
0.0981




	
(U, L) = (13, 0)

	
1.0445

	
1.0960

	
0.9368

	
0.3149

	
0.9950

	
0.7418

	
0.7426

	
0.7786

	
0.9871

	
0.7359

	
0.7723

	
0.6619




	
(c, T) = (6.5, 9)

	
0.1417

	
0.1491

	
0.0863

	
0.0847

	
0.0035

	
0.1070

	
0.1073

	
0.0797

	
0.0070

	
0.0779

	
0.0819

	
0.0454




	

	
    C ^  pmk   

	
    C ^  pTk   

	
    P ^  p   

	
    P ^  pk   

	

	




	

	
Ansc

	
F-T

	
Q

	
Ansc

	
F-T

	
Q

	
Ansc

	
F-T

	
Q

	

	




	
(U, L) = (10, 0)

	
0.7233

	
0.7216

	
0.7650

	
0.8857

	
0.8855

	
0.9298

	
0.8335

	
0.7250

	
0.7206

	
0.7748

	

	




	
(c, T) = (4.5, 4)

	
0.1075

	
0.1076

	
0.1153

	
0.0745

	
0.0964

	
0.1069

	
0.0855

	
0.0855

	
0.0873

	
0.0899

	

	




	
(U, L) = (15, 0)

	
0.9085

	
0.9097

	
0.9683

	
0.9007

	
1.1221

	
1.1727

	
1.0408

	
0.9124

	
0.9131

	
0.9792

	

	




	
(c, T) = (6.5, 6)

	
0.1288

	
0.1292

	
0.1391

	
0.0746

	
0.1214

	
0.1286

	
0.1076

	
0.1037

	
0.1048

	
0.1096

	

	




	
(U, L) = (20, 0)

	
1.0413

	
1.1381

	
0.8720

	
0.8934

	
1.3243

	
1.3669

	
1.3721

	
1.0459

	
1.1390

	
0.8854

	

	




	
(c, T) = (4.5, 4)

	
0.1450

	
0.1609

	
0.1144

	
0.0754

	
0.1442

	
0.1571

	
0.1407

	
0.1307

	
0.1482

	
0.1014

	

	




	
(U, L) = (12, 0)

	
0.6364

	
0.6368

	
0.6657

	
0.8827

	
0.9854

	
1.0356

	
0.8847

	
0.6388

	
0.6390

	
0.6729

	

	




	
(c, T) = (6.5, 6)

	
0.0965

	
0.0967

	
0.1054

	
0.0726

	
0.1066

	
0.1136

	
0.0915

	
0.0787

	
0.0793

	
0.0853

	

	




	
(U, L) = (15, 0)

	
0.8387

	
0.9042

	
0.7111

	
0.3438

	
1.1231

	
1.1664

	
1.1188

	
1.0438

	
1.1222

	
0.8854

	

	




	
(c, T) = (4.5, 6)

	
0.1262

	
0.1227

	
0.1067

	
0.0772

	
0.1223

	
0.1341

	
0.1148

	
0.1285

	
0.1377

	
0.1014

	

	




	
(U, L) = (13, 0)

	
0.5204

	
0.5210

	
0.5489

	
0.2355

	
1.0327

	
1.0830

	
0.9381

	
0.7334

	
0.7337

	
0.7796

	

	




	
(c, T) = (6.5, 9)

	
0.0359

	
0.0360

	
0.0257

	
0.0557

	
0.1118

	
0.1188

	
0.0970

	
0.0870

	
0.0878

	
0.0945

	

	











[image: Table] 





Table 2. The results of the simulation study for Poisson processes (sample size   m = 100  ).






Table 2. The results of the simulation study for Poisson processes (sample size   m = 100  ).





	

	
     C ^  p    

	
     C ^  pc    

	
     C ^  py    

	
     C ^  pk    

	
     C ^  pyk    

	
     C ^  pm    




	

	
Ansc

	
F-T

	
Q

	
Ansc

	
F-T

	
Q

	
Ansc

	
F-T

	
Q




	
(U, L) = (10, 0)

	
0.8903

	
0.9378

	
0.8344

	
0.1477

	
0.9957

	
0.7296

	
0.7275

	
0.7807

	
0.9791

	
0.8788

	
0.9259

	
0.8186




	
(c, T) = (4.5, 4)

	
0.0854

	
0.0917

	
0.0780

	
0.0058

	
0.0023

	
0.0738

	
0.0740

	
0.0798

	
0.0042

	
0.0817

	
0.0876

	
0.0754




	
(U, L) = (15, 0)

	
1.1239

	
1.1751

	
1.0394

	
0.9713

	
1.0015

	
0.9143

	
0.9155

	
0.9824

	
0.9992

	
1.1120

	
1.1626

	
1.0244




	
(c, T) = (6.5, 6)

	
0.1055

	
0.1108

	
0.0958

	
0.0610

	
0.0005

	
0.0888

	
0.0891

	
0.0961

	
0.0007

	
0.1020

	
0.1070

	
0.0932




	
(U, L) = (20, 0)

	
1.3316

	
1.3787

	
1.3735

	
0.2496

	
1.0027

	
1.0511

	
1.1481

	
0.8862

	
0.9800

	
1.3143

	
1.3612

	
1.3475




	
(c, T) = (4.5, 4)

	
0.1277

	
0.1348

	
0.1284

	
0.0540

	
   2 ·  10  − 8     

	
0.1106

	
0.1224

	
0.0888

	
0.0049

	
0.1222

	
0.1287

	
0.1241




	
(U, L) = (12, 0)

	
0.9869

	
1.0377

	
0.8835

	
0.1571

	
0.9860

	
0.6403

	
0.6408

	
0.6720

	
0.9694

	
0.9765

	
1.0267

	
0.8707




	
(c, T) = (6.5, 6)

	
0.0927

	
0.0978

	
0.0814

	
0.0365

	
0.0047

	
0.0657

	
0.0659

	
0.0710

	
0.0095

	
0.0895

	
0.0945

	
0.0792




	
(U, L) = (15, 0)

	
1.1293

	
1.1764

	
1.1200

	
0.2489

	
1.0027

	
1.0508

	
1.1403

	
0.8862

	
0.9800

	
0.8957

	
0.9338

	
0.8920




	
(c, T) = (4.5, 6)

	
0.1083

	
0.1150

	
0.1047

	
0.0532

	
   10  − 5    

	
0.1104

	
0.1178

	
0.0888

	
0.0049

	
0.0744

	
0.0795

	
0.0680




	
(U, L) = (13, 0)

	
1.0343

	
1.0852

	
0.9368

	
0.3147

	
0.9953

	
0.7350

	
0.7357

	
0.7786

	
0.9878

	
0.7331

	
0.7693

	
0.6619




	
(c, T) = (6.5, 9)

	
0.0971

	
0.1023

	
0.0863

	
0.0642

	
0.0024

	
0.0735

	
0.0737

	
0.0797

	
0.0048

	
0.0540

	
0.0569

	
0.0454




	

	
    C ^  pmk   

	
    C ^  pTk   

	
    P ^  p   

	
    P ^  pk   

	

	




	

	
Ansc

	
F-T

	
Q

	
Ansc

	
F-T

	
Q

	
Ansc

	
F-T

	
Q

	

	




	
(U, L) = (10, 0)

	
0.7205

	
0.7187

	
0.7664

	
0.9064

	
0.8777

	
0.9207

	
0.8270

	
0.7192

	
0.7142

	
0.7737

	

	




	
(c, T) = (4.5, 4)

	
0.0751

	
0.0751

	
0.0823

	
0.0570

	
0.0665

	
0.0741

	
0.0588

	
0.0592

	
0.0605

	
0.0639

	

	




	
(U, L) = (15, 0)

	
0.9050

	
0.9061

	
0.9687

	
0.9232

	
1.1124

	
1.1621

	
1.0326

	
0.9049

	
0.9054

	
0.9760

	

	




	
(c, T) = (6.5, 6)

	
0.0896

	
0.0899

	
0.0982

	
0.0566

	
0.0837

	
0.0890

	
0.0737

	
0.0716

	
0.0725

	
0.0768

	

	




	
(U, L) = (20, 0)

	
1.0370

	
1.1331

	
0.8689

	
0.9156

	
1.3127

	
1.3536

	
1.3613

	
1.0361

	
1.1272

	
0.8783

	

	




	
(c, T) = (4.5, 4)

	
0.1018

	
0.1131

	
0.0801

	
0.0575

	
0.0995

	
0.1090

	
0.0969

	
0.0904

	
0.1030

	
0.0699

	

	




	
(U, L) = (12, 0)

	
0.6339

	
0.6343

	
0.6627

	
0.9018

	
0.9768

	
1.0263

	
0.8777

	
0.6337

	
0.6337

	
0.6677

	

	




	
(c, T) = (6.5, 6)

	
0.0672

	
0.0674

	
0.0735

	
0.0557

	
0.0735

	
0.0786

	
0.0627

	
0.0544

	
0.0549

	
0.0589

	

	




	
(U, L) = (15, 0)

	
0.8346

	
0.9058

	
0.7072

	
0.3417

	
1.1132

	
1.1550

	
1.1100

	
1.0359

	
1.1196

	
0.8783

	

	




	
(c, T) = (4.5, 6)

	
0.0897

	
0.0894

	
0.0739

	
0.0545

	
0.0844

	
0.0930

	
0.0790

	
0.0901

	
0.0978

	
0.0699

	

	




	
(U, L) = (13, 0)

	
0.5199

	
0.5204

	
0.5489

	
0.2338

	
1.0237

	
1.0732

	
0.9307

	
0.7275

	
0.7276

	
0.7736

	

	




	
(c, T) = (6.5, 9)

	
0.0250

	
0.0251

	
0.0257

	
0.0395

	
0.0770

	
0.0822

	
0.0665

	
0.0601

	
0.0608

	
0.0653
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Table 3. The results of the simulation study for binomial processes (sample size   m = 50  ).
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     C ^  p    

	
     C ^  pc    

	
     C ^  py    

	
     C ^  pk    

	
     C ^  pyk    

	
     C ^  pm    




	

	
F-T

	
Chen

	
Q

	
F-T

	
Chen

	
Q

	
F-T

	
Chen

	
Q




	
(U, L, T) = (13, 0, 5)

	
1.1239

	
1.0724

	
0.9983

	
0.5475

	
1.0009

	
0.8964

	
0.8956

	
0.9479

	
0.9957

	
1.0919

	
1.0420

	
0.9641




	
(n, p) = (113, 0.05)

	
0.1570

	
0.1490

	
0.1359

	
0.0497

	
0.0010

	
0.1288

	
0.1283

	
0.1343

	
0.0020

	
0.1447

	
0.1374

	
0.1268




	
(U, L, T) = (22, 1, 10)

	
1.2768

	
1.2779

	
1.2115

	
5.5306

	
1.0024

	
1.0878

	
1.0863

	
1.1417

	
1.0020

	
1.2570

	
1.2581

	
1.1902




	
(n, p) = (105, 0.1)

	
0.1731

	
0.1733

	
0.1627

	
0.8569

	
0.0002

	
0.1515

	
0.1512

	
0.1589

	
0.0003

	
0.1660

	
0.1662

	
0.1566




	
(U, L, T) = (10, 0, 5)

	
0.9652

	
0.9141

	
0.8204

	
0.0949

	
0.9751

	
0.5790

	
0.5789

	
0.6030

	
0.9476

	
0.9377

	
0.8881

	
0.7922




	
(n, p) = (113, 0.05)

	
0.1348

	
0.1270

	
0.1117

	
0.0256

	
0.0100

	
0.0893

	
0.0891

	
0.0955

	
0.0199

	
0.1243

	
0.1171

	
0.1042




	
(U, L, T) = (17, 1, 10)

	
1.0634

	
1.0649

	
0.9795

	
0.1782

	
0.9855

	
0.6609

	
0.6603

	
0.6813

	
0.9684

	
1.0468

	
1.0484

	
0.9623




	
(n, p) = (105, 0.1)

	
0.1442

	
0.1444

	
0.1316

	
0.0693

	
0.0065

	
0.0983

	
0.0982

	
0.1031

	
0.0131

	
0.1382

	
0.1385

	
0.1266




	
(U, L, T) = (11, 0, 6)

	
1.0201

	
0.9689

	
0.8813

	
0.1895

	
0.9908

	
0.6888

	
0.6885

	
0.7248

	
0.9787

	
0.9821

	
0.9326

	
0.8530




	
(n, p) = (113, 0.05)

	
0.1425

	
0.1346

	
0.1200

	
0.0417

	
0.0050

	
0.1025

	
0.1022

	
0.1100

	
0.0097

	
0.1357

	
0.1280

	
0.1123




	
(U, L, T) = (18, 1, 11)

	
1.1078

	
1.1092

	
1.0273

	
0.3650

	
0.9943

	
0.7497

	
0.7490

	
0.7769

	
0.9858

	
1.0706

	
1.0719

	
0.9962




	
(n, p) = (105, 0.1)

	
0.1502

	
0.1504

	
0.1380

	
0.1483

	
0.0036

	
0.1090

	
0.1089

	
0.1146

	
0.0072

	
0.1429

	
0.1431

	
0.1300




	

	
    C ^  pmk   

	
    C ^  pTk   

	
    P ^  p   

	
    P ^  pk   

	

	




	

	
F-T

	
Chen

	
Q

	
F-T

	
Chen

	
Q

	
F-T

	
Chen

	
Q

	

	




	
(U, L, T) = (13, 0, 5)

	
0.8722

	
0.8715

	
0.9165

	
0.9099

	
1.1087

	
1.0591

	
0.9895

	
0.8843

	
0.8845

	
0.9396

	

	




	
(n, p) = (113, 0.05)

	
0.1283

	
0.1278

	
0.1331

	
0.0663

	
0.1230

	
0.1149

	
0.1022

	
0.1024

	
0.1009

	
0.1039

	

	




	
(U, L, T) = (22, 1, 10)

	
1.0716

	
1.0702

	
1.1224

	
0.9082

	
1.2687

	
1.2696

	
1.2056

	
1.0808

	
1.0793

	
1.1361

	

	




	
(n, p) = (105, 0.1)

	
0.1505

	
0.1503

	
0.1591

	
0.0700

	
0.1343

	
0.1344

	
0.1248

	
0.1197

	
0.1195

	
0.1248

	

	




	
(U, L, T) = (10, 0, 5)

	
0.5638

	
0.5637

	
0.5837

	
0.8883

	
0.9522

	
0.9027

	
0.8131

	
0.5711

	
0.5717

	
0.5977

	

	




	
(n, p) = (113, 0.05)

	
0.0913

	
0.0912

	
0.0986

	
0.0624

	
0.1056

	
0.0980

	
0.0840

	
0.0733

	
0.0727

	
0.0785

	

	




	
(U, L, T) = (17, 1, 10)

	
0.6513

	
0.6508

	
0.6701

	
0.8907

	
1.0565

	
1.0580

	
0.9748

	
0.6566

	
0.6560

	
0.6780

	

	




	
(n, p) = (105, 0.1)

	
0.0992

	
0.0991

	
0.1048

	
0.0679

	
0.1118

	
0.1120

	
0.1009

	
0.0805

	
0.0804

	
0.0848

	

	




	
(U, L, T) = (11, 0, 6)

	
0.6616

	
0.6613

	
0.7002

	
0.6508

	
1.0064

	
0.9569

	
0.8735

	
0.6795

	
0.6800

	
0.7184

	

	




	
(n, p) = (113, 0.05)

	
0.0865

	
0.0861

	
0.0933

	
0.0948

	
0.1116

	
0.1038

	
0.0902

	
0.0829

	
0.0820

	
0.0886

	

	




	
(U, L, T) = (18, 1, 11)

	
0.7232

	
0.7224

	
0.7521

	
0.7019

	
1.1006

	
1.1020

	
1.0223

	
0.7449

	
0.7441

	
0.7731

	

	




	
(n, p) = (105, 0.1)

	
0.0932

	
0.0930

	
0.0984

	
0.0985

	
0.1165

	
0.1167

	
0.1058

	
0.0882

	
0.0881

	
0.0931
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Table 4. The results of the simulation study for binomial processes (sample size   m = 100  ).
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     C ^  p    

	
     C ^  pc    

	
     C ^  py    

	
     C ^  pk    

	
     C ^  pyk    

	
     C ^  pm    




	

	
F-T

	
Chen

	
Q

	
F-T

	
Chen

	
Q

	
F-T

	
Chen

	
Q




	
(U, L, T) = (13, 0, 5)

	
1.1115

	
1.0608

	
0.9879

	
0.5646

	
1.0010

	
0.8871

	
0.8865

	
0.9447

	
0.9962

	
1.0865

	
1.0369

	
0.9593




	
(n, p) = (113, 0.05)

	
0.1080

	
0.1024

	
0.0935

	
0.0310

	
0.0006

	
0.0887

	
0.0884

	
0.0939

	
0.0014

	
0.1007

	
0.0957

	
0.0884




	
(U, L, T) = (22, 1, 10)

	
1.2640

	
1.2651

	
1.1996

	
5.7655

	
1.0024

	
1.0774

	
1.0759

	
1.1336

	
1.0021

	
1.2512

	
1.2524

	
1.1849




	
(n, p) = (105, 0.1)

	
0.1195

	
0.1197

	
0.1124

	
0.6005

	
0.0001

	
0.1049

	
0.1047

	
0.1110

	
0.0002

	
0.1160

	
0.1161

	
0.1095




	
(U, L, T) = (10, 0, 5)

	
0.9545

	
0.9041

	
0.8119

	
0.0938

	
0.9758

	
0.5732

	
0.5731

	
0.5969

	
0.9488

	
0.9331

	
0.8838

	
0.7883




	
(n, p) = (113, 0.05)

	
0.0927

	
0.0873

	
0.0769

	
0.0188

	
0.0070

	
0.0617

	
0.0616

	
0.0661

	
0.0140

	
0.0865

	
0.0815

	
0.0727




	
(U, L, T) = (17, 1, 10)

	
1.0527

	
1.0542

	
0.9699

	
0.1717

	
0.9860

	
0.6547

	
0.6542

	
0.6749

	
0.9693

	
1.0420

	
1.0436

	
0.9580




	
(n, p) = (105, 0.1)

	
0.0995

	
0.0997

	
0.0909

	
0.0466

	
0.0045

	
0.0683

	
0.0682

	
0.0716

	
0.0091

	
0.0966

	
0.0968

	
0.0886




	
(U, L, T) = (11, 0, 6)

	
1.0088

	
0.9583

	
0.8721

	
0.1905

	
0.9912

	
0.6818

	
0.6816

	
0.7174

	
0.9797

	
0.9758

	
0.9268

	
0.8487




	
(n, p) = (113, 0.05)

	
0.0980

	
0.0925

	
0.0826

	
0.0321

	
0.0034

	
0.0707

	
0.0705

	
0.0762

	
0.0069

	
0.0945

	
0.0892

	
0.0783




	
(U, L, T) = (18, 1, 11)

	
1.0966

	
1.0981

	
1.0172

	
0.3514

	
0.9946

	
0.7427

	
0.7419

	
0.7695

	
0.9864

	
1.0649

	
1.0662

	
0.9915




	
(n, p) = (105, 0.1)

	
0.1037

	
0.1039

	
0.0953

	
0.1019

	
0.0025

	
0.0756

	
0.0755

	
0.0796

	
0.0049

	
0.0997

	
0.0999

	
0.0908




	

	
    C ^  pmk   

	
    C ^  pTk   

	
    P ^  p   

	
    P ^  pk   

	

	




	

	
F-T

	
Chen

	
Q

	
F-T

	
Chen

	
Q

	
F-T

	
Chen

	
Q

	

	




	
(U, L, T) = (13, 0, 5)

	
0.8678

	
0.8672

	
0.9179

	
0.9350

	
1.0965

	
1.0480

	
0.9801

	
0.8751

	
0.8758

	
0.9372

	

	




	
(n, p) = (113, 0.05)

	
0.0895

	
0.0892

	
0.0949

	
0.0476

	
0.0848

	
0.0789

	
0.0701

	
0.0705

	
0.0693

	
0.0730

	

	




	
(U, L, T) = (22, 1, 10)

	
1.0669

	
1.0654

	
1.1200

	
0.9321

	
1.2559

	
1.2569

	
1.1941

	
1.0705

	
1.0690

	
1.1284

	

	




	
(n, p) = (105, 0.1)

	
0.1054

	
0.1052

	
0.1123

	
0.0524

	
0.0928

	
0.0929

	
0.0863

	
0.0829

	
0.0827

	
0.0877

	

	




	
(U, L, T) = (10, 0, 5)

	
0.5609

	
0.5609

	
0.5803

	
0.9111

	
0.9417

	
0.8932

	
0.8054

	
0.5654

	
0.5662

	
0.5921

	

	




	
(n, p) = (113, 0.05)

	
0.0639

	
0.0638

	
0.0692

	
0.0452

	
0.0728

	
0.0672

	
0.0576

	
0.0506

	
0.0501

	
0.0543

	

	




	
(U, L, T) = (17, 1, 10)

	
0.6484

	
0.6479

	
0.6669

	
0.9118

	
1.0459

	
1.0474

	
0.9655

	
0.6505

	
0.6500

	
0.6718

	

	




	
(n, p) = (105, 0.1)

	
0.0697

	
0.0695

	
0.0737

	
0.0520

	
0.0773

	
0.0775

	
0.0697

	
0.0559

	
0.0558

	
0.0590

	

	




	
(U, L, T) = (11, 0, 6)

	
0.6587

	
0.6584

	
0.6975

	
0.6509

	
0.9952

	
0.9467

	
0.8652

	
0.6725

	
0.6733

	
0.7117

	

	




	
(n, p) = (113, 0.05)

	
0.0603

	
0.0600

	
0.0653

	
0.0683

	
0.0770

	
0.0713

	
0.0618

	
0.0571

	
0.0564

	
0.0612

	

	




	
(U, L, T) = (18, 1, 11)

	
0.7205

	
0.7197

	
0.7493

	
0.7016

	
1.0896

	
1.0910

	
1.0126

	
0.7379

	
0.7372

	
0.7659

	

	




	
(n, p) = (105, 0.1)

	
0.0653

	
0.0652

	
0.0691

	
0.0709

	
0.0805

	
0.0807

	
0.0731

	
0.0612

	
0.0611

	
0.0647
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Table 5. The results of the simulation study for negative binomial processes (sample size   m = 50  ).
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     C ^  p    

	
     C ^  pc    

	
     C ^  py    

	
     C ^  pk    

	
     C ^  pyk    

	
     C ^  pm    




	

	
Ansc

	
B-C

	
Ansc

	
B-C

	
Ansc

	
B-C




	
(U, L, T) = (358, 5, 85)

	
1.1026

	
1.2726

	
1.0357

	
1.0005

	
0.8051

	
0.7873

	
0.9989

	
1.0889

	




	
(r, p) = (3, 0.03)

	
0.1557

	
0.4639

	
0.1732

	
0.0008

	
0.1090

	
0.1633

	
0.0013

	
0.1539

	
0.4484




	
(U, L, T) = (1428, 76, 462)

	
1.0557

	
1.1542

	
0.9503

	
1.0000

	
0.8418

	
0.7983

	
0.9987

	
1.0429

	
1.1345




	
(r, p) = (5, 0.01)

	
0.1459

	
0.7983

	
0.1544

	
0.0007

	
0.1154

	
0.1576

	
0.0015

	
0.1442

	
0.2740




	
(U, L, T) = (318, 5, 85)

	
1.0702

	
1.2361

	
0.6443

	
0.9986

	
0.7403

	
0.7330

	
0.9959

	
1.0569

	
1.2138




	
(r, p) = (3, 0.03)

	
0.1512

	
0.4698

	
0.1877

	
0.0020

	
0.1008

	
0.1503

	
0.0040

	
0.1494

	
0.4543




	
(U, L, T) = (1428, 26, 462)

	
1.4242

	
1.8118

	
2.8863

	
1.0012

	
0.8418

	
0.8295

	
0.9998

	
1.4069

	
1.7774




	
(r, p) = (5, 0.01)

	
0.1968

	
1.0715

	
2.3463

	
0.0010

	
0.1153

	
0.1857

	
0.0020

	
0.1945

	
1.0388




	
(U, L, T) = (328, 5, 100)

	
1.0786

	
1.2455

	
0.7392

	
0.9992

	
0.7572

	
0.7476

	
0.9970

	
1.0175

	
1.1667




	
(r, p) = (3, 0.03)

	
0.1524

	
0.4682

	
0.1915

	
0.0016

	
0.1029

	
0.1538

	
0.0031

	
0.1485

	
0.4169




	
(U, L, T) = (1428, 36, 400)

	
1.3148

	
1.5776

	
2.5998

	
1.0012

	
0.8418

	
0.8247

	
0.9998

	
1.2635

	
1.5175




	
(r, p) = (5, 0.01)

	
0.1817

	
0.7348

	
1.7112

	
0.0010

	
0.1154

	
0.1806

	
0.0020

	
0.1588

	
0.7202




	

	
    C ^  pmk   

	
    C ^  pTk   

	
    P ^  p   

	
    P ^  pk   

	

	




	

	
Ansc

	
B-C

	
Ansc

	
B-C

	
Ansc

	
B-C

	

	




	
(U, L, T) = (358, 5, 85)

	
0.7948

	
0.7747

	
0.9079

	
1.0879

	
1.2471

	
0.7944

	
0.7752

	

	




	
(r, p) = (3, 0.03)

	
0.1049

	
0.1626

	
0.0709

	
0.1292

	
0.4275

	
0.0890

	
0.1541

	

	




	
(U, L, T) = (1428, 76, 462)

	
0.8311

	
0.7857

	
0.9112

	
1.0466

	
1.1409

	
0.8345

	
0.7911

	

	




	
(r, p) = (5, 0.01)

	
0.1107

	
0.1574

	
0.0675

	
0.1173

	
0.2554

	
0.0922

	
0.1465

	

	




	
(U, L, T) = (318, 5, 85)

	
0.7307

	
0.7212

	
0.9064

	
1.0559

	
1.2111

	
0.7304

	
0.7217

	

	




	
(r, p) = (3, 0.03)

	
0.0968

	
0.1494

	
0.0705

	
0.1254

	
0.4340

	
0.0825

	
0.1415

	

	




	
(U, L, T) = (1428, 26, 462)

	
0.8311

	
0.8165

	
0.9122

	
1.4119

	
1.7854

	
0.8345

	
0.8221

	

	




	
(r, p) = (5, 0.01)

	
0.1107

	
0.1851

	
0.0677

	
0.1583

	
1.0192

	
0.0922

	
0.1754

	

	




	
(U, L, T) = (328, 5, 100)

	
0.7125

	
0.7042

	
0.7522

	
1.0643

	
1.2204

	
0.7471

	
0.7360

	

	




	
(r, p) = (3, 0.03)

	
0.0862

	
0.1493

	
0.1078

	
0.1264

	
0.4322

	
0.0842

	
0.1449

	

	




	
(U, L, T) = (1428, 36, 400)

	
0.8105

	
0.7890

	
0.7837

	
1.3034

	
1.5563

	
0.8345

	
0.8173

	

	




	
(r, p) = (5, 0.01)

	
0.1131

	
0.1662

	
0.0975

	
0.1461

	
0.6945

	
0.0922

	
0.1702
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Table 6. The results of the simulation study for negative binomial processes (sample size   m = 100  ).
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     C ^  p    

	
     C ^  pc    

	
     C ^  py    

	
     C ^  pk    

	
     C ^  pyk    

	
     C ^  pm    




	

	
Ansc

	
B-C

	
Ansc

	
B-C

	
Ansc

	
B-C




	
(U, L, T) = (358, 5, 85)

	
1.0913

	
1.1734

	
1.0747

	
1.0007

	
0.7984

	
0.7990

	
0.9994

	
1.0833

	
1.1619




	
(r, p) = (3, 0.03)

	
0.1062

	
0.2191

	
0.1247

	
0.0004

	
0.0744

	
0.1246

	
0.0007

	
0.1067

	
0.2134




	
(U, L, T) = (1428, 76, 462)

	
1.0458

	
1.0875

	
0.9821

	
1.0000

	
0.8345

	
0.8236

	
0.9992

	
1.0381

	
1.0769




	
(r, p) = (5, 0.01)

	
0.1012

	
0.1578

	
0.1139

	
0.0004

	
0.0791

	
0.1236

	
0.0008

	
0.1013

	
0.1536




	
(U, L, T) = (318, 5, 85)

	
1.0592

	
1.1399

	
0.6510

	
0.9988

	
0.7342

	
0.7370

	
0.9967

	
1.0515

	
1.1287




	
(r, p) = (3, 0.03)

	
0.1031

	
0.2237

	
0.1457

	
0.0013

	
0.0688

	
0.1122

	
0.0026

	
0.1036

	
0.2178




	
(U, L, T) = (1428, 26, 462)

	
1.4108

	
1.5720

	
2.5048

	
1.0014

	
0.8345

	
0.8422

	
1.0000

	
1.4005

	
1.5552




	
(r, p) = (5, 0.01)

	
0.1365

	
0.5340

	
1.3333

	
0.0007

	
0.0791

	
0.1456

	
0.0013

	
0.1366

	
0.5186




	
(U, L, T) = (328, 5, 100)

	
1.0676

	
1.1486

	
0.7535

	
0.9995

	
0.7509

	
0.7534

	
0.9978

	
1.0103

	
1.0837




	
(r, p) = (3, 0.03)

	
0.1039

	
0.2225

	
0.1486

	
0.0010

	
0.0702

	
0.1155

	
0.0019

	
0.1022

	
0.1991




	
(U, L, T) = (1428, 36, 400)

	
1.3025

	
1.4132

	
2.3547

	
1.0013

	
0.8345

	
0.8398

	
1.0000

	
1.2599

	
1.3681




	
(r, p) = (5, 0.01)

	
0.1260

	
0.3809

	
1.1123

	
0.0006

	
0.0791

	
0.1422

	
0.0013

	
0.1109

	
0.3815




	

	
    C ^  pmk   

	
    C ^  pTk   

	
    P ^  p   

	
    P ^  pk   

	

	




	

	
Ansc

	
B-C

	
Ansc

	
B-C

	
Ansc

	
B-C

	

	




	
(U, L, T) = (358, 5, 85)

	
0.7923

	
0.7918

	
0.9337

	
1.0761

	
1.1526

	
0.7872

	
0.7860

	

	




	
(r, p) = (3, 0.03)

	
0.0724

	
0.1253

	
0.0516

	
0.0891

	
0.1997

	
0.0613

	
0.1185

	

	




	
(U, L, T) = (1428, 76, 462)

	
0.8282

	
0.8161

	
0.9366

	
1.0373

	
1.0778

	
0.8277

	
0.8170

	

	




	
(r, p) = (5, 0.01)

	
0.0768

	
0.1244

	
0.0483

	
0.0822

	
0.1407

	
0.0641

	
0.1161

	

	




	
(U, L, T) = (318, 5, 85)

	
0.7286

	
0.7304

	
0.9320

	
1.0444

	
1.1196

	
0.7240

	
0.7250

	

	




	
(r, p) = (3, 0.03)

	
0.0668

	
0.1126

	
0.0514

	
0.0865

	
0.2048

	
0.0568

	
0.1063

	

	




	
(U, L, T) = (1428, 26, 462)

	
0.8282

	
0.8345

	
0.9376

	
1.3993

	
1.5564

	
0.8278

	
0.8354

	

	




	
(r, p) = (5, 0.01)

	
0.0768

	
0.1462

	
0.0486

	
0.1109

	
0.5101

	
0.0641

	
0.1388

	

	




	
(U, L, T) = (328, 5, 100)

	
0.7098

	
0.7125

	
0.7543

	
1.0527

	
1.1281

	
0.7405

	
0.7411

	

	




	
(r, p) = (3, 0.03)

	
0.0593

	
0.1134

	
0.0771

	
0.0872

	
0.2035

	
0.0580

	
0.1096

	

	




	
(U, L, T) = (1428, 36, 400)

	
0.8080

	
0.8100

	
0.7825

	
1.2919

	
1.3996

	
0.8278

	
0.8331

	

	




	
(r, p) = (5, 0.01)

	
0.0781

	
0.1287

	
0.0714

	
0.1024

	
0.3605

	
0.0641

	
0.1353
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Table 7. The number of nonconformities in samples of 100 printed circuit boards.
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	Sample number
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10



	Nonconformities
	21
	24
	16
	12
	15
	5
	28
	20
	31
	25



	Sample number
	11
	12
	13
	14
	15
	16
	17
	18
	19
	20



	Nonconformities
	20
	24
	16
	19
	10
	17
	13
	22
	18
	39



	Sample number
	21
	22
	23
	24
	25
	26
	27
	28
	29
	30



	Nonconformities
	30
	24
	16
	19
	17
	15
	16
	18
	12
	15



	Sample number
	31
	32
	33
	34
	35
	36
	37
	38
	39
	40



	Nonconformities
	24
	21
	28
	20
	25
	19
	18
	21
	16
	22



	Sample number
	41
	42
	43
	44
	45
	46
	
	
	
	



	Nonconformities
	19
	12
	14
	9
	16
	21
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Table 8. Indices for the Example 1 data.
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	Technique
	    C p    
	    C pk    
	    C pm    
	    C pmk    
	    C py    
	    C pyk    
	    C pTk    
	    P p    
	    P pk    





	Anscombe’s
	1.2085
	1.0487
	1.1955
	1.0374
	1.0026
	1.0025
	0.9331
	1.1427
	0.9916



	Freeman-Tukey’s
	1.2074
	1.0495
	1.1943
	1.0382
	
	
	
	1.1416
	0.9924



	Q
	1.1668
	1.1053
	1.1500
	1.0895
	
	
	
	1.1042
	1.0460
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Table 9. The number of nonconforming cans in samples of size   n = 50   cans.
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	Sample number
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10



	Number of nonconforming cans
	8
	7
	5
	6
	4
	5
	2
	3
	4
	7



	Sample number
	11
	12
	13
	14
	15
	16
	17
	18
	19
	20



	Number of nonconforming cans
	6
	5
	5
	3
	7
	9
	6
	10
	4
	3



	Sample number
	21
	22
	23
	24
	25
	26
	27
	28
	29
	30



	Number of nonconforming cans
	5
	8
	11
	9
	7
	3
	5
	2
	1
	4



	Sample number
	31
	32
	33
	34
	35
	36
	37
	38
	39
	40



	Number of nonconforming cans
	5
	3
	7
	6
	4
	4
	6
	8
	5
	6
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Table 10. Indices for different transformation methods for the Example 2 data.
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	Technique
	    C p    
	    C pk    
	    C pm    
	    C pmk    
	    C py    
	    C pyk    
	    C pTk    
	    P p    
	    P pk    





	Freeman-Tukey’s
	1.0500
	0.9773
	1.0404
	0.9684
	0.9989
	0.9582
	0.9350
	0.8725
	0.8121



	Chen’s
	1.0493
	0.9779
	1.0398
	0.9691
	
	
	
	0.8719
	0.8125



	Q
	1.0465
	0.8994
	1.0308
	0.8859
	
	
	
	0.8595
	0.7387
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Table 11. The number of inspected products until   r = 5   nonconforming items are found.
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	71
	22
	88
	118
	27
	37
	47
	43
	39
	45



	30
	105
	33
	102
	49
	31
	15
	38
	18
	65



	61
	59
	30
	73
	39
	69
	34
	55
	29
	69



	99
	43
	38
	56
	38
	28
	16
	14
	106
	62



	61
	24
	48
	24
	48
	39
	58
	20
	46
	29



	46
	30
	39
	62
	77
	31
	43
	36
	19
	22



	45
	35
	20
	63
	43
	37
	45
	36
	68
	56



	90
	14
	73
	65
	50
	27
	23
	60
	27
	43



	36
	77
	28
	81
	50
	35
	67
	19
	47
	41



	24
	28
	28
	58
	36
	61
	31
	29
	62
	85
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Table 12. Indices for different transformation methods for the Example 3 data.
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	Technique
	    C p    
	    C pk    
	    C pm    
	    C pmk    
	    C py    
	    C pyk    
	    C pTk    
	    P p    
	    P pk    





	Anscombe’s
	1.0046
	0.7926
	0.9963
	0.7861
	1.0010
	0.9994
	0.8631
	1.0760
	0.8489



	Q
	1.5108
	0.5903
	1.4639
	0.5720
	
	
	
	1.5772
	0.6162
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