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Abstract

:

Total knee arthroplasty (TKA) is a surgical technique to replace damaged knee joints with artificial implants. Recently, the imageless TKA has brought a revolutionary improvement to the accuracy of implant placement and ease of surgical process. Based on key anatomical points on the knee, the software guides the surgeon during the TKA procedure. However, the number of revision surgeries is increasing due to malalignment caused by registration error, resulting in imbalanced contact stresses that lead to failure of the TKA. Conventional stress analysis methods involve time-consuming and computationally demanding finite element analysis (FEA). In this work, a machine-learning-based approach estimates the contact pressure on the TKA implants. The machine learning regression model has been trained using FEA data. The optimal preprocessing technique was confirmed by the data without preprocessing, data divided by model size, and data divided by model size and optimal angle. Extreme gradient boosting, random forest, and extra trees regression models were trained to determine the optimal approach. The proposed method estimates the contact stress instantly within 10 percent of the maximum error. This has resulted in a significant reduction in computational costs. The efficiency and reliability of the proposed work have been validated against the published literature.
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1. Introduction


Total knee arthroplasty (TKA) is a surgical procedure to replace damaged knee joints with artificial implants. The procedure has proven exceptional performance in reducing pain and enhancing the life quality of the patients through deformity correction and restoration of the motion range in the lower extremities [1]. The traditional TKA that is performed relies on surgeon skills and mechanical equipment, such as mechanical tensors and templates [2]. For a more accurate procedure, the computer-assisted or imageless TKA technique has been developed, which yields greater correction of the alignment of lower extremities by capturing the locations of the anatomical points and calculating their alignment status in real-time [3,4]. With the development of the imageless technique, the risk of transfusion and side effects are lessened without increasing cost while reducing the overall surgical time [5]. Although TKA became more precise using the imageless technique, the number of revision surgeries is increasing due to various reasons. Kurtz et al. projected that revision surgeries of TKA will increase by 600 percent by 2030 [6]. Schorer et al. reported that among 844 patients who underwent revision TKA, 10 percent of patients suffered from polyethylene wear, while 6.6 percent of patients suffered from malalignment [7]. According to the statistics from 1979 to 2009, 8.2 percent of patients underwent revision surgery due to component wear [8]. Malalignment can occur due to errors during bone cuts and registration in imageless TKA [9,10]. Davis et al. reported that a 6.5 mm registration error of the distal femoral center caused an error of 5.2° valgus in the femoral mechanical axis [11]. If the degree of malalignment increases, the greater the force and contact stress that will be applied to the implants, which will be biased to one side [12]. Increased contact stress on implants is the main reason for cold flow and wear in TKA [13]. Hence, to reduce the frequency of revision surgery, it is essential to monitor the degree of contact stress applied to the implant.



Most of the methods for analyzing the degree of contact stress due to malalignment involve finite element analysis (FEA) [14,15,16,17]. By using FEA, it is possible to determine the value and position of the maximum contact stress by considering the patient’s weight, alignment status, and implant size [18]. Suh et al. analyzed the knee joints using FEA and confirmed that the varus alignment status would increase the value of contact stress [17]. Gheorghiu et al. proposed the FEA method for the estimation of cemented knee implants in TKA, correlating the clinical outcomes of the procedure [19]. Woiczinski et al. conducted FEA on the weight-bearing TKA model and investigated the clinical aspect of TKA using the unresurfaced patella [20]. Lee et al. assessed the stress of the patella surface after and before surgery and correlated it with anterior knee pain [21]. However, FEA can only produce results for one patient at a time since the size of the implant and the load applied to it differ for each patient [22].



Recently, the emerging data-driven approaches with machine learning techniques have been adapted to the medical field due to their exceptional capabilities in identification and prediction [20,21,22]. Conventional machine learning techniques, such as extreme gradient boosting (XGB), random forest (RF), and support vector machine (SVM), have been widely used to estimate clinical results [23,24,25]. Machine learning is used in the medical field in several ways, for example, in cancer prediction, mortality prediction, decision-making, and diagnosis [25,26,27,28]. Also, the extra trees (ET) algorithm is attracting attention in the medical field due to its strength in random data [29]. The ET algorithm has a similar structure to the RF algorithm, but the sampling method is totally random, which creates trees with unique samples [29]. The working principles of algorithms are shown in Table 1. It has outperformed RF in brain tumor segmentation and is used in various fields, such as smart buildings and malware detection, proving its performance [30,31,32]. Several cases have adapted machine learning to orthopedics. Merali et al. adapted the RF model to estimate the outcome of degenerative cervical myelopathy surgery [24]. Jun et al. proposed a contact stress prediction method on total hip replacement implants using principal component analysis and SVM [33]. Kruse et al. reported that the XGB algorithm is capable of predicting hip fractures [34]. However, no study has estimated contact stress in TKA using machine learning techniques.



Motivated by the limitations, this work presents a robust and rapid contact stress estimation technique using Latin hypercube sampling (LHS) and the machine learning regression model. To create a robust model, a large number of input values, such as weight, alignment status, and more, are sampled through LHS because it provides good distribution characteristics and high computation efficiency [38,39]. LHS is an advanced approach to Monte Carlo simulation, which divides the range of input variables to have the same intervals and samples value from it. Also, the enhanced stochastic evolutionary (ESE) algorithm, which is used for LHS, shows great power when producing space-filling designs for multivariate situations [40]. The output values, maximum contact stresses, are created through FEA using the sampling input values. The optimal alignment status in each model is determined by utilizing the minimum contact stress from maximum varus angle to maximum valgus angle under 100 kg load for a single knee joint. Then, the total dataset is divided into three categories depending on what preprocessing was applied: no preprocessing, divided by each size, and divided by each optimal alignment status, to determine which preprocessing is the best method. For regressors, XGB, RF, and ET were chosen for their excellent predictive performance and speed. The machine learning regressors were trained with 70 percent of randomly divided data. The remaining 30 percent of untrained data or test data were compared with the estimated contact stress values from trained models, and each preprocessing type and model were compared using metrics, such as the mean squared error (MSE) and mean absolute error (MAE). With the best preprocessing type and model, the contact stress value from the maximum varus angle to the maximum valgus angle under 100 kg loading was predicted to compare with the FEA value. The rest of this paper is structured as follows: Section 2 describes the CAD, FEA, and prediction model development. Section 3 compares the prediction results from each model, showing the accuracy of the best prediction model and the advantage of using a machine-learning-based approach instead of traditional FEA results. Finally, Section 4 presents the conclusions and provides future perspectives.




2. Methodology


2.1. TKA Procedure


The surgical techniques for imageless TKA used here follow the method of Schwarzkopf et al. [41]. The surgical device consists of a pair of cameras, optical trackers, and a computer station that can save the location of anatomical landmarks and calculate the information for the surgeon. Figure 1a shows the anatomical landmark acquisition part, or registration process and locations.



After the surgeon performs the incision and exposure of the lower extremities, a bone screw with optical trackers, or fixed optical trackers, is drilled into the tibia. The anatomical landmarks are registered with free optical trackers. The location of the tibial center, the medial and lateral malleoli, the anteroposterior (AP) axis, and the medial and lateral plateaus are registered. Then, the cutting guide is attached to the bottom of the tracker, where the computer station provides the real-time calculation of cut measurements, as shown in Figure 1b. The position of the cutting guide is moved to the optimal point and then fixed with pins to stop further movement, and bone resection is performed. Figure 1c shows the location of landmarks and the process for the femur. The surgical step for the femur is similar to that of the tibia. After the optical tracker is attached to the femur, the rotation is given to capture the center of rotation, which will be registered as the femur head center. The AP line for the femur, the knee center (KC), and the lateral and medial femoral condyles are registered in the same way as the tibia. The same as the tibial part that is illustrated, the cutting guide is fixed to the femur after the femoral registration and bone resection are performed, as shown in Figure 1d.



Based on the registered anatomical points, the TKA system software constructs the virtual femoral and tibial coordinate system. For this study, the methodology developed in a previous study was used [42], where the femoral coordinate system (FCS) was assigned using the femoral mechanical axis and anatomical transepicondylar axes. The AP axis at the distal femur was defined using the cross product. Similarly, the tibial coordinate system (TCS) was assigned using the tibial mechanical and anteroposterior axes. The tibial third axis was determined according to the right-hand rule.




2.2. CAD Model Development


To develop the FEM model, CAD model creation and boundary conditions were carried out in commercial CAD software (Solidworks, Dassault Systems, Vellizy-Villacoublay, France). Figure 2 shows the assembled model of the femoral component and plastic spacer with different sizes that were designed using the parameters of the existing model (Exult Knee System, Corentec, Seoul, Republic of Korea) in Solidworks.



Due to privacy restrictions imposed by Corentec, certain parameters such as curvature of articulating surface and ratio of medial and lateral parts were not provided and thus had to be estimated. Although there are posterior-stabilized types and cruciate-retaining types of implants, in this study, only the cruciate-retaining type is considered. The sizing of implants in the femur and tibia is calculated based on the mediolateral (ML) and AP length of the bone [43]. There are 13 types of femur components and 10 types of plastic spacers considering the ML and AP length, and there are compatible combinations. The femoral component of size 1 is named F1. Similarly, the plastic spacer of size 2 is named T2. Among them, the smallest, medium, and largest combinations were selected to compare the prediction accuracy by size. In the smallest combination, the femoral component, the F1 model, had an AP length of 59 mm and an ML length of 50 mm, while the plastic spacer, the T2 model, had an AP length of 36 mm and an ML length of 57 mm. Table 2 lists the ML and AP length of the medium combination, F7/T6, and the largest combination, F13/T11.



The femoral component and plastic spacer were aligned such that the femoral and tibial mechanical, lateromedial, and anteroposterior axes were parallel to each other; moreover, the femoral component and plastic spacer had a contact condition. As contact stress reaches the maximum at 100% of the deep knee bend cycle [44], to obtain the maximum value, the femoral component and plastic spacer were aligned when the deep knee bend cycle was at 100 percent.




2.3. FEA Model Development


Based on the 3D CAD model, the FEA model was created. The assembled model of the femoral component and plastic spacer was imported into FEA software. For comparison with the reference, all the conditions were set the same as the reference [18].



The contact surface between the femoral component and the plastic spacer was modeled as continuous bonds. A tangential contact condition was applied between two implants, and the coefficient of friction was assumed to be 0.07 [45,46].



The femoral component was made of titanium alloy (Ti6Al4V). The plastic spacer was made of ultra-high molecular weight polyethylene (UHMWPE), which is widely used in the field of orthopedics for its biocompatibility, chemical resistance, and wear resistance [47]. Moreover, the Ti6Al4V and UHMWPE were assumed to be homogeneous and isotropic [18,48,49,50](Table 3).



The femoral component and plastic spacer were modeled using a ten-noded 3D quadratic tetrahedron (C3D10). Table 4 shows the detailed number of elements in each implant. For model validation, the number of meshes was set as similar to Kang et al. [18]. For the femoral components and plastic spaces, the mesh sizes were set to 2.3 and 2.7, respectively. Between the F1 model and F7 model, the increment of the number of elements showed the largest due to the increase in the size of the model.



The assembled TKA model with femoral component and plastic spacer has six degrees of freedom. Kang et al. applied four types of loading conditions [18]. First, 150 N of force was applied to the tibia to measure anterior–posterior translation. For the second loading condition, 1150 N of axial loading was applied to calculate the contact pressure on plastic spacers. For the third loading condition, 50 N of conservative ankle force and hamstring forces concerning flexion angle were applied. The last loading condition was applied for the deep knee bend cycle. In this paper, contact stress is the only interest, and the magnitude of the force from the other loading conditions is minor, with the loading conditions, except for the second, being ignored.



The force distribution on the medial and lateral sides differs due to alignment status. Werner et al. investigated the force distribution of each side of the compartments according to the alignment state [51]. At neutral alignment, 57 percent of the force was distributed on the medial side. As the alignment status went to a valgus state, the force on the medial side increased. At 5° valgus, 91 percent of the force was distributed at the medial side. The force distribution on the other side increased as the alignment status went to the varus state, showing 79 percent on the lateral side. Figure 3 shows the medial and lateral force distribution due to the varus/valgus angle [51]. The force distribution on each side is normalized and fitted using linear regression. The fitted equations for the distribution rate of each side are as follows:


PL = 0.0925α + 0.4843



(1)






PM = 1 − PL



(2)




where α is the alignment status. For imageless-based TKA, the maximum range of error is from 5° valgus to 3° varus [11]. The range of α is set as the same.



For validation, the contact stresses have been obtained from the literature. At neutral alignment, a force of 1150 N is provided as compressive force, along with the femoral mechanical axis, and the variations in contact stress due to the weight of the patient have been investigated by using a range of patient weight of (30 to 100) kg [18]. The maximum load on one side of the implant can be three times the weight of the patient; the equations for converting weight to load are as follows [52]:


FL = 3gPLW



(3)






FM = 3gPMW



(4)




where     F   L     is the load applied to the lateral side,     F   M     is the load applied to the medial side, g is gravitational acceleration, and W is the patient’s weight in kg. In the calculation, the varus status was assigned a positive value, whereas the valgus status was assigned a negative value. To apply different loads to the medial and lateral sides, the femoral component is divided into two halves about the femoral AP axis.



Figure 4 shows the boundary conditions applied in this study. For the femoral component, internal–external rotation, varus–valgus rotation, and translation in the AP axis direction were fixed. For the plastic spacer, flexion–extension rotation, medial–lateral translation, and translation in the AP axis direction were fixed. The remaining boundary conditions were set free [18].




2.4. Prediction Model Development


In this section, the development of the contact stress estimation model is demonstrated. Figure 5 shows the total process of contact stress prediction. To create the maximum contact stress prediction model, training data for each variable must first be generated. Input variables were generated using LHS, and output data were created using the developed FEM model in the previous section. To determine the best preprocessing and algorithm, multiple methods were applied and compared.



In this study, the alignment status and weight of the patients are sampled using LHS for (3° varus to 5° valgus) and (30 to 100) kg weight. According to the sampled alignment status and weight, the forces applied to each side were calculated using Equations (3) and (4). With 180 samples per model, a total of 540 samples were generated. Figure 6 shows the generated samples of each implant model. Different sizes of the TKA model were analyzed using the ABAQUS software (Simulia, Providence, RI, USA). Contact force on the plastic spacer was investigated with respect to different sizes, sampled weight, and alignment status.



Before data preprocessing, finite element calculation was performed for each model under the 100 kg loading condition and varying alignment status to determine which alignment status was optimum for the model. For the F1/T2 model, a 0.6° varus angle resulted in minimum contact stress of 25.5 MPa. For the F7/T6 model, a 0.5° varus angle resulted in minimum contact stress of 21.64 MPa. The optimal value of the third model, F13/T11, was found at a 1° valgus angle with a contact stress of 18.42 MPa. The results under the 100 kg loading condition are shown in Figure 7.



The impact of data preprocessing on the results was evaluated by the implementation of three different techniques on the dataset. Figure 8 shows the three different preprocessing types. Figure 8a shows the first data, which is the raw data from the FEA result without any preprocessing. Figure 8b shows the second data, which is divided into three parts for each model: F1/T2, F7/T6, and F13/T11. Figure 8c shows the third data, which is obtained by dividing the data for each model based on the optimal alignment status. After dividing the data, each data was normalized using MinMaxScaler.



Each preprocess dataset is divided into 70% training data and 30% test data. The training data is used to train XGB, RF, and ET regressors, and the test data are compared with the estimated values from the trained regression model using the evaluation criteria. For the evaluation criteria, r2, mean absolute error (MAE), mean squared error (MSE), maximum error, and maximum percentage error were used and are represented by Equations (5)–(9) [53,54]:


    r   2   =       ∑  i = 1   n        y −   y  ¯      2           y  ^  −     y  ^   ¯      2        ∑  i = 1   n        y −   y  ¯      2         ∑  i = 1   n          y  ^  −     y  ^   ¯      2           



(5)






  M A E =   1   N     ∑  i = 1   N        y   i   −     y  ^    1        



(6)






  M S E =   1   N     ∑  i = 1   N          y   i   −     y  ^    1       2      



(7)






  M a x i m u m   e r r o r = m a x ⁡ (   y −   y  ^    )  



(8)






  M a x i m u m   p e r c e n t a g   e e r r o r =   max  ⁡      y −   y  ^    y       × 100  



(9)




where     y   i     is the actual contact stress from the FEA model,     y  ¯    is the average value of     y   i    ,     y  ^    is the predicted contact stress estimated by the regression model, and N is the total number of samples.





3. Results and Discussion


3.1. Validation of FEM Model


The maximum contact stress value is compared with the reference to validate the developed CAD and FEA models [18]. In the loading condition of 1150 N with neutral alignment status and at 100% of the deep knee bend cycle, Kang et al. reported 15 MPa of contact stress at the plastic spacer [18]. In the TKA model, the F1/T2 model showed 14.07 MPa. Figure 9 shows the FEA result of the F1/T2 model. This minor difference could be caused by differences in the model size and geometry. However, this result indicates good agreement between the model used in this study and the existing model.




3.2. Results of Data Generation


Figure 10 shows the finite element calculation for each model. For the F1/T2 model, the maximum contact pressure of 44.64 MPa was calculated at a 4.51° valgus angle. The minimum value was calculated as 11.48 MPa at 1.14° varus and 30.92 kg weight. For the F7/T6 model, the maximum value of 43.81 MPa showed the alignment status of 4.8° valgus and 99.1 kg weight. The minimum value of 8.106 MPa was observed at 1.44° varus and 32.7 kg applied weight. For F13/T11, the largest model, the maximum value of 34.23 MPa was observed at the alignment status of 2.55° varus at 95.08 kg weight. The minimum value of 6.024 MPa occurred at 0.9° valgus and 31.61 kg weight.



As the alignment status moved away from the optimum angle, the amount of contact stress increased; moreover, in the case of high weight, the increment was significant. For the F1/T2 and F7/T6 models, the maximum contact stress occurred around 5° valgus, which is the lower boundary of sampling. For the F13/T11 model, the maximum contact stress occurred around 3° varus, which is the upper boundary.




3.3. Results of Contact Stress Prediction


Figure 11 shows the metrics obtained from each model and preprocessing. If the metrics are from the XGB regressor trained by the first preprocessed data, it is labeled as XGB1, and the same is applied to the other metrics. It is confirmed that the third preprocessing will increase the model performance, showing superior results in all three models. The change in metrics according to the type of preprocessing was most noticeable in the case of RF regressors. RF3 showed 13.36 percent of maximum percentage error, which is 17.62 percent lower than RF1, and 7.87 percent lower than RF2. Also, 0.83 MPa of MAE decreased when the third preprocessing data was used instead of the first preprocessed data. Other models showed similar behavior, improving the metrics.



A comparison between the models revealed that the ET regressor was the best model. It was most prominent when the first preprocessed data was used. The ET1 showed superior results to the other models trained with the first preprocessed data in all metrics. It showed 12.82 percent of the maximum percentage error when XGB1 was 30.31 percent and RF1 was 30.98 percent. Among all the models, the ET3 model, which is the ET regressor model trained using the third preprocessed data, showed the best performance. It showed 9.398 percent of maximum percentage error and 1.689 MPa of maximum error. Table 5 shows the metrics for the ET3 model. The metrics reveal that the ET regressor trained with the proposed preprocessing can estimate a reliable maximum contact stress value for any size, weight, or alignment state.



To verify the ET3 model, the contact stress value was predicted with the input of the data used in Figure 7, and the actual value derived through FEA was compared. Figure 12 shows the result of contact stress prediction under 100 kg loading in different sizes using the ET3 model. Overall, the predicted contact stress value followed the behavior of the actual contact stress well. It was shown that the prediction performance was less accurate in the boundary area. Nevertheless, the ET3 model estimated a value within the error range. In this case, the maximum error occurred at the prediction of the F13/T11 model’s 3° varus case, showing a value of 3.598 MPa, and an error of 9.581 percent. In the 3° varus status, the F1/T2 and F7/T6 models showed the maximum errors of (3.124 and 1.387) MPa, and percentage errors of (8.229 and 4.945) percent, respectively. Through this, it was confirmed that the ET regressor with the proposed preprocessing can robustly predict the unlearned data as well. By using the proposed method, the contact stress occurring on the joint of the patient can be immediately estimated. Through this, it becomes possible for the surgeon to evaluate the results of the surgery just by entering the information of the patient, such as weight and alignment status, which allows the surgeon to check the need for revision surgery and guide the patient.





4. Conclusions


It is necessary to analyze the degree of contact stress applied to the implant to reduce the frequency of revision surgeries in TKA. The conventional method, which involves FEA, can provide a wide range of information. However, computation time and resources limit its practical application. In this work, a machine-learning-based approach is proposed that estimates the maximum contact stress to determine the success of TKA surgery. This technique requires a large amount of contact stress data for various weights, sizes, and alignment statuses. The input generated through LHS was calculated using FEA to derive the contact stress value. The validity of data was validated against a benchmark study. Three different data subsets were created: the data with no preprocessing, the data divided concerning the size of the model, and the data divided according to the size and optimal angle of the model were created and trained using XGB, RF, and ET regressors. It was confirmed that the ET regressor trained with data divided according to size and optimal angle could estimate the maximum contact stress within 10 percent of the error, regardless of the weight, implant size, and alignment status. In addition, after the model is trained, the value can be estimated immediately without a separate calculation time, which can be used during the consultation time between the surgeon and the patient. However, there are limitations in the proposed method since certain parameters, such as ligament, or osteoarthritis grade, were not considered. For future studies, data considering the stages of the bone disease will be generated and added as an input variable.
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Figure 1. (a) Registration process of tibia, (b) calculation and resection process of tibia, (c) registration process of femur, and (d) calculation and resection process of femur. 






Figure 1. (a) Registration process of tibia, (b) calculation and resection process of tibia, (c) registration process of femur, and (d) calculation and resection process of femur.



[image: Mathematics 11 03527 g001]







[image: Mathematics 11 03527 g002 550] 





Figure 2. (a) F1/T2 assembled model, (b) F7/T6 assembled model, and (c) F13/T11 assembled model. 
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Figure 3. Force distribution due to alignment status. 
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Figure 4. Loading and boundary conditions for the TKA implant. 






Figure 4. Loading and boundary conditions for the TKA implant.



[image: Mathematics 11 03527 g004]







[image: Mathematics 11 03527 g005 550] 





Figure 5. Prediction process of contact stress on plastic spacer. 
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Figure 6. Sampled alignment status and weight of the (a) F1/T2, (b) F7/T6, and (c) F13/T11 models. 






Figure 6. Sampled alignment status and weight of the (a) F1/T2, (b) F7/T6, and (c) F13/T11 models.



[image: Mathematics 11 03527 g006]







[image: Mathematics 11 03527 g007 550] 





Figure 7. Finite element calculation result of each model under the 100 kg loading condition. 
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Figure 8. (a) Dataset with no preprocessing. (b) Dataset divided by each size. (c) Dataset divided by each optimal alignment status. 
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Figure 9. Stress distribution in the plastic spacer. 
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Figure 10. Results of FEA for the (a) F1/T2, (b) F7/T6, and (c) F13/T11 models. 
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Figure 11. Metrics according to each model and preprocessing type. 
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Figure 12. Results of contact stress prediction using the ET3 model. 
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Table 1. The working principles of algorithms.
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	Algorithm
	Working Principle





	XGB
	Ensemble of decision trees; loss function of second-order Taylor expansion [35].



	RF
	Ensemble of decision trees; increased diversity of the trees through the bagging procedure [36].



	SVM
	Predicts a continuous output while maximizing the margin between the classes [37].



	ET
	Ensemble of decision trees; a more randomized sampling method compared to RF [29].
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Table 2. AP and ML length of each combination.
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	Set
	F1/T2
	F7/T6
	F13/T11





	AP length (mm)
	50/36
	62/44
	76/57



	ML length (mm)
	59/57
	67/69
	78/86
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Table 3. Material properties of the FE model.
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	Young’s Modulus (MPa)
	Poisson’s Ratio





	Ti6Al4V alloy
	110,000
	0.30



	UHMWPE
	685
	0.47
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Table 4. Number of elements used for different sizes of implants.
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	Set
	F1/T2
	F7/T6
	F13/T11





	Femoral component
	15,909
	29,866
	34,347



	Plastic spacer
	9448
	13,529
	23,598



	Total
	25,357
	43,395
	57,945
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Table 5. The metrics of ET3 model.
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	MAE
	MSE
	r2

(%)
	Max. Error

(MPa)
	Max. % Error

(%)





	0.1281
	0.2536
	99.80
	1.689
	9.398
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